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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, 500 Sunnyside Boulevard, Woodbury, New York 11797

Editor’s Note: Deadline dates for news items and notices are 2 months prior to publication.

New Fellows of the Acoustical Society of America

[S0001-4966(97)05802-5]

Ching-Sang Chiu—For research
and leadership in acoustical
oceanography.

D. Felipe Gaitan—For the first
observation of single bubble
sonoluminescence.

D. Wesley Grantham—For con-
tributions to the understanding of
the auditory perception of mo-
tion.

Seiichiro Namba—For contribu-
tions and international leadership
in the understanding of loudness
and noisiness.

Victor Nedzelnitsky—For con-
tributions to microphone calibra-
tion and international standards.
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Ronald Bannister receives ASME Medal
Ronald L. Bannister, manager, Gasification and Advanced Cycles at

Westinghouse Electric Corporation, Orlando, Florida, received the Perfor-
mance Test Codes Medal of the ASME International~The American Society
of Mechanical Engineers! at its International Mechanical Engineering Con-
gress and Exposition in November 1996. The medal was established in 1981
to recognize the first voluntary codes and standards activity in the Society
and in the United States. It is awarded to an individual who has made
outstanding contribution to the development and promotion of ASME Per-
formance Test Codes.

Mr. Bannister received the award for ‘‘his outstanding contribution to
the performance test codes~PTC! activity while serving as a member of the
PTC Board, chair of PTC 47 on Gasification Combined Cycles, member of
PTC 36 on Measurement of Industrial Sound, and Board liaison to PTC 45
on stack testing of municipal waste combustors.’’

Ronald Bannister received his B.S. in mechanical engineering from the
Georgia Institute of Technology, Atlanta, his master’s degree in mechanical
engineering from Villanova University, and his M.B.A. from Florida Insti-
tute of Technology. He is a Member of the Acoustical Society of America
and a Fellow of the American Society of Mechanical Engineers.

Harold L. Saxton • 1901–1996

Harold Lavern Saxton, a Fellow
of the Society and the 1970 recipient
of the Society’s ‘‘Pioneers of Under-
water Acoustics’’ Medal, died on 24
January 1996 at age 94. He attended
Union College in Schenectady and re-
ceived a BS in physics in 1924. In
1925 he married Elizabeth Bliss.
Harold joined the technical staff of the
General Electric Company as a re-
search physicist, developing radio
transmitters and receivers, studying
electromagnetic propagation, and de-
veloping thyratrons. He continued
study at Union College, receiving an
MS degree in 1930.

Then Saxton went to Pennsylvania State College to study ultrasonics
under Professor W. H. Pielemeier. For his Ph.D. in physics in 1934 his
thesis concerned the propagation of ultrasound in gases. While at Penn State
he became an Assistant Professor in 1939. In 1940 Dr. Saxton joined the
Sound Division of the Naval Research Laboratory~NRL! to apply his
knowledge of acoustics to underwater problems. As the wartime staff of the
Sound Division grew rapidly, Dr. Saxton was soon promoted to the position
of Section Head.

At NRL he developed transducer shading to reduce the sidelobes of
directional response patterns, an automatic attack plotter to help the conning
officer track his target, and an attack teacher used for training sonar men and
officers; and also carried on research on multipath propagation of sound in
the ocean. Outstanding among his early contributions was the sector scan
indicator ~SSI!. In recognition of his invention of the sector scan indicator
and other outstanding contributions to antisubmarine warfare, he received
the Meritorious Civilian Service Award of the U.S. Navy in 1945.

In 1947 Dr. Saxton became Superintendent of the Sound Division,
leading the Laboratory in improving the Navy’s sonar capability. Active
sonars were operated at lower frequencies and at higher powers, despite
penalties in cost and size; and at 1 kHz NRL received the first convergence-
zone echoes from a surface ship, making an order of magnitude increase in
the range of active sonar. Dr. Saxton established the East Coast transducer
test facility on Seneca Lake to calibrate transducers and arrays, without limit
of size.

As Superintendent, Dr. Saxton recommended vigorous research in sig-
nal processing, with attention to the complicated phenomena of sound
propagation in the sea. He not only directed the research but personally
contributed many ideas and became an early expert in signal processing. Dr.
Saxton wisely considered sonar to involve the physiology and psychology of
the listener, and the chemistry, physics, and biology of the ocean medium.

Many of the systems developed by the Sound Division were used for re-
search on the Laboratory’s ships.

From 1949 to 1963 Dr. Saxton was the Chairman of the Underwater
Sound Advisory Group~USAG!, the Navy’s top-level council responsible
for coordinating the scientific work of all the various laboratories concerned
with underwater sound. USAG organizes symposia where classified papers
are presented to a restricted audience, and it publishes periodically the clas-
sifiedU.S. Navy Journal of Underwater Acoustics.

When Dr. Saxton retired in 1967 he was employed by TRACOR In-
corporated, who furnished his services to the Navy. There he served for 2
years as Editor of theU.S. Navy Journal of Underwater Acoustics, and
updated the chapter on ‘‘Ambient Noise’’ inA Summary of Underwater
Acoustic Data.

In the Acoustical Society of America, Saxton was a member of the
Executive Council from 1953 to 1956, and vice-president in 1965–1966. He
was also a member of the Washington Philosophical Society and a member
of St. Wilfred’s Episcopal Church in Sarasota.

His hobbies included contract bridge, dancing, and flying an airplane
~after the age of 60!.

Survivors include a son, John, of Rockland, MA, and two grandchil-
dren.

BURTON G. HURDLE
Naval Research Laboratory, Code 7103
Washington, DC 20375

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

1997
27–28 Feb. Penn State Ultrasonic Transducer Engineering Work-

shop, Newport Beach, CA@Donna Rode, SPIE,
P.O. Box 10, Bellingham, WA 98227-0010, Tel.:
360-676-3290; E-mail: donnar@mom.spie.org or K.
Kirk Shung, 231 Hallowell Bldg., Penn State Univ.,
University Park, PA 16802, Tel.: 814-865-1407;
E-mail: kksbio@engr.psu.edu#.

13–16 April 23rd International Symposium on Acoustical Imaging,
Boston, MA @Sidney Lees, Bioengineering Dept., For-
syth Dental Ctr., 140 Fenway, Boston, MA 02115;
FAX: 617-262-4021; E-mail: slees@forsyth.org#. 7/96

12–14 May Third AIAA/CEAS Aeroacoustic Conference, Atlanta,
GA @Dr. Stephen Engelstad, Lockheed Martin Aeronau-
tical Systems, D/73-47, Z/O-685, Marietta, GA 30063,
Tel.: 770-494-9178; FAX: 770-494-3055; E-mail:
sengelstad@fs2.mar.1mco.com#.

15–20 June Eighth International Symposium on Nondestructive
Characterization of Materials, Boulder, CO@Debbie
Harris, The Johns Hopkins University, Ctr. for
Nondestructive Evaluation, 102 Maryland Hall,
3400 N. Charles St., Baltimore, MD 21218, Tel.:
410-516-5397; FAX: 410-516-72249, E-mail:
cnde@jhuvms.hcf.jhu.edu#.

15–17 June NOISE-CON 97, State College, PA@Institute of Noise
Control Engineering, P.O. Box 320, Arlington Branch,
Poughkeepsie, NY 12603, Tel.: 914-891-1407; FAX:
914-463-0201#.

16–20 June 133rd meeting of the Acoustical Society of America,
State College, PA@ASA, 500 Sunnyside Blvd., Wood-
bury, NY 11797, Tel.: 516-576-2360; FAX: 516-576-
2377; E-mail: asa@aip.org, WWW: http://asa.aip.org#.

9–13 July International Clarinet Association, Texas Tech Univ.,
Lubbock, TX @Keith Koons, Music Department,
Univ. of Central Florida, P.O. Box 161354, Orlando,
FL 23816-1354, Tel.: 407-823-5116; E-mail:
kkoons@pegasus.cc.ucf.edu#.

7–11 Sept. American Academy of Otolaryngology—Head and
Neck Surgery, San Francisco, CA@American Academy
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of Otolaryngology—Head and Neck Surgery, One

Prince St., Alexandria, VA 22314, Tel.: 703-836-4444;

FAX: 703-683-5100#.

22–24 Sept. Second Biennial Hearing Aid Research and Develop-

ment Conference, Bethesda, MA@National Institute

of Deafness and Other Communication Disorders,

301-970-3844; FAX: 301-907-9666; E-mail:

hearingaid@tascon.com#. Deadline for abstracts is 15

March.

1–5 Dec. 134th meeting of the Acoustical Society of America,

San Diego, CA@ASA, 500 Sunnyside Blvd., Wood-

bury, NY 11797, Tel.: 516-576-2360; FAX: 516-576-

2377; E-mail: asa@aip.org, WWW: http://asa.aip.org#.

1998
22–26 June 135th meeting of the Acoustical Society of America/

16th International Congress on Acoustics, Seattle, WA
@ASA, 500 Sunnyside Blvd., Woodbury, NY 11797,
Tel.: 516-576-2360; FAX: 516-576-2377; E-mail:
asa@aip.org, WWW: http://asa.aip.org#.

13–17 Sept. American Academy of Otolaryngology—Head and
Neck Surgery, San Francisco, CA@American Academy
of Otolaryngology—Head and Neck Surgery, One
Prince St., Alexandria, VA 22314, Tel.: 703-836-4444;
FAX: 703-683-5100#.

12–16 Oct. 136th meeting of the Acoustical Society of America,
Norfolk, VA @ASA, 500 Sunnyside Blvd., Woodbury,
NY 11797, Tel.: 516-576-2360; FAX: 516-576-2377;
E-mail: asa@aip.org, WWW: http://asa.aip.org#.
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

The International Commission on Acoustics—
A change in status

In September 1996 a letter was sent by the chairman of ICA to na-
tional acoustical societies worldwide informing them of a change in status of
the commission within IUPAP. Below is an abbreviated abstract of this
letter.

The International Commission on Acoustics, ICA, was established in
1951 as a subcommittee of the International Union for Pure and Applied
Physics, IUPAP. In a letter, dated 10 May 1996, the Commission informed
the National Societies about the initiative to change the status of the Inter-
national Commission on Acoustics from an ordinary commission to an af-
filiated commission.

The reason for the change is the desire by the commission to have its
mandate directly from the national acoustical societies of the world with the
objective of improving the commission’s service to the acoustics commu-
nity.

The new commission is an international non-governmental organiza-
tion. Its mission is to promote international development and collaboration
in all fields of acoustics including research, development, education, and
standardization.

This change of status as well as new statutes were approved at the
IUPAP General Assembly in September 1996. The new commission will be
based on the membership of the national acoustical societies~or correspond-
ing organizations!. The member societies will appoint official delegates who
will form a General Assembly that elects members of a Board of the
commission. The General Assembly will meet for the first time in connec-
tion with the International Congress on Acoustics in Seattle, Washington,
in June 1998. Further relevant information can be obtained from
http://www.nrc.ca/ims/ica

Marine Electromagnetics Conference—Topics
related to underwater acoustics?

The First International Conference on Marine Electromagnetics will be
held at Imperial College, London, 23–25 June 1997. This meeting may well
be of interest to scientists working in underwater acoustics, judging from the
announcement released by the organizers which reads:

‘‘Interest is growing in a relatively new, and virtually unexplored, area
of magnetics concerned with the magnetic, electric and electromagnetic
fields which occur in an ocean/marine environment. These might arise due
to a number of effects, some widely known, some less so. To investigate the
underlying phenomena, expertise from many disciplines may well be re-
quired. It is the object of this conference to bring together workers from a
wide range of fields to examine the collective current state of the art. This is
believed to be the first conference of its kind anywhere and is being orga-
nized jointly by the Defence Evaluation and Research Agency and Imperial
College. The emphasis will be on fundamental mechanisms and coupled
effects, and papers are invited on any topic which relates to electromagnetic,
magnetic, and associated fields in a marine environment.’’

Further information is available from Secretariat ‘‘Marelec97,’’ Elec-
tronic and Electrical Engineering, Imperial College, Exhibition Road, Lon-
don SW7 2BT, UK; Fax:144 171 823 8125; E-mail: marelec@ic.ac.uk

Institute of Acoustics honors W. W. Lang
The Institute of Acoustics~UK! has honored Bill Lang by awarding

him an Honorary Fellow in recognition of his outstanding contributions and
international leadership in the field of noise control engineering. Having
received the award, he joins a very small group of acousticians who are
presently Honorary Fellows. Their number is indeed very small because the
Institute has a rule which says that ‘‘...the total number of Honorary Fellows
for the time being shall not exceed 2 per centum of the number of persons
elected as Corporate Members...’’ The first American acoustician who re-
ceived an Honorary Fellowship was Warren P. Mason.

Silver Jubilee—Swiss Acoustical Society

The 25th General Assembly of the Swiss Acoustical Society was held
in Lucerne in early November 1996. The festive program which was dedi-
cated to the 25th birthday of the society included three main sections: tech-
nical sessions and workshops, discussions of new bylaws and election of
officers, and status of the society within FASE~Federation of Acoustical
Societies of Europe! or within EAA ~European Acoustics Association!; at
this writing it is not clear whether or not the Swiss Acoustical Society will
continue its membership in FASE. A number of social events contributed to
the success of the Silver Jubilee meeting.

Homepages

Several acoustical societies have established homepages containing in-
formation about various aspects of the organization, membership, meetings,
and other items of interest. Below are the most recent announcements of
homepages:
Canadian Acoustical Association http://www.uwo.ca/hhcru/caa
French Acoustical Society http://ww.loa.espci.fr
German Acoustical Society http://www.itap.physik.uni-

oldenburg.de/dega.htm
International Commission on Acoustics http://www.nrc.ca/ims/ica

International Meetings Calendar

Below are announcements of meetings to be held abroad. Entries pre-
ceded by an* are new or updated listings with contact addresses given in
parentheses. Month/year listings following other entries refer to issues of the
Journalwhich contain full calendar listings or meeting announcements.

March 1997
2–7 *16th World Congress of Otorhinolaryngology,

Head and Neck Surgery, Sydney, Australia.~Congress
Secretariat, GPO Box 128, Sydney NSW 2001,
Australia; Fax: 161 2 262 2323; E-mail:
tourhosts@tourhosts.com.au; WEB: http://
www.eventscomp.com.au/conferences/oto.html!

3–7 DATA 97 ~German Acoustical Society Meeting!, Kiel.
8/96

17–19 Spring Meeting ASJ, Kyoto. 6/96

April 1997
2–4 International Symposium on Simulation, Visualiza-

tion, and Auralization for Acoustic Research and
Education, Tokyo.2/96

7–9 *Acoustics 97, Windermere, UK.~Institute of Acous-
tics, Agriculture House, 5 Holywell Hill, St. Albans,
Herts AL1 1EU, UK; Fax:144 1727 850 533; E-mail:
acousitcs@clus1.ulcc.ac.uk!

14–18 Fourth French Congress on Acoustics, Marseille.
6/96

16–19 *2nd European Conference on Protection Against
Noise, London, United Kingdom.~D. Prasher, Institute
of Laryngology and Otology, University College
London, 330 Gray’s Inn Road, London WC1X 8EE;
Fax:144 171 278 8041!

21–24 International Conference on Acoustics, Speech, and
Signal Processing—ICASSP 97, Munich.10/95

21–25 International Conference on Shallow-Water Acous-
tics, Beijing. 10/96
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May 1997
12–16 FASE Symposium on Hydroacoustics and Ultrason-

ics, Jurata/Gdan´sk. 4/96
21–23 Italian Acoustical Association Annual Meeting,

Perugia.8/96

June 1997
3–5 *8th International Meeting on Low Frequency Noise

& Vibration , Gothenburg, Sweden.~W. Tempest,
Multi-Science Publishing Co. Ltd., 107 High
Street, Brentwood, Essex CM14 4RX, UK; Fax:
144 1277 223453!

5–7 Conference on ICP and Inner Ear Pressure, Bath.
4/96

18–21 3rd European Conference on Audiology, Prague.
12/96

23–25 *1st International Conference on Marine Electro-
magnetics, London.2/97

24–27 1st European Conference on Signal Analysis and
Prediction, Prague.8/96

25–27 12th Echocardiology Symposium and 9th Meeting
of the International Cardia Doppler Society,
Rotterdam.6/96

25–27 5th International Congress of the International So-
ciety of Applied Psycholinguistics „ISAPL ’97…,
Porto.10/96

July 1997
2–4 Ultrasonics International ’97, Delft. 4/96
14–17 *6th International Conference on Recent Advances

in Structural Dynamics, Southampton, UK.~N. S.
Ferguson, ISVR, University of Southampton,
Southampton SO17 IBJ, UK; Fax:144 1703 593033;
E-mail: mzs@isvr.soton.ac.uk!

August 1997
14–27 1997 World Congress on Ultrasonics, Yokohama.

4/96
18–22 3rd EUROMECH Solid Mechanics Conference,

Stockholm.10/96
19–22 International Symposium on Musical Acoustics,

Edinburgh.8/96
21–23 ACTIVE 97 Inter-Noise Satellite Symposium,

Budapest.6/96
25–27 Inter-Noise 97, Budapest.2/96

September 1997
1–4 Modal Analysis Conference ~IMAC-XV Japan!,

Tokyo. 10/96
10–12 Biennial Conference New Zealand Acoustical Soci-

ety, Christchurch.4/96, 12/96

9–12 31st International Acoustical Conference
‘‘Acoustics—High Tatra 97,’’ High Tatra.10/96

10–12 Biomechanics of Hearing, Stuttgart.10/96
15–18 3rd EUROMECH Fluid Mechanics Conference,

Göttingen.10/96
18–20 * Intonation: Theory, Models and Applications,

Athens, Greece.~ESCA Workshop, Department of In-
formatics, University of Athens, Panepistimioupolis,
Ilisia, 15784 Athens, Greece; Fax:130 1 722 8981;
E-mail: tonesca@di.uoa.gr!

22–25 5th European Conference on Speech Communica-
tion and Technology, Patras.2/96

23–26 Fluid –Structure Interaction in Acoustics, Delft.
10/96

October 1997
7–10 1997 IEEE Ultrasonics Symposium, Toronto.2/96
8–10 Acoustics Week in Canada 1997, Windsor.12/96
23–26 *Reproduced Sound 13, Windermere, UK.~Institute

of Acoustics, Agriculture House, 5 Holywell Hill, St.
Albans, Herts AL1 1EU, UK; Fax:144 1727 850 533;
E-mail: acoustics@clus1.ulcc.ac.uk!

November 1997
19–21 WESTPRAC’97, Hong Kong.10/96
20–23 * IOA Autumn Conference: Environmental Noise,

Windermere, UK.~Institute of Acoustics, Agriculture
House, 5 Holywell Hill, St. Albans, Herts AL1 1EU,
UK; Fax: 144 1727 850 533; E-mail: acoustics
@clus1.ulcc.ac.uk!

December 1997
15–18 5th International Congress on Sound and Vibration,

Adelaide.10/96

March 1998
23–27 DAGA 98 „German Acoustical Society Meeting…,

Zürich. 8/96

May 1998
25–27 *Noise and Planning 98, Naples, Italy. ~Noise &

Planning, via Bragadino 2, 20144 Milano, Italy; Fax:
139 248018839; E-mail: md1467@cmlink.it!

June 1998
8–10 EAA/EEAA Symposium ‘‘Transport Noise and Vi-

bration,’’ Tallinn. 10/96

November 1998
16–18 Inter-Noise 98, Christchurch.4/96
23–27 ICBEN 98: Biological Effects of Noise, Sydney.12/96
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REVIEWS OF ACOUSTICAL PATENTS
Daniel W. Martin
7349 Clough Pike, Cincinnati, Ohio 45244

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
[S0001-4966(97)04602-X]

Reviewers for this issue:

HARVEY H. HUBBARD, 23 Elm Avenue, Newport News, Virginia 23601
SAMUEL F. LYBARGER, 101 Oakwood Road, McMurray, Pennsylvania 15317
D. LLOYD RICE, 11222 Flatiron Drive, Lafayette, Colorado 80026
ROBERT C. WAAG, University of Rochester Medical Center, 601 Elmwood Avenue, Rochester, New York 14642
ROBERT W. YOUNG, 1696 Los Altos Road, San Diego, California 92109

5,540,079

43.35.Ud MICROWAVE EXCITED PHOTOACOUSTIC
EFFECT CARBON MONITOR

Robert C. Brown and Jeffrey R. Dykstra, assignors to Iowa State
University Research Foundation, Incorporated

30 July 1996„Class 73/23.33…; filed 30 August 1994

This patent describes ‘‘a method and apparatus for directing modu-
lated microwave radiation at fly ash which absorbs the microwave energy
and, in turn, emits minute acoustical waves. These acoustic waves are mea-
sured by a microphone to determine the carbon content of the fly ash.’’—
DWM

5,535,627

43.35.Yb ROLL STRUCTURE ACOUSTIC GAGE
AND METHOD

R. P. Swansonet al., assignors to Oklahoma State University
16 July 1996„Class 73/597…; filed 11 May 1995

This is a device and method for determining the radial pressure profile
of a wound roll of material. Internal and external sensors measure the time
of flight of an acoustic wave induced in the roll by sharp impacts on the
surface, or by sharp impacts on a member in contact with the surface. ‘‘The
wave measurements are fed to a computer which uses a modification of
Hakiel’s model to compute the radial pressure profile.’’—RWY

5,525,854

43.35.Zc IN-PLANE ULTRASONIC VELOCITY
MEASUREMENT

Maclin S. Hall et al., assignors to Institute of Paper Science and
Technology, Incorporated

11 June 1996„Class 310/334…; filed 6 March 1995

‘‘An improved system for measuring the velocity of ultrasonic signals
within the plane of moving web-like materials, such as paper, paperboard
and the like...the system is also adapted to provide on-line indication of the
polar specific stiffness of the moving web...the velocity of ultrasonic signals
in the plane of the web are measured by way of a plurality of ultrasonic
transducers carried by synchronously driven wheels or cylinders, thus elimi-
nating undue transducer wear due to any speed differences between the
transducers and the web. In order to provide relatively constant contact force
between the transducers and the webs, the transducers are mounted in sensor
housings which include a spring for biasing the transducer radially out-
wardly. The sensor housings are adapted to be easily and conveniently
mounted to the carrier to provide a relatively constant contact force between
the transducers and the moving web.’’—RWY

5,546,792

43.35.Zc COMPUTERIZED SONIC PORTABLE
TESTING LABORATORY

Harold L. Becker, assignor to Harold L. Becker
20 August 1996„Class 73/64.53…; filed 22 December 1994

‘‘A portable sonic testing device for the testing of waxy and emulsified
fluids, utilizing variations in soundwave propagation, light propagation, and
changes in electrical resistance in the liquid, all over a range of temperatures
and chemical treatment conditions.’’ Empirical equations are included in the
patent to relate observed cooling rate to melting point of carbon chain length
of normal paraffin, and ‘‘to transform frequencies, voltage, resistance, ve-
locity, and probe dimensions to units of viscosity.’’—RWY

5,511,095

43.38.Md AUDIO SIGNAL CODING AND DECODING
DEVICE

Takeo Inoueet al., assignors to Sanyo Electric Company
23 April 1996 „Class 375/244…; filed in Japan 15 April 1992

This audio compression technique is intended for use in a CD player,
to fill in for real time samples from the disk surface in case the playback rate
gets ahead of reads from the disk. In that case, buffer memory is required
and the patented scheme may be used to reduce the required memory size.
The input signal passes through an integration to reduce intersample differ-
ences before being coded with a typical ADPCM circuit. The decoded out-
put is correspondingly differentiated to restore the original spectral
balance.—DLR

5,519,774

43.38.Si METHOD AND SYSTEM FOR DETECTING
AT A SELECTED STATION AN ALERTING
SIGNAL IN THE PRESENCE OF SPEECH

Ralph N. Battista et al., assignors to Bell Communications
Research, Incorporated

21 May 1996„Class 379/386…; filed 8 December 1992

New telephone services, such as call-waiting alert, impose greater
demands on the proper detection of in-band signalling tones than has
been the case for DTMF~touch tone! usage. This patent covers an
improved system of detection, which relies on the fact that the
tone will be computer generated, allowing the use of duration as a
distinguishing parameter. A new alerting tone is defined using
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new dual tone frequency assignments which better avoid speech interfer-
ence. A more elaborate logic of energy detection in tone-present and tone-
absent bands improves the rate of both false and missed detections.—DLR

5,544,253

43.38.Si EARPHONE ASSEMBLY

Atsushi Nagayoshi and Kazunori Kono, assignors to Matsushita
Electric Industrial Company

6 August 1996„Class 381/187…; filed in Japan 6 August 1993

The earphone shown is relatively small and fits into the auricle cavity.
An outer part of the earphone housing extends downward and carries the
cord. A rotatable part outside the back of the earphone mechanism can be
adjusted to suit the size of the auricle cavity to provide better fit and
retention.—SFL

5,543,579

43.38.Vk EFFECTOR

Masazumi Moringa and Kousuke Takata, assignors to Roland
Corporation

6 August 1996„Class 84/701…; filed in Japan 22 July 1994

The term ‘‘effector’’ as used in this patent refers to circuitry that
modifies musical tone input signals by adding an effect such as time delay,
reverberation, or chorus effect. Previously, according to the patent, the origi-
nal tone signals and the effect tone signals have been radiated through

separate loudspeakers. In the present patent the effect tone generator33
creates two separate output signalsL andR having different tonal effects.
These outputs are combined through lowpass filter39 and recombined with
direct ~unmodified! signal, then radiated by loudspeaker21, but the high-
frequency portions of the separate effect outputs from highpass filters35L
and35R are separately amplified and radiated from loudspeakers22L and
22R to provide ‘‘a feeling of expanse effective in a sound field,’’ intended
to simulate stereophonic reproduction.—DWM

5,542,626

43.40.Kd MULTI-DECK PASSENGER AIRCRAFT
HAVING IMPACT ENERGY ABSORBING
STRUCTURES

Guenter Beuck et al., assignors to Deutsche Aerospace Airbus
GmbH

6 August 1996„Class 244/107…; filed in Germany 26 April 1993

The impact energy absorbing structure of this patent is intended to be
attached to the fuselage belly of an aircraft that is large enough to allow its
lower half to be used as passenger space instead of cargo space. The added

structure is intended to absorb impact energy arising in an emergency land-
ing. Obviously it will also increase the passenger capacity of the aircraft.—
DWM

5,554,829

43.40.Ph LAND SEISMIC ACOUSTIC SOURCE

Bill L. Jaworski, Burley, WA
10 September 1996„Class 181/114…; filed 14 February 1995

This patent describes a simple, readily available apparatus for gener-
ating a seismic signal in the earth. It combines ‘‘force-modulating means’’
1, resting on the ground4 and in contact with the tire surface on drivewheel

2 of vehicle3 at two idler rollers of different elevation. The difference in
position and elevation of the two rollers causes the rotating tire surface to
modulate the force transmitted to the earth surface. This is intended to
facilitate seismic surveys.—DWM
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5,552,562

43.40.Yq INERTIAL ACOUSTIC PICKUP

Allen D. Hertz et al., assignors to Motorola, Incorporated
3 September 1996„Class 84/726…; filed 29 August 1994

This is an inertial vibration pickup of the electromagnetic type in
which the pickup chassis is fastened to or is in contact with a vibrating
surface. The internal mass is coupled to the chassis through planar circular
non-linear spring members. The relative motion of coils and magnets gen-
erates the pickup output when the chassis is vibrated. The example given is
picking up vibrations from the soundboard or body of a stringed musical
instrument. The basic principle and, to some extent, the design reminds the
reviewer of his inertia-operated throat microphone design@Figs. 8 and 9, J.
Acoust. Soc. Am.19, 43–50 ~1947!#, but design details are different.—
DWM

5,540,590

43.50.Ba METHOD FOR PREDICTING HUMAN
EVALUATION OF LATCHING AND UNLATCHING
SOUNDS

Jerome Avery et al., assignors to Ford Motor Company
30 July 1996„Class 434/236…; filed 6 April 1995

This patent describes an analytical method ‘‘for predicting human
evaluation response to the quality of sounds’’ by correlation of subjective

results with objective measurement data. The specific application of the
method applies to sounds produced by the operation of a power door lock
actuator in an automobile.—DWM

5,513,266

43.50.Gf INTEGRAL ACTIVE AND PASSIVE
SILENCER

Michael T. Zuroski, assignor to Digisonix, Incorporated
30 April 1996 „Class 381/71…; filed 29 April 1994

This silencer is for control of broadband noise propagating through
pipes or ducts which carry air or gases in industrial applications. Provision is

made for passive components to reduce the high-frequency noise and for
active components to reduce the lower-frequency noise. Advantages cited
are ease of installation, ease of maintenance, minimization of flow restric-
tions and the reduced size resulting from the use of a ported tuning chamber
to improve loudspeaker efficiencies.—HHH

5,518,088

43.50.Gf SHIM STRUCTURE FOR SOUND
DAMPENING BRAKE SQUEAL NOISE

Jerry L. Brosilow, San Francisco, CA
21 May 1996„Class 188/73.37…; filed 7 February 1992

The patent discloses the reduction of brake squeal noise caused by
vibrations in a disk brake apparatus. It features a sheet of aluminum shim
structure and a continuous membrane of high-temperature acrylic adhesive

on one surface only of the aluminum, which in turn is bonded to the back
side of the friction pad. The aluminum shim is partially cut through in
certain locations to permit material to be popped out, and thus facilitate the
fitting of many different friction pad configurations.—HHH

5,532,439

43.50.Gf SILENCER ASSEMBLY WITH
ACOUSTICAL MODULES THEREIN

Yuriy Minkin, assignor to Transco Products, Incorporated
2 July 1996„Class 181/224…; filed 23 June 1994

This is apparatus for the muffling of gas turbine power units and aux-
iliary fan equipment used in large stationary power plants. Key elements are
box-like rectangular acoustical modules which are self-contained and self-
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supporting, and which eliminate the need for turning vanes, flow distribution
grids, and conventional baffles. These passive acoustical modules are easily
stackable to occupy existing or new structures.—HHH

5,526,805

43.50.Gf IN-LINE SILENCER FOR CLEAN ROOM
BREATHING APPARATUS

Donald G. Lutz et al., assignors to Dryden Engineering Company
18 June 1996„Class 128/204.18…; filed 3 November 1993

The patent describes the control of internal noise in breathing room
apparatus for clean room environments. Communication between workers
can be reduced by noise generated by the air blowers. Noise is controlled by
means of an in-line silencer, consisting of cylindrically shaped sound ab-
sorbing material with an axial airflow passage.—HHH

5,531,196

43.50.Gf OIL PAN NOISE ENCLOSURE AND
ATTACHMENT FOR SAME

Kent H. Clark, assignor to the Cummins Engine Company
2 July 1996„Class 123/195C…; filed 1 September 1995

Thispatent relatesparticularly to the radiationofnoise radiation from
the oil pan of a large diesel engine. This is achieved by the attachment of a
sound-deadening enclosure to the exterior of the oil pan. The resulting en-
closure is attached by means of spring clips in such a manner as to clamp its
outer skin and a foam isolation layer against the exterior sidewall of the oil
pan. When the oil pan is removed for servicing, the enclosure can remain
attached.—HHH

5,549,000

43.50.Yw PASSIVE ACOUSTIC DETECTION OF
PIPELINE PIGS

Winthrop K. Brown et al., assignors to Texaco, Incorporated
27 August 1996„Class 73/587…; filed 9 June 1995

Devices propelled through pipelines by fluid flow~called ‘‘pigs’’! are
used to clean or inspect the pipe or to separate different batches of fluid

during flow. Their presence and position may be determined by conven-
tional acoustical reflection methods. This patent introduces the additional
use of passive acoustical detection of the internal condition of the pipe from
analysis of the noise generated by ‘‘pig’’ contact with the pipe during
motion.—DWM

5,551,694

43.58.Hp SOUNDING GOLF PUTTER

J. Lawrence Grim, Jr., Perkasie, PA and Jacob H. Malta, New
Britain, PA

3 September 1996„Class 473/234…; filed 16 June 1995

The club head of this golf putter has two tines17 and19 created by
machining slots16 and 18 on the back side away from the ball-striking
surface21. An alternative, symmetrical design positions the slots on either
side of the shaft of the putter creating a tine on both sides. In this design the

ball is actually struck by one of the tines, either left or right, depending upon
whether the user is left-handed or right-handed. The primary object is ‘‘to
provide a sounding golf putter which produces accurate golf putting.’’—
DWM
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5,546,956

43.66.Sr TESTING HEARING

Arthur R. D. Thornton, assignor to Medical Research Council,
London, U.K.

20 August 1996„Class 128/746…; filed under Patent Cooperation
Treaty 29 March 1993

An apparatus for testing hearing has a sound source for applying a
sound to the subject’s ear and a sound detector for measuring the sound
returned from the subject’s inner ear. The sound source, which is driven by
stimulus generation equipment connected to an analyzer, produces a se-
quence of sounds and records evoked otoacoustic emissions. Details of the
method are given.—SFL

5,528,696

43.66.Ts HEARING AID

Zlatan Ribic, assignor to Viennatone GmbH
18 June 1996„Class 381/68.2…; filed in Austria 27 September 1993

A hearing aid is described in which information obtained from the
input to the signal processing circuit is modified to adapt the output signal to
the hearing loss characteristics of the user. The signal analyzing circuit is

formed by a Hilbert circuit, the two outputs of which are fed to the voltage-
controlled signal processing circuits.—SFL

5,531,787

43.66.Ts IMPLANTABLE AUDITORY SYSTEM WITH
MICROMACHINED MICROSENSOR AND
MICROACTUATOR

S. George Lesinski and H. Thurman Henderson, both of
Cincinnati, OH

2 July 1996„Class 623/10…; filed 25 January 1993

An implanted hearing aid system includes a microsensor, a processor,
and a microactuator. The sensor may be a piezoresistive vibration pickup
that is clamped to one of the ossicles. The output of the sensor goes to the
processor, which is implanted subcutaneously in the mastoid region of the
skull and that contains the electronic system and battery. The output of the
processor drives the microactuator, which may be an electrostatic transducer
that vibrates the cochlear fluid. Details of a number of possible constructions
are given. The specification does not seem to describe how the nonremov-
able battery can be recharged. However, Fig. 2 shows an rf receiver in series
with the battery that could make recharging possible.—SFL

5,553,152

43.66.Ts APPARATUS AND METHOD FOR
MAGNETICALLY CONTROLLING A HEARING AID

James R. Newton, assignor to Argosy Electronics, Incorporated
3 September 1996„Class 381/68.6…; filed 31 August 1994

The patent describes an apparatus and method for controlling a plural-
ity of adjustable operational parameters of a hearing aid by the movement of
an external magnetic actuator into and out of proximity with a magnetically
operated switch in the hearing aid. The hearing aid has processing circuitry

for controlling adjustable operational parameters. The desired adjustment is
obtained by moving the magnetic actuator into and out of proximity with the
hearing aid a selected number of times. Details of the required circuitry are
given.—SFL

5,513,297

43.72.Gy SELECTIVE APPLICATION OF SPEECH
CODING TECHNIQUES TO INPUT SIGNAL
SEGMENTS

Willem B. Kleijn and Peter Kroon, assignors to AT&T
Corporation

30 April 1996 „Class 395/2.32…; filed 10 July 1992

The performance of a speech coder may be improved, according to this
patent, by combining more than one type of coder along with a decision
element able to choose the best type of coding for each short speech seg-
ment. The key to the strategy lies in choosing a coding type based on
segment characteristics and possibly on the outcomes of previous attempts
to code the segment. In general, a preferred coding is first applied to all
segments. Code excited linear prediction of pitch-period segments is sug-
gested for this first pass.—DLR

5,517,511

43.72.Gy DIGITAL TRANSMISSION OF ACOUSTIC
SIGNALS OVER A NOISY COMMUNICATION
CHANNEL

John C. Hardwick and Jae S. Lim, assignors to Digital Voice
Systems, Incorporated

14 May 1996„Class 371/37.4…; filed 30 November 1992

This patent combines several strategies for the allocation of signal and
error correction bits in a coded speech channel. Bits are prioritized accord-
ing to their perceptual importance in the decoded signal, using more redun-
dancy to transmit the more important bits. Blocks of bits are ‘‘modulated’’
by binary addition of a constrained random pattern after error correction
coding in a way that increases the number of correctable errors. Finally, the
reconstructed speech synthesis parameters are smoothed depending on the
detected bit error rate.—DLR

663 663J. Acoust. Soc. Am., Vol. 101, No. 2, February 1997 Reviews of Acoustical Patents



5,517,595

43.72.Gy DECOMPOSITION IN NOISE AND
PERIODIC SIGNAL WAVEFORMS IN WAVEFORM
INTERPOLATION

Willem B. Kleijn, assignor to AT&T Corporation
14 May 1996„Class 395/2.14…; filed 8 February 1994

In this speech coding system the input signal is first analyzed using
linear prediction methods to extract a pitch-period-length residual excitation
segment. A Fourier transform of the excitation is partitioned into low- and
high-frequency bands. A type of clustering is then applied to each band,

averaging similar occurrences within each band to produce prototype exci-
tation waveforms known as the slowly evolving and rapidly evolving wave-
forms. Inputs are generally coded using the slowly evolving components as
shown in the figure, optionally using the rapid components as required.—
DLR

5,519,806

43.72.Gy SYSTEM FOR SEARCH OF A CODEBOOK
IN A SPEECH ENCODER

Makio Nakamura, assignor to NEC Corporation
21 May 1996„Class 395/2.27…; filed in Japan 15 December 1992

This is a strategy for speeding up the codebook search in a code-
excited linear predictive vocoder. The explanation given is far from lucid. If
understood correctly, a set of basis vectors is used to index the excitation
waveforms. By correlating the input speech with the relatively small set of
basis vectors, a good excitation can be located quickly. Gray codes and
something called ‘‘ordination’’~sorting?! are somehow involved.—DLR

5,519,807

43.72.Gy METHOD OF AND DEVICE FOR
QUANTIZING EXCITATION GAINS IN SPEECH
CODERS BASED ON ANALYSIS-SYNTHESIS
TECHNIQUES

Luca Cellario and Daniele Sereno, assignors to SIP—Societa
Italiana per l’Esercizio delle Telecommunicazioni p. a.

21 May 1996„Class 395/2.33…; filed in Italy 4 December 1992

In this code-excited linear predictive vocoder, the signal gain within a
frame is compactly coded by dividing the frame into subframes. The indi-
vidual subframe gains are normalized with respect to the maximum of the
subframe gains, reducing the bitrate while maintaining a high level of accu-
racy in coding a gain profile for the frame.—DLR

5,522,011

43.72.Gy SPEECH CODING APPARATUS AND
METHOD USING CLASSIFICATION RULES

Mark E. Epstein et al., assignors to International Business
Machines Corporation

28 May 1996„Class 395/2.31…; filed 27 September 1993

This patent discloses a type of vector quantization applied to the cod-
ing of speech analysis vectors, such as amplitude and spectral data. Rather
than code the entire analysis vector, as is often done, vector quantizations

are individually applied to subsets of the feature values. An indexing
scheme relates entries between the various codebooks, capturing correla-
tions and speeding up the codebook searches.—DLR

5,519,764

43.72.Kb CIRCUIT AND METHOD FOR DETECTING
ERROR CAUSING TONES IN A VOICE
MESSAGING SYSTEM

David A. Pierce and Barry S. Davies, assignors to AG
Communication Systems Corporation

21 May 1996„Class 379/67…; filed 8 March 1993

A recurring problem in voice interaction systems which use DTMF
~touch tone! signalling is the occasional false DTMF detection resulting
from a voice or other sound. This method is intended to avoid the problem
as caused by system-generated phrases by a priori screening the possible
system-generated utterances. Any false DTMF detections during the screen-
ing process are noted along with the synthesis controls for that utterance.
During system operation, the controlling processor is then forewarned of the
time and duration of possible DTMF triggers.—DLR

5,513,298

43.72.Ne INSTANTANEOUS CONTEXT SWITCHING
FOR SPEECH RECOGNITION SYSTEMS

Vince M. Stanford et al., assignors to International Business
Machines Corporation

30 April 1996 „Class 395/2.52…; filed 21 September 1992

Current large-vocabulary, continuous-speech recognizers remain
hobbled by the dependency on a grammar matching the recognition task.
The difficulty is that as the tasks grow in complexity, growing grammars
may need to be switched frequently. Keeping many large grammars in
memory consumes valuable resources. This patent deals with the challenge
by a dynamic interconnection strategy in which large numbers of HMM
word models remain in memory, referenced by a changeable pointer mecha-
nism which can be set to reflect the current recognition context.—DLR

5,509,104

43.72.Ne SPEECH RECOGNITION EMPLOYING
KEYWORD MODELING AND NON-KEY
WORD MODELING

Chin H. Lee et al., assignors to AT&T Corporation
16 April 1996 „Class 395/2.65…; filed 17 May 1989

Full recognition of unconstrained speech lies at some distance over the
horizons of the future. This patent discloses a method which could be an
approach toward that goal. In a long-distance telephone interface context, a
simpler recognition strategy is possible by opting to recognize only a limited
vocabulary. A hidden Markov model technique is used to build speaker-
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independent phonetic models for selected keywords and also for nonkey-
word sounds, including other words as well as background sounds. A gram-
mar allows specific keyword sequences having each keyword, in general,
surrounded by arbitrary nonkeyword sounds. This allows the entry of con-
tinuous unconstrained utterances containing the targeted keywords.—DLR

5,522,012

43.72.Ne SPEAKER IDENTIFICATION AND
VERIFICATION SYSTEM

Richard J. Mammone and Khaled T. Assaleh, assignors to
Rutgers University

28 May 1996„Class 395/2.59…; filed 28 February 1994

This is a method of increasing the separation between speaker-related
and other components of a recognizer input signal. A linear prediction
analysis is performed and the bandwidths of the spectral poles are obtained.
The set of poles is then partitioned by bandwidth, based on the observation
that formants will generally have narrower bandwidths than poles which

characterize the channel. Bandwidths below a certain threshold are further
narrowed and those above are widened. The modified spectrum is then con-
verted to cepstral features, which capture the vocal tract-related relation-
ships among the formants.—DLR

5,522,013

43.72.Ne METHOD FOR SPEAKER RECOGNITION
USING A LOSSLESS TUBE MODEL OF THE
SPEAKER’S VOCAL TRACT

Marko Vaenskae, assignor to Nokia Telecommunications Oy
28 May 1996„Class 395/2.64…; filed in Finland 30 April 1991

This speech recognition system computes a vocal tract shape represen-
tation for each speech frame based on the lossless tube model. Reflection
coefficients corresponding to the well-known PARCOR coefficients are con-

verted to area functions, which are then directly stored as templates to rep-
resent the trained reference database.—DLR

5,524,169

43.72.Ne METHOD AND SYSTEM FOR LOCATION-
SPECIFIC SPEECH RECOGNITION

Paul S. Cohenet al., assignors to International Business Machines,
Incorporated

4 June 1996„Class 395/2.4…; filed 30 December 1993

The novelty in the patented method will no doubt seem obvious once
the supporting mechanisms are in place and the need arises for the services
described here. An automotive speech recognition system recognizes spoken
travel directions and destinations. The recognition task~grammar perplexity!
is greatly simplified by using inputs from a global positioning system re-
ceiver to narrow the context of destinations to those in the immediate
vicinity.—DLR

5,549,027

43.75.Gh STRINGED ACOUSTIC MUSICAL
INSTRUMENT

Richard N. Steinberger, New Windsor, NY and Stephen H.
Grimes, Kula, HI

27 August 1996„Class 84/297R…; filed 10 January 1994

This bridge for a guitar or other stringed instrument is designed to
balance the vertical and lateral forces caused by the tension of strings to
balance out so as to avoid stressing the top of the guitar on which the bridge

is mounted. Several such structures are described, one of which is shown
here.—DWM

5,539,142

43.75.Mn COMBINED ACOUSTIC AND
ELECTRONIC PIANO IN WHICH THE ACOUSTIC
ACTION IS DISABLED WHEN PLAYED IN
THE ELECTRONIC MODE

George F. Emerson and Thomas E. Kimble, assignors to Baldwin
Piano and Organ Company

23 July 1996„Class 84/171…; filed 7 June 1995

‘‘An improved combination acoustic-mode and electronic-mode piano
is provided which includes a hammer shank stop rail that intercepts the
hammer shank, when in the electronic mode, so that the hammer cannot
complete its normal travel and cannot strike its corresponding string~s! when
its piano key is actuated.’’ Five different designs for the hammer shank stop
rail are shown, including a fluid-actuated version, all applicable to an up-
right piano. The reader’s attention is also called to patent 5,541,353 re-
viewed below.—DWM
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5,541,353

43.75.Mn KEYBOARD INSTRUMENT FOR
SELECTIVELY PRODUCING MECHANICAL
SOUNDS AND SYNTHETIC SOUNDS WITHOUT
ANY MECHANICAL VIBRATIONS ON MUSIC WIRES

Kiyoshi Kawamura et al., assignors to Yamaha Corporation
30 July 1996„Class 84/171…; filed in Japan 9 June 1992

When an electronic musical synthesizer is combined with an upright
piano, and the player uses the same keyboard for either piano or synthesizer,
this patent describes a ‘‘stopper’’ that blocks the hammer shanks before the
hammers strike the strings, in order to prevent the production of piano tones
when only synthesizer music is to be heard.—DWM

5,545,839

43.75.Mn KEYBOARD MUSICAL INSTRUMENT
WITH MOVABLE KEY BED FOR PERFORMING
MUSIC WITHOUT ACOUSTIC SOUNDS

Kiyoshi Kawamura et al., assignors to Yamaha Corporation
13 August 1996„Class 84/171…; filed in Japan 30 November 1993

The purpose of this patent is similar to that of patent 5,541,353~re-
viewed above!, but this piano is a grand piano, and the key action assembly
is quite different, requiring a somewhat different means. Two of the inven-
tors here are also among the four inventors of the other patent and the
assignee is the same. Both patents assume that it is an advantage for the
player to experience a piano-like key touch whether producing a piano tone
or a synthesizer tone.—DWM

5,552,559

43.75.Mn KEYBOARD MUSICAL INSTRUMENT
EQUIPPED WITH HAMMER SENSORS CHANGING
POSITION BETWEEN RECORDING MODE
AND SILENT MODE

Nobuo Sugiyama and Kiyoshi Kawamura, assignors to Yamaha
Corporation

3 September 1996„Class 84/171…; filed in Japan 31 March 1994

In the combination of an upright piano with an electronic synthesizer,
both operated from the same keyboard as in patent 5,541,353 reviewed
above, piano hammer sensors are provided for measuring hammer velocities
before hammer motion is stopped short of the piano strings. The sensor
output signals are used to control the amplitude of the corresponding elec-
tronically generated tones when the instrument has been switched from pi-
ano mode to electronic mode. The co-inventors for this patent were also
involved in patent 5,541,353 assigned to the same assignee.—DWM

5,557,052

43.75.Mn KEYBOARD MUSICAL INSTRUMENT
HAVING VARIABLE CONTACT POINT BETWEEN
JACK AND REGULATION BUTTON

Hajime Hayashida and Satoshi Inoue, assignors to Yamaha
Corporation

17 September 1996„Class 84/243…; filed in Japan 31 March 1994

This grand piano action provides for each key ‘‘a first regulating but-
ton and a second regulating button with which the jack is selectively brought
into contact; and the jack imparts a force variable in dependence on the
regulating button to the hammer assembly so as to generate loud or soft
tones.’’—DWM

5,557,055

43.75.St MUSICAL KEYBOARD HAVING AN
ELECTRONICALLY CONTROLLED DISPLAY AND
A METHOD OF KEYBOARD DISPLAY

Frederick W. Breitweiser, Jr., assignor to Breitweiser Music
Technology, Incorporated

17 September 1996„Class 84/478…; filed 17 May 1994

Sequential illumination of keys to be played by a keyboard musician
during the course of learning a piece to be played was demonstrated and
patented over 20 years ago. This patent uses red–green illuminators that

project light into the hollow interior of the appropriate keys, and the key
surfaces are translucent. A display board identifies the left-hand and right-
hand notes to be played and also gives the name of the chord, all under the
control of an external computer system.—DWM

5,544,562

43.75.St APPARATUS OF A PLAYING PRACTICE
FOR ELECTRONIC MUSICAL INSTRUMENT
AND CONTROL METHOD THEREOF

Ik B. Jeon, assignor to Goldstar Company
13 August 1996„Class 84/470R…; filed in Korea 8 July 1993

When in the music teacher mode, this digital electronic organ displays
a musical score and a sequence of illuminated keys corresponding to the
melody or chords to be played. If the person playing plays a wrong key
when the keys are illuminated, no sound occurs. Correct playing of the keys
gives a successful rendition of the music composition displayed.—DWM

5,541,354

43.75.Tv MICROMANIPULATION OF WAVEFORMS
IN A SAMPLING MUSIC SYNTHESIZER

Peter W. Farrett and Daniel J. Moore, assignors to International
Business Machines Corporation

30 July 1996„Class 84/603…; filed 30 June 1994

This computer music patent describes a technique for converting a
digitized audio sample of an individual musical instrument to produce the
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tonal effect of a group of such instruments by micromanipulation in parallel
of digital processors corresponding to the number of instruments selected
for the group.—DWM

5,541,356

43.75.Tv ELECTRONIC MUSICAL TONE
CONTROLLER WITH FUZZY PROCESSING

Satoshi Usa, assignor to Yamaha Corporation
30 July 1996„Class 84/626…; filed in Japan 9 April 1993

This electronic musical instrument includes a ‘‘logical calculation unit
performing a fuzzy calculation’’ to control electronically a sensory related
tone parameter, such as the tone spectrum, in a manner that is independent
of control signals related to playing performance.—DWM

5,550,320

43.75.Tv ELECTRONIC SOUND GENERATING
DEVICE FOR GENERATING MUSICAL SOUND BY
ADDING VOLUME FLUCTUATION TO
PREDETERMINED HARMONICS

Sayoko Hirano, assignor to Kabushiki Kaisha Kawai Gakki
Seisakusho

27 August 1996„Class 84/623…; filed in Japan 27 May 1993

The temporal fluctuations in the spectrum of a musical tone are called
sonance, and are present in the tone of many types of bowed and blown
musical instruments. The present patent describes computerized means for
creating such fluctuations in selected harmonics of tones generated in the
computer system of electronic musical instruments.—DWM

5,552,561

43.75.Tv PLAYING-STYLE DETECTING
APPARATUS AND ELECTRONIC MUSICAL
INSTRUMENT UTILIZING THE SAME

Akira Nakada et al., assignors to Yamaha Corporation
3 September 1996„Class 84/658…; filed in Japan 30 March 1994

Previously some electronic musical instruments have used key switch-
ing systems in which the velocity of key motion has controlled the ampli-
tude of electronically generated tones, and a ‘‘second-touch’’ pressure
switch actuated at the end of the key stroke has effected additional tones or
affected existing tones. In the present patent for a computerized electronic
musical instrument, the depression speed of the key and the aftersensor are
used in combination ‘‘to provide a playing-style detecting apparatus’’ for
imparting to the musical output ‘‘a delicate expression according to the
playing style.’’—DWM

5,522,392

43.80.Qf ENHANCING INTRAVASCULAR
ULTRASONIC BLOOD VESSEL IMAGE

Veijo Suorsa and Axel Brisken, assignors to Cardiovascular
Imaging System

4 June 1996„Class 128/661.08…; filed 15 November 1994

Ultrasonic depiction of blood vessel walls is enhanced by extracting
parameters from the phase information of ultrasonic echoes, and using the
parameters of the phase to suppress ultrasonic echoes from the blood. The
parameters may be based on statistics of the phase, or the phase difference,
or from the slope of the phase or the phase difference, either between neigh-
boring scan lines in the same image frame or between images in successive
frames.—RCW

5,524,626

43.80.Qf SYSTEM AND METHOD FOR
DETERMINING LOCAL ATTENUATION FOR
ULTRASONIC IMAGING

Dong-Chyuan Liu, assignor to Siemens Medical Systems,
Incorporated

11 June 1996„Class 128/660.06…; filed 30 June 1995

Ultrasonic backscattered power within an interrogated region is stored
in a two-dimensional pattern of image elements that are grouped into pro-
cessing windows. After row averaging the power values in each window, a
window attenuation coefficient that corresponds to a decay parameter is
found. The coefficients are used to compensate the power values for local
attenuation before scan conversion and display. Tissue heterogeneity can
also be tested by defining convergence and nonconvergence criteria. A gain
control processor then iteratively estimates the window attenuation coeffi-
cients until either criterion is satisfied. Heterogeneity within the processing
window is indicated when the nonconvergent criterion is met.—RCW

5,539,831

43.80.Qf ACTIVE NOISE CONTROL STETHOSCOPE

Thomas R. Harley, assignor to The University of Mississippi
23 July 1996„Class 381/67…; filed 16 August 1993

The patent describes an active noise control stethoscope that permits
the checking of vital signs in the presence of high background noise levels.
A digital processing technique is used to remove noise from the output of a
main detection sensor. The detector uses a piezoceramic transflexural actua-
tor mounted in a cylindrical piece of brass. An identical sensor is placed
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above the device to detect adjacent background noise and the signals are
combined to obtain a noise-free signal. A third sensor is also provided to
remove noise coupled through the patient’s body. In addition, means are
shown to provide noise cancellation in the earcups.—SFL

5,548,651

43.80.Qf STEREOPHONIC STETHOSCOPE

Howard F. Long, Pleasanton, CA
20 August 1996„Class 381/67…; filed 28 March 1994

The patent shows an electronically amplified stereophonic stethoscope
that utilizes the binaural phase effect from two probes held in one chest-
piece. An amplifier is located in the chestpiece. Skin contact of the probes is

small for good localization. It is stated that more sensitive detection and
recognition of disease and functions by the physician can result from the use
of the device.—SFL

5,524,625

43.80.Sh SHOCK WAVE GENERATING SYSTEM
CAPABLE OF FORMING WIDE
CONCRETION-DISINTEGRATING REGION BY
ENERGIZING RING-SHAPED TRANSDUCERS AND
HYPERTHERMIA CURING SYSTEM

Kiyoshi Okazaki et al., assignors to Kabushiki Kaisha Toshiba
11 June 1996„Class 128/660.03…; filed in Japan 10 March 1992

This system forms multiple focal points from shock waves produced
by a number of ring-shaped piezoelectric transducer elements excited with
appropriate voltages. The dimension of the region synthesized from a num-

ber of focal points is varied according to the size of the concretion to be
disintegrated.—RCW

5,522,391

43.80.Vj DELAY GENERATOR FOR PHASED
ARRAY ULTRASOUND BEAMFORMER

Raymond A. Beaudin and Michael P. Anthony, assignors to
Hewlett-Packard Company

4 June 1996„Class 128/660.070…; filed 9 August 1994

This delay generator includes a delay generator and a controller. The
delay for each array element is varied by the delay controller at discrete
times during reception. The delay is, within the quantization error of the
delay unit, an exact solution of the equation for the delay at a given steering
angle for the array element and focal depth. The delay controller generates a
change delay signal that steers the received beam to a dynamically variable
angle and focus during reception.—RCW

5,522,393

43.80.Vj MULTI-DIMENSIONAL REAL-TIME
ULTRASONIC BLOOD FLOW IMAGING
APPARATUS AND METHOD

Patrick J. Phillips and Olaf T. von Ramm, assignors to Duke
University

4 June 1996„Class 128/661.09…; filed 24 May 1994

In this apparatus and method, the ultrasonic transducer is divided into
two or more independently controlled subapertures, each used for transmit-
ting ultrasonic beams and for receiving echoes. Signal processing includes

quadrature detection circuitry and use of the Hilbert transform to filter echo
signals.—RCW

5,522,878

43.80.Vj SOLID MULTIPURPOSE ULTRASONIC
BIOMEDICAL COUPLANT GEL IN SHEET FORM
AND METHOD

David A. Montecalvo and David Rolf, assignors to LecTec
Corporation

4 June 1996„Class 607/152…; filed 26 April 1993

This couplant sheet is placed on the skin of the patient to facilitate the
transfer of ultrasonic energy between an ultrasonic transducer and the body.
The sheet is flexible and holds its form when placed on the body. The sheet
contains water and a humectant such as triethylene glycol or glycerin and a
network of long hydrophilic polymer molecules that hold the liquid in place
and give solidity.—RCW
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Temporal integration of loudness, loudness discrimination,
and the form of the loudness functiona),b)
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Temporal integration for loudness of 5-kHz tones was measured as a function of level between 2
and 60 dB SL. Absolute thresholds and levels required to produce equal loudness were measured for
2-, 10-, 50-, and 250-ms tones using adaptive, two-interval, two-alternative forced-choice
procedures. The procedure for loudness balances was new and employed ten interleaved tracks to
obtain concurrent measurements for ten tone pairs. Each track converged at the level required to
make the variable stimulus just louder than the fixed stimulus. Thus, the data yield estimates of the
just-noticeable difference~jnd! for loudness level and temporal integration for loudness. Results for
four listeners show that the amount of temporal integration, defined as the level difference between
equally loud short and long tones, varies markedly with level and is largest at moderate levels. The
effect of level increases as the duration of the short stimulus decreases and is largest for
comparisons between the 2- and 250-ms tones. The loudness-level jnds are also largest at moderate
levels and, contrary to traditional jnds for the level of two equal-duration tones, they do not appear
to depend on duration. The latter finding indicates that loudness discrimination between stimuli that
differ along multiple dimensions is not the same as level discrimination between stimuli that differ
only in level. An equal-loudness-ratio model, which assumes that the ratio of loudnesses for a long
and short tone at equal SPL is the same at all SPLs, can explain the level dependence of temporal
integration and the loudness jnds. It indicates that the loudness function@log~loudness! versus SPL#
is flatter at moderate levels than at low and high levels in agreement with earlier findings for 1-kHz
tones@M. Florentineet al., J. Acoust. Soc. Am.99, 1633–1644~1996!#. © 1997 Acoustical Society
of America.@S0001-4966~97!02112-7#

PACS numbers: 43.66.Cb, 43.66.Mk, 43.66.Ba@WJ#

INTRODUCTION

The purpose of this paper is to examine the effect of
level on the amount of temporal integration for loudness,
defined as the level difference between equally loud short
and long sounds. This information is important to understand
the perception of natural sounds and may also provide in-
sight into intensity coding in the auditory system.

Temporal integration of loudness for tones has been
measured at more than one level in a number of studies~e.g.,
Munson, 1947; Ekmanet al., 1966; Stephens, 1973; Peder-
sen et al., 1977; Poulsen, 1981; Florentineet al., 1996!.

However, it has been difficult to ascertain how the amount of
temporal integration depends on level, because most studies
examined only a limited range of levels and many did not
use the very short durations that are likely to yield the largest
effect of level. To our knowledge, only two studies measured
temporal integration of loudness of tones over wide ranges of
levels and durations~Munson, 1947; Florentineet al., 1996!.
Unfortunately, Munson~1947! used a method in which a test
tone ~5, 10, 40, 100, or 200 ms! always preceded a 1-s tone
and only the 1-s tone was varied in level. Both of these
procedural features are known sources of bias. For example,
the second of two identical tones tends to sound louder than
the first~e.g., Stevens and Davis, 1938! and listeners tend to
underestimate the loudness of the variable stimulus at low
levels and overestimate it at high levels~e.g., Stevens, 1956;
Stevens and Greenbaum, 1966; Florentineet al., 1996!. In
addition, it was not possible to determine the internal consis-
tency of Munson’s loudness matches because no control con-
ditions were included in the measurements. These shortcom-
ings make the data difficult to interpret.

a!Parts of this paper were presented at the 11th Meeting of the International
Society of Psychophysics, October 1995, Cassis, France@S. Buuset al., in
Fechner Day ’95, edited by C.-A. Possamaı¨ ~Int. Soc. Psychophysics, Cas-
sis, France!, pp. 55–60~1995!# and at the 131st meeting of the Acoustical
Society of America, May 1996, Indianapolis, Indiana@S. Buuset al., J.
Acoust. Soc. Am.99, 2490~A! ~1996!#.

b!‘‘Selected research articles’’ are ones chosen occasionally by the Editor-
in-Chief, that are judged~a! to have a subject of wide acoustical interest,
and ~b! to be written for understanding by broad acoustical readership.
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In contrast, Florentineet al. ~1996! used a modern psy-
chophysical procedure and included control conditions.
These data indicated that the amount of temporal integration
for loudness of 1-kHz tones varied nonmonotonically with
level. The effect of level was greatest at short durations.
Therefore, one purpose of the present study was to examine
the effect of level on temporal integration of loudness with
durations even shorter than those used in our previous study.
To minimize confounding effects of spectral splatter that
arise when the stimuli are brief, the present study used tones
at 5 kHz where the critical band is wide enough to accom-
modate very brief tone bursts.

Another purpose of the present study was to investigate
a new loudness-balance procedure that was designed to mini-
mize biases and increase consistency. Although Florentine
et al.’s ~1996! data showed a high degree of internal consis-
tency, they indicated a small bias that caused the variable
stimulus to migrate towards a comfortable loudness. In addi-
tion, the judgments were not completely transitive, because
the level difference between equally loud 5- and 200-ms
stimuli tended to be larger than the sum of level differences
between 5- and 30-ms stimuli and between 30- and 200-ms
stimuli. Thus, our new procedure attempted to minimize bi-
ases by interleaving adaptive tracks for several conditions
such that listeners would not know which stimulus was the
variable in a particular trial. Control conditions were in-
cluded to allow an evaluation of transitivity in the data.

Because the new procedure was designed to estimate the
level at which the variable-level tone was just louder than the
fixed-level tone, it also provided measurements of difference
limens for loudness level as a function of level and duration
of the variable tone~cf. Schlauch and Wier, 1987; Zeng,
1994!. Thus, a third purpose of the present study was to
compare difference limens for loudness level to DLs ob-
tained in traditional level-discrimination experiments in
which the listeners compare two tones that have the same
duration and differ only in level~e.g., Florentine, 1986; Buus
and Florentine, 1992!. As discussed later, the comparison of
difference limens obtained for tones that differ both in dura-
tion and level with those for equal-duration tones differing
only in level may reveal important differences between loud-
ness discrimination and level discrimination.1

I. METHOD

A. Stimuli

The stimuli were 5-kHz tone bursts with nominal dura-
tions of 2, 10, 50, and 250 ms. These durations were mea-
sured between the half-amplitude points of the 2-ms linear
rise and fall. The equivalent rectangular durations are 0.67
ms shorter than the nominal durations. The 2-ms stimulus
consisted of only the rise and fall. The longer stimuli con-
tained steady-state segments with a duration 2 ms less than
the nominal duration. These envelope shapes ensured that
almost all the energy of the tone bursts was contained within
the 900-Hz-wide critical band centered at 5 kHz~cf.
Zwicker, 1961; Scharf, 1970!. Even for the 2-ms tone burst,
the energy within the critical band was only 0.02 dB less
than the overall energy. Nine test levels were used for each

duration of the fixed-level stimulus. They were 2, 5, 10, 15,
20, 30, 40, 50, and 60 dB SL. All SPLs reported are equiva-
lent free-field SPLs as determined by threshold measure-
ments in free field and with the Sony MDR-V6 earphone in
a group of ten normal listeners~cf. Villchur, 1969!.

B. Procedure

1. Absolute thresholds

In the first part of the experiment, absolute thresholds
were measured for each of the four test durations using an
adaptive procedure in a two-interval, two-alternative forced-
choice~2I, 2AFC! paradigm. Each trial contained two obser-
vation intervals, marked by lights and separated by 500 ms.
The signal was presented in either the first or the second
observation interval with equala priori probability. The lis-
tener’s task was to indicate which interval contained the sig-
nal by pressing a key. One hundred milliseconds after the
listener responded, the correct answer was indicated by a
200-ms light. Following the feedback, the next trial began
after a 200-ms delay.

A single threshold measurement was based on three in-
terleaved adaptive tracks, each of which ended after five re-
versals. Reversals occurred when the signal level changed
from increasing to decreasing orvice versa. On each trial, the
track was selected at random among the tracks that had not
yet ended. For each track, the level of the signal initially was
set approximately 15 dB above the listener’s threshold. It
decreased following three correct responses and increased
following one incorrect response, such that the signal con-
verged on the level yielding 79.4% correct responses~Levitt,
1971!. The step size was 5 dB until the second reversal, after
which it was 2 dB.

The threshold for one track was calculated as the aver-
age signal level at the fourth and fifth reversals, and one
threshold measurement was taken as the average threshold
across the three tracks. Three such threshold measurements
~for a total of nine tracks! were obtained for each listener and
condition. The average across all measurements was used as
the reference to set the sensation level for each listener and
condition in the second part of the experiment.

2. Loudness matches

In the second part of the experiment, stimuli of different
durations were matched in loudness to one another using a
new procedure, which combines features of Fletcher and
Munson’s ~1933! forced-choice procedure and Jesteadt’s
~1980! adaptive procedure for loudness matching. The new
procedure was intended to eliminate some biases that may
have affected previous loudness-matching data obtained with
adaptive procedures. For example, if all trials in a measure-
ment use the same pair of sounds~except for small changes
in level of the variable sound!, listeners may start to ignore
the fixed sound, which is always the same, and base their
judgments on comparisons with previous trials. If the vari-
able sound in a trial sounds louder than it did in the previous
trial, the listener is likely to respond ‘‘variable louder.’’ In
addition, judgments that ignore the fixed sound are likely to
be affected by a comparison to comfortable loudness such
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that the variable is more likely to be judged ‘‘too soft’’ when
the sounds are soft and ‘‘too loud’’ when they are loud~Flo-
rentineet al., 1996!.

To reduce such biases, the present experiment employed
a procedure in which the loudnesses of both the long and the
short tones vary from trial to trial. This is similar to the
random selection of stimulus pairs for each trial used by
Fletcher and Munson~1933! for loudness matching with the
method of constant stimuli. The random variation of overall
loudness level was intended to force the listeners to base
their responses on loudness judgments of the two tones pre-
sented in the trial. Roving loudness and mixing trials with
both the long and the short tone varied also help listeners
focus on loudness and ignore other differences, which re-
main constant throughout a measurement.

Loudness matches were made at nine levels for each of
five duration pairs~i.e., 2 vs 10 ms, 2 vs 250 ms, 10 vs 50
ms, 10 vs 250 ms, and 50 vs 250 ms!. To keep the number of
trials within a block of trials reasonable, the nine levels were
divided into a low-SL set~i.e., 2, 5, 10, 15, and 20 dB SL!
and a high-SL set~i.e., 20, 30, 40, 50, and 60 dB SL!. Both
sets included 20 dB SL, which allowed the possible effect of
loudness range on listeners’ judgments to be examined. For
each listener and duration pair, three low-SL and three
high-SL sets were obtained in mixed order. Each set con-
sisted of ten interleaved tracks for one duration pair: matches
were made at five different levels with both the long and the
short tones varied. A set was completed in about 250 trials.

The loudness matches were obtained in a 2I, 2AFC para-
digm. On each trial, the listener heard two tones separated by
600 ms. The fixed-level tone followed the variable tone or
the reverse with equala priori probability. The listener’s
task was to indicate which sound was louder by pressing a
key. The response initiated the next trial after a 1-s delay.
The level of the variable tone for each track was adjusted
according to a one-up, two-down procedure. If the listener
indicated that the variable tone was louder than the fixed
tone on two successive trials for a particular track, its level
was reduced, otherwise it was increased. The step size was 5
dB until the second reversal, after which it was 2 dB.

For each track, the variable stimulus was initially set
approximately 15 dB below the expected equal-loudness
level. ~If that level was below threshold, the variable stimu-
lus was set to its threshold.! The choice of starting levels
ensured that the listener would hear trials in which both the
short and the long tone was clearly the louder one, because
both the long and short tones were varied within a block of
trials. On each trial, the track was chosen at random among
those that had not yet ended, which they did after nine re-
versals. The average level of the last four reversals of each
track was used as an estimate of the level at which the vari-
able tone was just louder than the fixed-level tone. This pro-
cedure made the variable tone converge towards the level at
which it was judged louder than the fixed tone in 71% of the
trials ~Levitt, 1971!. Thus, the procedure provides an esti-
mate of the level at which the variable is just noticeably
louder than the fixed-level tone~Schlauch and Wier, 1987!.
These ‘‘just-louder’’ levels are used in the subsequent data
analysis.

C. Apparatus

An APR 486/33 PC-compatible computer controlled the
stimulus generation, sampled the listeners’ responses, and
executed the adaptive procedure. The tone bursts were pro-
duced by a programmable waveform generator~TDT WG1!
whose output was attenuated~two TDT PA4s in series!, and
led to a headphone amplifier~TDT HB5!, which fed one
earpiece of a Sony MDR-V6 headset.

The earphone was calibrated daily on an acoustic test
fixture ~ISO, TR 4869-3, 1989!. The microphone~Brüel &
Kjær 4144! received its DC bias from a measuring amplifier
~Brüel & Kjær 2607!, which also measured the SPL pro-
duced by the earphone.

D. Listeners

Four listeners, three males and one female, were tested
on all conditions. One relatively inexperienced listener, SP,
was 25 years old and the other listeners, who are the authors,
were between 41 and 49. The authors had extensive experi-
ence making loudness judgments; SP practiced loudness
judgments for one 2-h session before data collection. The
listeners had normal audiometric thresholds~ISO 389, 1991!
at standard octave frequencies from 0.125–8 kHz, except for
one author who had a mild cochlear hearing loss below 2
kHz. Because that listener’s data were similar to those of the
others, data from all listeners were averaged.

E. Data analysis

For each listener and condition, the three ‘‘just-louder’’
levels were averaged. These averages were then used to cal-
culate group averages and standard deviations across listen-
ers. Because our primary interest was to investigate the effect
of level on the amount of temporal integration, statistical
analyses were performed on the level differences between
the short and the long tone when the variable was judged
‘‘just louder.’’ To examine the statistical significance of the
effects of stimulus variables and differences among listeners,
a four-way ANOVA ~stimulus level3duration pair3long or
short variable3listener! for repeated measures was per-
formed ~Data Desk 4.2, Data Description, Inc., Ithaca, NY,
1994!. Scheffépost hoctests for contrast~Data Desk 4.2,
1994! were performed as appropriate to explore the sources
of significant effects and interactions. Unless otherwise
stated, differences were considered significant when these
tests indicated a probability less than 0.05.

II. RESULTS

A. Individual listeners

Figure 1 shows the levels at which each listener judged
the variable to be just louder than the fixed stimulus. The
unfilled symbols show the ‘‘just-louder’’ levels for the short
tones; they show the level at which the short tone is judged
louder in 71% of the trials, which corresponds to one just-
noticeable difference above the equal-loudness level. The
filled symbols show the ‘‘just-louder’’ levels for the long
tones; they show the level at which the long tone is judged
louder in 71% of the trials, which corresponds to one just-
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noticeable difference to the right of the equal-loudness level.
As indicated by the error bars, the listeners’ judgments are
quite consistent. The average standard error is 2.3 dB. How-
ever, the data for the less experienced listener, SP, tend to be
more irregular and have larger standard errors than those for
the experienced listeners. Although the ANOVA, which is

discussed later, showed some highly significant interlistener
differences, the data are reasonably consistent across listen-
ers. The average across-listener standard deviations of the
level differences required for the variable stimuli to be just
louder is 4.1 dB.

The amount of temporal integration for the data in Fig. 1

FIG. 1. Individual loudness judgments for four listeners. The level of the short tone is plotted as a function of the level of the long tone. The symbols show
the levels of the variable stimuli at which they were judged ‘‘just louder’’ than the fixed stimuli. The unfilled symbols show data obtained when the short tones
were varied; the filled symbols show data obtained when the long tones were varied. Each row of panels shows the data for a particular duration pair. Each
column shows the data for an individual listener. The error bars show plus and minus one standard error calculated across the three repetitions for each listener
and condition.
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is indicated by the distance from the centroid of the two
functions to the dotted diagonal, which shows equal levels of
the short and long tones. For all four listeners, the distance is
larger at moderate levels than at low and high levels, which
indicates that the amount of temporal integration is a non-
monotonic function of level in agreement with the findings
for 1-kHz tones and noises in our previous study~Florentine
et al., 1996!. For the duration pairs differing by a factor of 5,
the effect of level is relatively modest, but it clearly increases
as the tones become briefer: the data for the 2- and 10-ms
tones are considerably farther from the diagonal and show a
larger effect of level than those for the 50- and 250-ms tones.
As the duration ratio increases, both the amount of temporal
integration and the effect of level increase. For the 2- and
250-ms tones, the amount of temporal integration is 15–20
dB at low levels, reaches a peak of about 40 dB when the
250-ms tone is around 20 dB SL, and decreases to about
20–25 dB at the highest levels.~Thresholds for the 250-ms
tone were 5.3 dB SPL for MF, 1.2 dB SPL for SB, 7.0 dB
SPL for SP, and 0.1 dB SPL for TP.!

The just-noticeable differences in loudness level are in-
dicated by the separation between the data for the short tone
varied and the long tone varied. This distance tends to be
larger for SP than for the other listeners, indicating that SP’s
just-noticeable differences for loudness level are larger than
those for the experienced listeners. For all four listeners, the
jnd’s appear to be larger at moderate levels than at levels
below 25 dB SPL and above 65 dB SPL. This mid-level
‘‘hump’’ of the jnds for loudness level is qualitatively simi-
lar to the jnds obtained by Zeng~1994!, when listeners com-
pared the loudness of a forward-masked tone to that of a tone
presented in isolation. Somewhat surprisingly, no consistent
difference is apparent among the five duration pairs. Cer-
tainly, the filled and unfilled functions for the 50- and
250-ms tone pair are not markedly closer together than those
for the 2- and 10-ms or even 2- and 250-ms tone pairs.

Each function contains two data points with the fixed
stimulus set to 20 dB SL, because this level was included in
both the low- and the high-SL set. The difference between
the two points indicates the extent to which the listeners’
judgments depended on the range of levels presented in a
block of trials. Generally, the level at which the variable is
just louder than the 20-dB SL fixed stimulus is higher for the
high- than for the low-SL set. The average difference is 2.8
dB. Thus, the data show a context effect, which may be
related to the range of loudnesses encompassed by the
stimuli tested within the block. This effect is reminiscent of
the context effects in Durlach and Braida’s~1969! memory
model for intensity perception. It should be noted that this
context effect generally is much smaller than the amount of
temporal integration.

B. Group data

The large symbols in Fig. 2 show the average data for
the four listeners plotted in the same manner as Fig. 1. The
small symbols and the solid lines show predictions by a
model, which is discussed later. The average data reflect the
trends in the individual data. The amount of temporal inte-
gration varies markedly with level and is largest at moderate

levels, especially for the short durations and large duration
ratios. The just-noticeable difference in loudness level, indi-
cated by the vertical distance to the solid line for the unfilled
symbols and the horizontal distance for the filled symbols,
also is largest at moderate levels. A comparison across pan-
els shows no systematic effect of duration on the jnd. Fi-
nally, the data at 20 dB SL indicate that the jnd generally is
larger for the high-SL set than for the low-SL set. This con-
text effect varies somewhat across durations and tends to be
largest when the short tone is varied.

These effects are supported by the ANOVA shown in
Table I. Effects of stimulus variables that are consistent
across listeners are shown in the top half of the table and
individual differences~i.e., effect of and interactions with
listener! in the bottom half. The top half of the table shows
that all the experimental variables had highly significant ef-
fects on the level difference between the short and the long
tone. The effect of SL shows that the amount of temporal
integration varies with level. The Scheffe´ tests for contrast
showed that, overall, the amount of temporal integration is
larger at 20, 30, and 40 dB SL than at lower and higher
levels. However, this effect depends both on the duration
pair and whether the short or the long tone is varied as indi-
cated by the interactions between SL and these other vari-

FIG. 2. Average of loudness judgments across four listeners. The level of
the short tone is plotted as a function of the level of the long tone. As in Fig.
1, unfilled symbols show the ‘‘just louder’’ levels for the short tones and
filled symbols show the ‘‘just-louder’’ levels for long tones. The large sym-
bols show the data and the small symbols show predictions by a model~see
text!. The solid lines show equal-loudness functions predicted by the model.
Each panel shows data for a different duration pair.
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ables. The Scheffe´ tests showed no significant differences
among the various levels for duration pairs that differed only
by a factor of 5, but for the 10- and 250-ms and the 2- and
250-ms pairs, the amount of temporal integration was signifi-
cantly larger between 20 and 50 dB SL than at lower or
higher levels.

As expected, the effect of duration pair is highly signifi-
cant. Although the magnitude of this effect depends on
whether the long or the short tone is varied and on the SL,
the significant differences were the same whether the long or
the short tone was varied. When the tone durations differed
by a factor of 5, the amount of temporal integration increased
significantly as duration decreased. The Scheffe´ tests showed
that, averaged across SLs, the amount of temporal integra-
tion is significantly larger for the 2- and 10-ms pair than for
the 10- and 50-ms tones, which yielded more temporal inte-
gration than the 50- and 250-ms tones. As expected, the
amount of temporal integration increased as the duration ra-
tio increased. The 2- and 250-ms pair yielded more temporal
integration than the 10 and 205 ms pair, which yielded more
temporal integration than the 50- and 250-ms pair.

Although the effects in the average data generally are
apparent in the individual data, the analysis also indicated
some highly significant differences among listeners as evi-
dent in the lower half of Table I. The amount of temporal
integration differs somewhat among listeners. The Scheffe´
tests show that, overall, the amount of temporal integration is
larger for TP than for SB, and smaller for MF than for the
other three listeners. The differences are small, however,
about 1.6 dB between TP and SB and an average of 3 dB
between MF and the other three listeners. These differences
depend somewhat on condition as indicated by the signifi-
cant interactions between listener and duration pair, between

listener and variable~long or short!, and among listener,
stimulus level, and variable.

III. DISCUSSION

A. Model of temporal integration and discrimination
of loudness

The results indicate that the just-noticeable loudness-
level difference and the amount of temporal integration show
similar dependencies on level: both are larger at moderate
levels than at low and high levels. This similarity may result
from a common underlying factor. Florentineet al. ~1996!
argued that the ratio between the loudness of a long and a
short tone at equal SPL was likely to be independent of the
SPL. In fact, Stevens and Hall’s~1996! data for burst of
white noise agree with this contention, which was also a
fundamental property of Zwislocki’s~1969! analysis of tem-
poral integration of loudness. Accordingly, the amount of
temporal integration for a given duration pair should be in-
versely proportional to the slope of the function relating the
logarithm of loudness to SPL. To account for the finding of a
maximal amount of temporal integration at moderate levels,
Florentineet al. ~1996! assumed that the loudness function
was shallower at moderate than at high and low levels. This
idea appears applicable to the present data.

To account for the present measurements of ‘‘just
louder’’ levels, the just-noticeable loudness-level difference
also must be considered. For a given just-noticeable differ-
ence in loudness, the just-noticeable loudness-level differ-
ence is inversely proportional to the slope of the
log~loudness!-vs-SPL function. Thus, a loudness function
that accounts for the effect of level on the amount of tempo-
ral integration of loudness also is likely to account for the

TABLE I. Four-way analysis of variance for repeated measures of loudness matching. The dependent variable is the level difference between the variable and
the fixed stimulus, when the variable was judged ‘‘just louder’’ than the fixed stimulus. The stimulus variables Sensation Level~SL; 9 levels:
2,5,10,15,20,30,...,60 dB SL!, Pair ~Pr; 5 levels: 2 vs 250 ms, 10 vs 250 ms, 2 vs 10 ms, 10 vs 50 ms, and 50 vs 250 ms!, and Variable~Vrb; 2 levels: Short
or Long! are fixed factors. Listener~Lsr; 4 levels: MF, SB, SP, and TP! is a random factor.

Source df
Error
df

Sums of
squares Mean square F ratio Probability

Const 1 3 273 204 273 204 357.5 0.0003
SL 8 24 17 399 2175 88.70 <0.0001
Pr 4 12 66 011 16 503 94.40 <0.0001
SL*Pr 32 96 6649 207.8 8.948 <0.0001
Vrb 1 3 35 688 35 688 19.01 0.0223
SL*Vrb 8 24 6867 858.4 16.70 <0.0001
Pr*Vrb 4 12 473.7 118.4 7.958 0.0023
SL*Pr*Vrb 32 96 2750 85.95 3.321 <0.0001

Lsr 3 840 2293 764.2 28.30 <0.0001
SL*Lsr 24 840 588.5 24.52 0.908 0.5915
Pr*Lsr 12 840 2098 174.8 6.474 <0.0001
SL*Pr*Lsr 96 840 2229 23.22 0.860 0.8239
Vrb*Lsr 3 840 5633 1878 69.53 <0.0001
SL*Vrb*Lsr 24 840 1234 51.41 1.904 0.0057
Pr*Vrb*Lsr 12 840 178.6 14.88 0.551 0.8813
SL*Pr*Vrb*Lsr 96 840 2485 25.88 0.958 0.5935

Error 840 22 683.7 27.00

Total 1199 189 234
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present finding of larger just-noticeable loudness-level dif-
ferences at moderate than at low and high levels. Indeed, the
data in Figs. 1 and 2 indicate rather directly that the loga-
rithm of loudness grows considerably more slowly at mod-
erate levels than at low and high levels. Consider, for ex-
ample, the comparison of 2- and 250-ms tones~top panel in
Fig. 2!. As the 250-ms tone increases from 5 to 23 dB SPL,
the 2-ms tone must increase from about 19 to about 64 dB
SPL to maintain equal loudness. An 18-dB change in level at
low SPLs increases the loudness as much as a 45-dB change
in level at moderate SPLs. On the other hand, as the 250-ms
tone increases another 30 dB—from about 25 to 55 dB
SPL—the equally loud 2-ms tone increases only 18 dB—
from about 65 to about 83 dB SPL. The data for the other
duration pairs show similar trends and all indicate that loud-
ness grows more slowly at moderate than at low and high
levels.

To investigate if a loudness function of the form de-
scribed above can account for the present data, these ideas
were incorporated into a model. For simplicity, the loudness,
N, of a tone was modeled as three power-function segments.
The form of such functions resembles the input–output func-
tions of the basilar membrane described by Yates~1990!. As
in our previous paper~Florentineet al., 1996!, the ratio be-
tween the loudnesses of short and long tones of equal SPL
was assumed to be independent of the SPL. Thus, the loud-
ness of a tone was calculated as

N~ I ,Dur!5k~Dur!* 5
S II 0D

a

, I<I 1 ,

S I 1I 0D
~a2b!S II 0D

b

, I 1,I<I 2 ,

S I 1I 0D
~a2b!S I 2I 0D

~b2c!S II 0D
c

, I.I 2 ,

~1!

whereI is the intensity of the tone, Dur is its duration, andI 0
is the reference intensity~510212 W/m2!. The exponentsa,
b, andc, the intensity limits~or break points! I 1 andI 2, and
k~Dur! are free parameters, which are used to fit the data and
to make the fitted loudness function for the 250-ms tones
similar to a ‘‘standard’’ 5-kHz loudness function. The stan-
dard loudness function was obtained by using Zwislocki’s
~1965! modified power function to calculate the loudness in
sones from the loudness level in phons. The loudness levels
of the 5-kHz tones were determined from the ISO 226~1987!
equal-loudness-level contours.

The just-noticeable difference in loudness was assumed
to be proportional to the square root of the loudness as sug-
gested by Hellman and Hellman~1990!.2 To account for the
effect of context seen in the data at 20 dB SL, discrimination
was assumed to be corrupted by an additional internal noise,
which was proportional to the range of loudnesses encom-
passed by the stimuli in the set of ten adaptive tracks. Thus,
the just-noticeable difference in loudness,DNDL , was mod-
eled as

DNDL5A]2Nfix1r 2~Nmax2Nmin!
2, ~2!

whereNfix is the loudness of the fixed stimulus of the pair,
Nmax andNmin are the maximum and minimum loudnesses of
the stimuli in the set of tracks,] is a free parameter that
determines the just-noticeable difference for loudness in the
absence of roving loudness, andr is a free parameter that
determines the magnitude of the context effect.3

Accordingly, the intensity of the variable stimulus for a
given comparison could be predicted as the intensity,I var,
for which

N~ I var,Durvar!5N~ I fix ,Durfix!1DNDL , ~3!

where I fix is the intensity of the fixed stimulus, Durfix is its
duration, and Durvar is the duration of the variable stimulus.
Optimizing the parameters to yield a loudness function that
is similar to the ‘‘standard’’ loudness function for 5-kHz
tones for the 250-ms duration, while providing a small rms
error of the predictions, yieldeda50.64, b50.21, c50.36,
k~250 ms!50.0077, k~50 ms!50.0049, k~10 ms!50.0026,
and k~2 ms!50.0010. The break points,I 1 and I 2, corre-
sponded to 22 and 63 dB SPL,]2 was 0.021 sones, andr was
0.029.

As shown in Fig. 2, the model predictions~small sym-
bols! obtained with these parameters agree very well with the
average data and the predicted equal-loudness functions de-
scribe the central tendencies of the data. In addition, no sys-
tematic errors are apparent, except that the context effect at
20 dB SPL generally is larger than predicted. Despite the
underprediction of the context effect, the rms error is only
2.1 dB. This error is slightly smaller than the average stan-
dard error of the individual listeners’ data. The model also is
able to predict the individual listeners’ data with rms errors
that approach the rms values of the standard errors for the
means across repetitions. The rms error of the model predic-
tions is about 50% larger than the rms value of the standard
error for MF and SB, whereas they are about equal for TP
and SP. Thus, this simple model provides a satisfactory ac-
count of the data, as is also evident in Fig. 2.

The loudness functions obtained from the model are
shown by the thick lines in Fig. 3. The model loudness func-

FIG. 3. The thick lines show loudness functions obtained by fitting a simple
model to the present data for temporal integration of loudness and loudness-
level jnd’s. The model loudness function for 250-ms tones is compared to a
‘‘standard’’ loudness function for 5-kHz tones~see text for details!.
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tions for the shorter tones are parallel to that for the 250-ms
tone in accordance with Florentineet al.’s ~1996! assump-
tion that the ratio between the loudnesses of a long and a
short tone at equal SPL is independent of the SPL. The loud-
ness function for the 250-ms tones is compared to the loud-
ness function obtained by combining Zwislocki’s~1965!
modified power function and the ISO 226~1987! equal-
loudness contours. The differences between the modified
power function and the model loudness function are rela-
tively minor, which indicates that the model loudness func-
tion for the 250-ms tones may be considered consistent with
existing data. Although the ISO 226~1987! equal-loudness
contours indicate that the loudness of high-level tones grows
faster at 5 than at 1 kHz, it should be noted that few data
exist to support the relatively steep slope of 0.36 obtained at
high levels.

The equal-loudness functions shown in Fig. 2 are de-
rived from the loudness functions in Fig. 3. Because the
loudness function was fixed for each stimulus duration, the
predicted equal-loudness functions are perfectly transitive.
The good agreement between the data and the model predic-
tions indicate that the listeners’ judgments also show nearly
perfect transitivity. Thus, it appears that our new method for
loudness-balance measurements was successful in reducing
biases that interfered with transitivity in previous loudness-
matching data obtained with adaptive procedures.

B. Effect of level on the amount of temporal
integration

The amount of temporal integration clearly varies with
level and is largest at moderate levels, as shown in Fig. 4.
These functions are obtained from the equal-loudness func-
tions predicted by the model. At low levels, the amount of
temporal integration is close to the threshold difference be-
tween the stimuli in a pair.~Average thresholds were 3.4,
7.2, 13.7, and 18.8 dB SPL for durations of 250, 50, 10, and
2 ms, respectively.! At moderate levels, it reaches a plateau
of three times that obtained at low levels, except for the 2- vs
250-ms comparison. For this pair, the amount of temporal

integration reaches a peak around 24 dB SPL; this maximum
is also about three times that obtained at low levels. At levels
above the plateau or peak, the amount of temporal integra-
tion decreases again to reach a lower plateau of about 1.8
times that obtained near threshold.

The amounts of temporal integration obtained in the
present study are larger and show more variation with level
than those obtained in our previous study for 1-kHz tones
and broadband noises~Florentineet al., 1996!. This is par-
ticularly true for the largest duration ratio used. The amount
of temporal integration between 2- and 250-ms tones varies
from about 14 dB near threshold to over 40 dB around 20 dB
SL; above this level it decreases to reach about 25 dB around
60 dB SL. Thus, the effect of level on temporal integration
exceeds 25 dB when the brief tone lasts only 2 ms. This large
effect of level clearly exceeds the 8-to-9-dB level effect ob-
tained for 5- and 200-ms stimuli in our previous study. As
expected, decreasing the duration of the briefest stimuli in-
creased the effect of level as well as the amount of temporal
integration.

The differences between the two studies may not be at-
tributable entirely to the stimulus durations. Even when the
duration ratios are roughly comparable, the amounts of tem-
poral integration obtained in the present study exceed those
obtained in our previous study. For example, Florentineet al.
~1996! reported a maximal level difference of about 7 dB
between equally loud 30- and 200-ms tones~ratio: 6.7!,
whereas the present data show a maximum of about 9 dB
difference between 50- and 250-ms tones~ratio: 5!. For 5-
and 200-ms tones~ratio: 40!, our previous study obtained a
maximal amount of temporal integration of about 19 dB,
whereas the present data show about 22 dB between 10- and
250-ms tones~ratio: 25!. Although the differences are not
large, they are surprising because their direction is opposite
what might be expected. The amount of temporal integration
increases as the duration ratio increases and the duration de-
creases. Because, in these comparisons, the duration ratios
are smaller and the tones longer in the present study than in
the previous study, one would expect the amounts of tempo-
ral integration to be smaller in the present study than in the
previous study, not larger.

The discrepancy between the present study and our pre-
vious study may result from the different frequencies used.
The larger amounts of temporal integration obtained in the
present study may reflect that the auditory system shows
more mid-level compression at high than at low frequencies.
Cooper and Yates~1994! showed that input–output functions
derived from comparisons between rate-intensity functions
for below-CF tones and tones at CF are much more compres-
sive for CFs above 4 kHz than below this frequency. Indeed,
the flattest parts the loudness functions derived from our
temporal-integration data have exponents of about 0.25 at 1
kHz and 0.21 at 5 kHz. If the loudness ratio between a short
and a long tone of equal level is independent of level, a
flattening of the loudness function increases the amount of
temporal integration. Thus, part of the difference between
our previous data for 1-kHz tones and the present data for
5-kHz tones may reflect that the loudness function is more
compressive at 5 than at 1 kHz. It should be noted, however,

FIG. 4. The amount of temporal integration, defined as the level difference
between equally loud short and long tones, is plotted as a function of level
of the longer tone. The different lines show results for different duration
pairs as indicated by the legend.
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that the difference in the compressiveness of the loudness
functions at 1 and 5 kHz is much smaller than the difference
between the input–output functions reported by Cooper and
Yates~1994!.

C. Further support for the equal-loudness-ratio model

The hypothesis that the loudness ratio between a short
and a long tone of equal level is independent of level may be
tested further by using the loudness functions it produces to
predict loudness data other than those used to derive them.
For example, one may assume that the relative loudnesses of
the brief noises in Florentineet al.’s ~1996! experiment
should be the same as those they obtained for the 1-kHz
tone. This assumption permits deriving loudness functions
for broadband noises based only on the amounts of temporal
integration measured for noise bursts, except for a single
multiplicative factor. The resulting loudness functions for 5-
and 200-ms noise bursts are shown in Fig. 5 together with
the loudness functions Florentineet al. ~1996! derived from
their data for 1-kHz tones.

These loudness functions may be used to predict
loudness-balance functions between a 1-kHz tone and a
wideband noise as shown in Fig. 6. The multiplicative factor
allows the loudness functions for the noises in Fig. 5 to be
shifted vertically, but their shapes and slopes are fixed by the
temporal-integration data. Thus, the average amount of loud-
ness summation, defined as level difference between equally
loud tones and noises, may be adjusted to agree with the
data, but the predicted level dependence of loudness summa-
tion is determined by the temporal-integration data. As
shown in Fig. 6, the amount of loudness summation pre-
dicted from the loudness functions shown in Fig. 5 agrees
closely with Pollack’s~1951! data for loudness balance be-
tween white noise and 1-kHz tones. It is also in reasonable
agreement with the amount of loudness summation derived
from Scharf’s~1978! loudness functions for 1-kHz tones and
white noises. Considering that Florentineet al.’s ~1996! lis-
teners never heard tones together with the noises and that no

attempt was made to have them relate loudness of one to the
loudness of the other, we find this prediction of loudness
summation quite remarkable. Moreover, because the loud-
ness ratio between the 5- and the 200-ms stimuli is the same
for tones and noises, the equal-loudness-ratio model also pre-
dicts that the amount of loudness summation should be inde-
pendent of duration, which agrees with the data~Port, 1963;
Zwicker, 1965!. Altogether, these predictions offer strong
support of the equal-loudness-ratio model. It should be
noted, however, that little evidence is available to support the
relatively large exponent of about 0.43 obtained for the
1-kHz tones at high levels on the basis of our temporal-
integration data.

Finally, the equal-loudness-ratio model should also be
able to predict Florentineet al.’s ~1996! data for 30-ms
stimuli. The loudness functions in Fig. 5 are determined only
from the data for the 5- and 200-ms stimuli, but if the equal-
loudness-ratio model is correct, the loudness functions for
the 30-ms stimuli should be parallel to those for the other
durations and the loudness ratios should be the same for
tones and noises. Thus, only one free parameter is available
to predict Florentineet al.’s ~1996! data for the amount of
temporal integration between 5- and 30-ms stimuli and be-
tween 30- and 200-ms stimuli for both tones and noises. In
other words, with only one free parameter the model should
predict four functions based on a total of 76 data points.

As shown in Fig. 7, the predicted functions are in good
agreement with the polynomials used by Florentineet al.
~1996! to summarize their data. The difference between the
data and the predictions is always less than 2 dB, which is
well within the variability of the data. The tendency for the
predicted amounts of temporal integration to exceed that
measured reflects the minor deviations from perfect transitiv-
ity observed in our previous data. The sum of level differ-
ences between 5- and 30-ms stimuli and between 30- and
200-ms stimuli tended to be a few dB less than that between
5- and 200-ms stimuli. In contrast, the predictions maintain

FIG. 5. Loudness functions for 1-kHz tones and white noises derived from
Florentineet al.’s ~1996! data for temporal integration. The dashed lines
show loudness functions for 1-kHz tones and the solid lines show loudness
functions for white noises. The thick lines are for 200-ms stimuli and the
thin lines for 5-ms stimuli.

FIG. 6. Loudness summation as a function of level. The level difference
between equally loud tones and white noises is plotted as a function of the
level of the white noise. The circles show data from Pollack~1951!, the
dashed line shows data derived from Scharf’s~1978! loudness functions for
1-kHz tones and white noises, and the thick solid line shows predictions
from the loudness functions in Fig. 5.
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perfect transitivity. Because the level difference between 5-
and 200-ms tones is fixed by the loudness functions shown in
Fig. 5, the model was forced to exaggerate slightly the level
differences between the 30-ms stimuli and the other stimuli.
Overall, the forms of the predicted functions match those of
the data very well. Thus, it appears that the loudness func-
tions shown in Fig. 5 and the equal-loudness-ratio model can
account for the effect of level on the amount of temporal
integration observed between 5- and 30-ms stimuli and be-
tween 30- and 200-ms stimuli.

D. Loudness discrimination compared to level
discrimination

It is often assumed that the just-noticeable difference in
sound level,DLDL , represents a difference limen for loud-
ness~e.g., Harris, 1963; Hellman and Hellman, 1990; Neely
and Allen, 1996!. To examine this assumption, previous data
for level discrimination as a function of duration may be
compared with the present data for the just-noticeable
loudness-level difference for variable stimuli of different du-
rations. When listeners are asked to detect a small difference
in level between two equal-duration tones, theDLDL typi-
cally decreases by a factor of about 2 for each tenfold in-
crease in duration~Florentine, 1986; Buus and Florentine,
1992!. On the other hand, when listeners have to pick the
louder of two tones with unequal duration, the jnds for loud-
ness level appear to be independent of duration as indicated
by the present data and the model. This result differs mark-
edly from the expectation that the loudness-level jnds should
be at least a factor of 4 smaller for 250-ms variable tones
than for 2-ms variable tones, if level discrimination and
loudness discrimination were governed by the same pro-
cesses. This indicates that theDLDLs measured in level-
discrimination experiments in which the stimuli differ only
in level are unlikely to correspond to a just-noticeable differ-
ence in loudness.4

The difference between level discrimination and loud-
ness discrimination may be understood by considering the
information available for each kind of discrimination. The
Multiband Excitation-Pattern Model for Level Discrimina-
tion ~Florentine and Buus, 1981! indicates that the
excitation-level difference in each critical band provides
highly reliable information for discrimination between two
tones that differ only in level. The excitation-level difference
in each critical band presumably can be observed for the
duration of the stimuli, such that the number of observations
increases in proportion to the stimulus duration. In fact, the
increased number of observations accounts for the decrease
in the jnds if the effects of auditory-nerve adaptation are
taken into account~Buus and Florentine, 1992!.

On the other hand, when the stimuli differ in several
aspects, as in the present experiment, excitation-level differ-
ences in any one critical band are not reliable indicators of a
change in level of the variable stimulus. Then, the listeners’
judgments are likely to reflect an overall quality such as
loudness. Indeed, our listeners were instructed to judge the
loudness of the stimuli and probably their judgments were
governed by loudness because the data indicate a close rela-
tion between the jnds and the loudness function. Difference
limens based on judgments of loudness may be expected to
be independent of the stimulus duration. Because the loud-
ness is thought to represent the maximal output of an inte-
grator ~e.g., Zwicker, 1977; Zwicker and Fastl, 1990!, the
number of observations does not increase with stimulus
durations—at least not when the stimuli are briefer than the
relatively long time constant of the integrator@45 ms
~Zwicker and Fastl, 1990! to 120 ms~Boone, 1973!#. Thus,
the duration independence of the difference limens in the
present experiment may reflect that loudness represents just
one observation for both long and short stimuli. These con-
siderations indicate that the difference between level jnds
and loudness jnds is more than semantic.

IV. SUMMARY

The present study applied a new loudness-balance pro-
cedure to investigate temporal integration of loudness for
5-kHz tone bursts with durations ranging from 2 to 250 ms
and levels ranging between 2 and 60 dB SL. The new pro-
cedure used ten interleaved adaptive tracks to obtain concur-
rent loudness balances at several levels with both the short
and the long tone varied. It was designed to increase the
consistency of the listeners’ judgments by discouraging com-
parisons with previous trials. The data were interpreted in
terms of an equal-loudness-ratio model, which assumes that
the loudness ratio between two tones of different durations is
independent of level and that the just-noticeable difference in
loudness is proportional to the square root of loudness. The
main conclusions are as follows:

~1! The new procedure appears successful as indicated by a
high degree of internal consistency in the data. The tran-
sitivity of the loudness judgments appears nearly perfect.

~2! The amount of temporal integration, defined as the level
difference between equally loud short and long tones,
depends markedly on level. With the very brief tones

FIG. 7. Data and predictions for Florentineet al.’s ~1996! 30-ms stimuli.
The level difference between equally loud 5- and 30-ms stimuli~short-
dashed lines! and between equally loud 30- and 200-ms stimuli~long-
dashed lines! is plotted as a function of level of the shorter stimulus in the
pair. The thick lines show predictions by the equal-loudness-ratio model and
the thin lines show Florentineet al.’s ~1996! summary of their data. The
functions at the bottom are for tones and refer to the left ordinate; the
functions at the top are for noises and refer to the right ordinate.
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used in the present study, it varied more than 25 dB—
from about 14 dB near threshold to over 40 dB when the
250-ms tone is about 22 dB SPL and the 2-ms tone is
about 63 dB SPL. For all duration pairs, the amount of
temporal integration is about three times larger at mod-
erate levels than at low and high levels.

~3! The just-noticeable difference in loudness level also var-
ies with level and is largest at moderate levels.

~4! Both effects of level can be explained by the equal-
loudness-ratio model by assuming that the loudness
function @log~loudness! as a function of SPL# is flatter at
moderate levels than at low and high levels.

~5! The data and the model indicate that the just-noticeable
difference for loudness level is independent of stimulus
duration. This finding contrasts with previous data for
level discrimination and indicates that level discrimina-
tion between stimuli that differ only in level is not the
same as loudness discrimination between stimuli that
differ along multiple dimensions.

~6! The equal-loudness-ratio model can predict the effect of
level on loudness summation from previous data for
temporal integration of loudness for 1-kHz tones and
white noises. This finding offers strong support for the
model because the measurements did not attempt to re-
late the loudness of white noise to that for tones.

~7! The equal-loudness-ratio model applied to data obtained
with 5- and 200-ms stimuli also produces good predic-
tions of the amount of temporal integration obtained
with 30-ms stimuli.
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1The reader should note that the term ‘‘loudness discrimination’’ is used to
describe measurements of difference limens in tasks requiring the listeners
to judge the loudness of stimuli that differ in more than one dimension
~e.g., duration and level!. The term ‘‘level discrimination’’ is used to de-
scribe measurements of difference limens for stimuli that differ only in
level. Likewise, jnds for loudness level are used to indicate the difference
limens~in dB! obtained for loudness discrimination, whereas jnds for sound
level, DLDLs, are used to indicate the just-audible difference between two
sounds that differ only in level, as measured in traditional level-~or
intensity-! discrimination experiments.
2The just-noticeable difference in loudness,DNDL , often has been suggested
to follow Weber’s law such thatDNDL/N ~whereN is the loudness in
sones! is constant~e.g., Zwicker and Feldtkeller, 1967!. Using this assump-
tion in the model results in a fit that is only marginally poorer than the fit
obtained when the just-noticeable difference in loudness is assumed to be
proportional to the square root of the loudness.
3The Weber fraction for loudness,DNDL/N, could conceivably depend on
duration. However, the data show no clear effect of duration on the just-
noticeable loudness-level differences. Moreover, models in which] de-
pended on duration showed no systematic effect of duration on] and they
provided only a marginally better fit to the data than the model in which]
is independent of duration. Therefore,] was made independent of duration
in the final model.

4It should be noted that Garner~1949! measured difference limens for loud-
ness level by loudness balances between tones of different durations. Con-
trary to the present data, Garner’s data indicate that the difference limen,
calculated from the variability of loudness matches by the method of ad-
justment, increased as the duration of the short tone decreased. However,
Garner’s listeners varied only the long tone, which always was 500 ms in
duration. Therefore, Garner’s effect of duration may be confounded by
effects of the level of the variable tone, which makes his data difficult to
interpret. Moreover, when the two tones being compared had the same
duration and the pause between them was 500 ms, only a small effect of
duration on the differences limens was obtained—contrary to the effect of
duration obtained in modern measurements of level discrimination~Floren-
tine, 1986; Buus and Florentine, 1992!. Thus, it appears that Garner’s mea-
surements with the method of adjustment are not comparable to measure-
ments with modern forced-choice procedures.
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This paper reports the first analytic study of resonant scattering of acoustic waves by ellipsoid air
bubbles in liquids. Based on the Kirchhoff integral theorem, the function of sound scattering is
derived in a simple closed form and is shown to bear analogy with the well-known expression for
sound scattering from spherical air bubbles. The resonance frequency and the quality factorQ are
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INTRODUCTION

Resonant scattering of acoustic waves by air bubbles has
attracted considerable attention over the years as it plays a
significant role in a variety of situations of interest, such as
wave propagation in the upper ocean surfaces~Thorpe,
1982!, generation of ambient noise in the ocean~Farmer and
Lemon, 1984!, and modeling sound scattering from fish
swimbladders~Ye, 1996!. One reason for this to continue to
be interesting is that bubbles are a strong acoustic target, and
therefore are useful tracers for studies of many upper ocean
processes, including turbulence generated by breaking sur-
face waves, Langmuir circulation, fronts, and internal waves
~Thorpe, 1982, 1995!.

In most previous studies, it had been assumed that
bubbles are not deformed from interaction with the surround-
ing medium, and thus take the ideal spherical shape. This
assumption is only valid for sufficiently small bubbles for
which the tension at the air–medium interface can sustain
deformation. When this condition is not satisfied, it would be
necessary to investigate sound scattering from deformed
bubbles. Indeed, the study of sound scattering from de-
formed bubbles has become an important area. This is not
only because deformed bubbles can be used to model many
actual targets such as fish swimbladders, large air bubbles in
upper ocean surfaces, and air bubbles embedded in the sedi-
ments in ocean bottoms, but the problem of sound scattering
by deformed bubbles itself is theoretically challenging.

The problem of sound scattering by deformed bubbles
was first studied by Strasberg~1953!, who derived an ana-
lytic expression for the resonance frequency using a modi-
fied equation of motion for deformed bubbles. In his study,
no mention was made about how the scattering amplitude
can be affected by the deformation. It is only recently that
more detailed studies of sound scattering by deformed
bubbles have been given by Feuillade and Werby~1994! and
Ye ~1996, 1997!. The former authors studied the problem
using theT-matrix method, while the latter presented ana-
lytic expressions for the sound scattering function. In these
works, however, the study has been limited to prolate spher-
oid air bubbles or cylindrical bubbles with hemispherical
endcaps. A more general class of scatterers, namely air-filled

ellipsoids, remains untackled. In fact, recent observations
suggest that air bubbles in the sediments can neither be mod-
eled as spheres nor prolate spheroids and a compromising
model may be ellipsoids. Moreover, it is more appropriate to
model actual fish swimbladders as ellipsoids rather than the
other shapes considered. Therefore, a study of sound scatter-
ing by ellipsoidal bubbles is desirable.

The purpose of this work is to study the resonance sound
scattering by air-filled ellipsoids, for which the maximum
dimension is considerably small compared with the acoustic
wavelength so that the monopole mode dominates. In prin-
ciple, the problem may be exactly solved in terms of the
ellipsoidal harmonics by variable separation~Morse and
Feshbach, 1953.! However, the complication of the ellipsoi-
dal harmonics handicaps actual computation. In this paper,
the problem is investigated by means of a novel method~Ye,
1996b! which is based on the Kirchhoff integral theorem
~Waterman, 1969! and the analogy between the scattering
problem and the electrostatic problem~Strasberg, 1953!.
When the maximum dimension of the ellipsoid is small com-
pared with the acoustic wavelength, an analytic expression
can be derived for its resonant scattering. The resonance fre-
quency and the quality factor (Q) characterizing the broad-
ening of the resonance will also be shown in a simple closed
form.

I. THEORY

Consider a plane wave incident on an ellipsoidal gas
bubble~Fig. 1!. The equation representing the surface of an
ellipsoid is

x2

a2
1
y2

b2
1
z2

c2
51. ~1!

For congruity of analysis, the three axes of the ellipsoid are
arranged in the ordera>b>c.

The unit incident plane wave can be expressed aspi
5 eiki–r with suppressed time dependencee2 ivt. The pres-
sure wave equation in the surrounding liquid can be written
as

~¹21k2!p50. ~2!
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The total wave field satisfying this equation is given by
Kirchhoff integral theorem~e.g., Waterman, 1969!:

p~r !
0 J 5pi~r !1

1

4p E
S
ds@p1n–“G~kur2r 8u!

2 ivr lunG~kur2r 8u!#, for r H outside S

inside S,

~3!

where the integration is performed over the surface of the
object,r 8 is taken ons, n is a unit outward normal vector to
the surface, andG is the usual 3-D Green’s functionG(r )
5exp(ikr )/r . In this expression,p1 and un are the total
pressure field and the normal velocity on the surface, ap-
proached from outside, andr l is the density of the surround-
ing liquid. It is clear that the scattered waveps represented
by the integral in Eq.~3! is due to the response of the scat-
terer to the incident wave.

In the far-field region, wherer@r 8, ps behaves as a
spherically spreading wave~Sommerfeld radiation condi-
tion!,

ps~r !→ f ~k i ,ks!
eikr

r
, ~4!

wherek i , ks are the incident and scattering wave vectors,
respectively. The function of scattering amplitudef ~k i ,ks!
can be derived from Eq.~3! as@refer to Eq.~9.125! in Jack-
son, 1975#

f ~k i ,ks!52
1

4p E
S
ds e2 iks–r@ iks–np11 ivr lun#. ~5!

Thus, f ~k i ,ks! can be determined once the surface valuesp1

andun are known.
Using boundary conditions in Eq.~3!, we can obtain an

analytic expression forf at low frequencies, i.e.,ka!1.
Here for brevity we write out the expression directly. The
interested reader may refer to the Appendix for a detailed
derivation. Ignoring heat conductance, viscosity effects, and
surface tension, a simple expression is derived for the scat-
tering functionf of an ellipsoidal air bubble:

f5
R0

v0
2/v2212 ikR0

, ~6!

where f has been normalized by the amplitude of the inci-
dent wave, and the quantityR0 and resonance frequencyv0
are defined as

R0[aEc /F, ~7!

v0
2[

4pgP0

r lV0
R0 , ~8!

with the volume of the ellipsoidV054pabc/3. The term
kR0 in the denominator of Eq.~6! is identified as the radia-
tion damping factor. Here we defineeb5b/a, ec5c/a, and
Eb 5 A12eb

2, Ec 5 A12ec
2. The functionF in Eq.~7! is the

elliptic function of the first kind~Gradshteyn and Ryzhik,
1980!:

F~f,m!5E
0

f da

A12m2 sin2 a
. ~9!

The two variables in the elliptic functionF are given as
f5sin21 Ec andm5Eb/Ec , and the values forF may be
obtained from mathematical tables or by numerical compu-
tation.

The scattering function and resonance frequency in Eqs.
~6! and~8! can be regarded as general formulas for scattering
by the family of ellipsoids, including spheres, oblate sphe-
roids and prolate spheroids. Table I summarizes the results
for the family. In the table, it can be seen that the results
reduce to the previous solutions for the case of a sphere
~Clay and Medwin, 1977! or a prolate spheroid~Ye, 1997!. It
is interesting to note that the scattering by air-filled ellipsoi-
dal bubbles is omni-directional in the resonance region.

II. NUMERICAL ANALYSIS

The scattering function in Eq.~6! shows a resonant fea-
ture of an air-filled ellipsoid. We first consider a few special
cases. Whenv!v0

f'
r lV0

4pgP0
v2. ~10!

The scattering function is independent of the shape of the
ellipsoid at very low frequencies, following the Rayleigh
volume scattering. Whenv5v0, the scattering amplitude,
the peak amplitude, is inversely proportional to the damping
factor, and equals

f5
ics
v0

, ~11!

wherecs is the sound speed in the medium. Equation~11!
suggests that the higher the resonance frequency, the lower
the resonant amplitude. Whenv@v0 andkR0!1, the scat-
tering function becomes

f'R0 . ~12!

Figures 2, 3, and 4 are plotted to show some features of
the resonance frequencyv0, the target strength TS
520 log10u f u and quality factorQ, defined as the inverse of

FIG. 1. A sketch of an ellipsoid scatterer in the rectangular coordinates.
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the damping factor, for various ellipsoidal shape; in the
present case,Q51/kR0 . The parameters used in the calcula-
tion are: cs51500 m/s, r l51000 kg/m3, g51.4, and
P05105 N/m2. In addition, we assume that the volumeV0
remains constant, for which the equivalent sphere has the
radiusae5(3V0/4p)1/350.01 m, and the resonant frequency
ve5(1/ae)A3gP0 /r l . In Fig. 2, the curves forv0/ve as a
function of eb are different for two special shapes,~a! c/b
50.01, corresponding to a nearly flat ellipsoid, and~b! c/b
50.99, almost spheroidal shape. Here and in the following,
the number 0.99 is chosen in order to avoid the indetermi-
nacy in the integral of the elliptic functionF(f,m). Both
curves indicate that resonance frequency increases with de-
creasedeb . When the shapes deform into a rod, the change
of resonance frequency becomes rather steep, while the
nearly flat ellipsoid always has a higher resonance frequency
than the nearly spheroidal shape for the sameeb . Figure 3
shows that the quality factor of a nearly flat ellipsoid is much
smaller than that of a spheroid, which implies a larger damp-
ing factor for the nearly flat ellipsoid.

Figure 4 depicts the target strength as a function of fre-
quency for four different shapes of ellipsoids:~a! an approxi-
mate sphere, solid line;~b! disklike, dashed line;~c! rod,

dotted-dashed line;~d! sliver, dotted line. As we can see
from this figure, at very low frequencies, the target strength
is independent of shape, consistent with what has been
shown in Eq.~10!. At frequencies above the resonance while
still within the low-frequency regionkae!1, the target
strength appears to depend onR0 only, in consistence with
Eq. ~12!. The resonance frequency for these four shapes in-
creases as the order sphere, rod, disk and sliver, while the
amplitude at resonance and the quality factorQ decrease in
this order.

III. SUMMARY

In this paper, we derived an analytic solution for acous-
tic scattering by an ellipsoid bubble at low frequencies. This
solution, accommodating the previous results for spheres and
prolate spheroids, may be used as a check for any numerical
method to be developed to calculate acoustic scattering by
gas ellipsoids. To our best knowledge, such a numerical
computation is still lacking in the literature.

The analytic results have been used to investigate some
features in acoustic scattering from an ellipsoid by a few
numerical examples. It was shown that at constant volume,
the resonance frequency, quality factor, and the scattering

FIG. 2. The relative frequencyv0/ve vs b/a for two values ofc/b: 0.99
and 0.01.

FIG. 3. The quality factorQ as a function ofb/a for c/b50.99 and 0.01,
respectively.

TABLE I. Scattering function and resonance frequency for ellipsoidal air bubbles.

a,b,c f m F(f,m) R0 v0
2

Ellipsoid a.b.c sin21 Ec Eb/Ec F(f,m)
aEc
F

gP0
rlV0

4pR0

Oblate spheroid a5b.c sin21 Ec 0 sin21 Ec
aEc

sin21 Ec

3gP0
rlac

Ec
sin21 Ec

Prolate spheroid a.b5c sin21 Ec 1 lnS11Ec
eb

D aEc

lnS11Ec
eb

D
3gP0
rlc

2

Ec

lnS11Ec
eb

D
Sphere a5b5c 0 1 0 a

3gP0
rla

2
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function are affected significantly by the variation in axis
ratios among the three axes. It was explicitly shown that a
disklike ellipsoid has a higher resonance frequency and a
larger damping factor than that of a rod at the sameb/a.

Finally, we state that the present results are derived
when the heat transfer and viscosity effects are ignored.
When these effects are taken into account, the quality factor
Q and the target strength at resonance are both expected to
reduce. In addition, the assumed adiabatic behavior of the
gas may not be appropriate for some extreme cases such as
very flat or slender bubbles. The inclusion of thermal and
viscosity effects remains to be the subject of a future work.
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APPENDIX

Scattering functionf ~k i ,ks! is determined by the surface
values ofp1 andun . To solvep1 andun , we employ the
following conditions:~1! Continuity across the boundary re-
quires

pg5p1 , ug,n5un . ~A1!

The index ‘‘g’’ refers to the quantities inside the ellipsoid
bubble. For low frequencies,pg can be treated as a constant
~Clay and Medwin, 1977!. ~2! Thermodynamics equation
gives

PVg5constant, ~A2!

for ideal gases in an adiabatic process, and the polytropic
exponentg may have the value of 1.4 for the air. When
viscosity and heat conduction are considered,g should be
expressed as a complex number~Clay and Medwin, 1977!.
~3! Equation~A2! gives

dV

dt
5E

S
un ds5

ivV0

gP0
pg , ~A3!

where volume of the ellipsoidV054pabc/3. ~4! Using Eq.
~3! for a point inside the bubble leads to

05pi~r !1
1

4p E
S
ds@p1n–“G~kur2r u!

2 ivr lunG~kur2r u!#. ~A4!

Settingr50 and using

G~kr8!5
1

r 8
eikr 8,

“G~kur 8u!5~211 ikr 8!
r 8
r 83

eikr 8.

Normalized bypi , Eq. ~A4! is reduced to

ivr l
4p E

S

eikr 8

r 8
un ds1

pg
4p E

S

r 8–n

r 83
~12 ikr 8!eikr 8 ds51,

~A5!

At low frequencies,kr8;ka!1, making a Taylor expansion
for eikr 8; we get the following equation to the first order of
kr8:

ivr l
4p E

S

11 ikr 8

r 8
un ds1

pg
4p E

S

r 8–n

r 83
ds51. ~A6!

~5! According to Strasberg~1953!, un is mathematically
equivalent to the charge density on a perfect conductor hav-
ing the same shape and can be written in the following form
for the ellipsoid~Stratton, 1941!:

un5
A

Ax2/a41y2/b41z2/c4
, ~A7!

whereA is a constant to be determined. Substitutingun into
Eqs.~A3! and~A6!, we obtain analytical solutions forA, pg :

A5
iv

3gP0B2v2r la
2@~ebec /Ec!F1 ikaebec#

, ~A8!

pg5
3gP0

3gP0B2v2r la
2@~ebec /Ec!F1 ikaebec#

. ~A9!

In deriving Eqs.~A8! and ~A9!, we used the following
integrals over the surface of the ellipsoid:

E
S
ds

1

Ax2/a41y2/a41z2/b4
54pabc, ~A10!

and

E
S
ds

1

Ax2/a41y2/b41z2/c4
1

Ax21y21z2

5
8pa2ebec

Ec
F~f,m!, ~A11!

where the two ratio aspects are defined aseb[b/a, ec[c/a,
andEb [ A12eb

2, Ec [ A12ec
2. F(f,m) is the first kind el-

FIG. 4. Target strength as a function of frequency for four different shapes
of ellipsoid: ~a! approximated sphere~solid line!; ~b! disk ~dashed line!; ~c!
rod ~dotted-dashed line!; ~d! sliver ~dotted line!.
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liptic function, in which two parametersf5sin21 Ec ,
m5Eb/Ec ~Gradshteyn and Eyzhik, 1980!.

Substituting the above solutions forun andpg into Eq.
~5!, the scattering function can be solved as

f ~k i ,ks!5
U12U2

~v0
2/v2!212 ika~Ec /F !

, ~A12!

where

v0
25

3gP0

a2r l
F Ec

ebecF
G , ~A13!

U15
1

4pa2 F Ec

ebecF
G E

S
e2 iks–r

1

Ax2/a41y2/b41z2/c4
ds,

~A14!

U25
v0
2

v2

1

4p E
S
~ iks–n!e2 iks–r ds. ~A15!

At low frequencies, Eq.~A14! is reduced toU15aEc/F, and
U2 is in the order of (kae)

2 and can be ignored to the first
order approximation. The scattering of the bubble is there-
fore almost omnidirectional. Finally the scattering function
at low frequencies is simplified as

f5
aEc /F

~v0
2/v2!212 ikaEc /F

. ~A16!
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Determination of grain-size distribution from ultrasonic
attenuation: Transformation and inversion
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Although researchers often describe a particular medium with only a single grain size or an average
grain size, distributions of grain sizes can have significant effects on the physical characteristics of
the material. Ultrasonic attenuation due to energy scattered at the grain boundaries depends on the
ultrasonic wavelength, the grain size, and certain material properties such as elastic constants. This
paper examines the relationship between the wavelength dependency of ultrasonic attenuation and
grain-size distributions. A transformation is developed which solves a general class of Fredholm
equations of the first kind. The equation relating attenuation to grain-size distributions belongs to
this class of equations. The transformation allows attenuation to be calculated by discrete
convolution, and provides a method for estimating the grain-size distribution directly from
attenuation measurements. ©1997 Acoustical Society of America.@S0001-4966~97!01802-X#

PACS numbers: 43.20.Jr, 43.35.Cg@JEG#

INTRODUCTION

Ultrasonic attenuation depends on both the wavelengths
of the ultrasonic pulse and the sizes of the grains in a poly-
crystalline material. The thrust of our work is the exploration
of the relationship between the wavelength dependence of
ultrasonic attenuation and grain-size distributions in poly-
crystalline materials. This paper provides a transformation of
the equations relating grain-size distributions and attenua-
tion, calculation of attenuation using discrete convolution
and the transformed equations, and estimation of grain-size
distribution from attenuation based on an inversion of the
transformed system.

I. BACKGROUND

Polycrystalline materials are made of collections of tiny
grains. The change in elastic constants between adjacent
grains scatters energy from an incident ultrasonic wave. This
grain-boundary scattering is the predominant cause for ultra-
sonic attenuation in polycrystalline materials. The effect of
absorption loss is considered to be negligible.1

A wealth of literature embraces the subject of ultrasonic
wave propagation in polycrystalline materials.2 Since the
physical structure of these materials is so complex, a number
of common assumptions have been used by researchers to
simplify analysis. Four of these assumptions are discussed
below.

The first two assumptions are closely related. Often, the
crystalline structure of the grains is assumed to be only
weakly anisotropic.2 If the anisotropy is weak, then the
orientation-dependent change in elastic constants is very
small, which in turn means that the acoustic properties of
adjacent grains are similar, and the scattered energy is small.
Under the single-scattering assumption, once the energy has
been scattered from a grain boundary, it is forever lost.3 In
contrast, theories that consider multiple scattering account
for the possibility that this energy is still present.

Third, the grains are often assumed to possess a regular
geometry. Mostly, they are assumed to be spherical, or
equivalently equiaxed, although other shapes have been
used.3,4 These grain-shaped models, frequently used by ma-
terial scientists, can be good approximations for certain ma-
terials. Agreement between theoretical and experimental re-
sults has validated their use.

The final assumption pertains to the sizes of the grains.
Researchers often use only a single grain size or an average
grain size.2–6 They are assuming that the first moment of the
grain-size distribution is sufficient to describe the sizes of the
grains. For narrow distributions, this may be valid, however,
it may not be for wide distributions.

Ultrasonic attenuation,a, depends upon the wavelength
of the ultrasonic pulse,l, the grain diameters,D, and mate-
rial properties. These dependencies vary with the relative
sizes ofl andD, and three well-known regions emerge:

Rayleigh region: a~D,l!5CrD
3l24, l@D,

Stochastic region: a~D,l!5CsDl22, l>D, ~1!

Diffusion region: a~D,l!5Cd /D, l!D,

whereCr , Cs , andCd are constants of the material.
Two generalized theories, which are valid over all

ranges of wavelengths and grain sizes, will now be reviewed.
Roney developed an equation for the attenuation due to a
single grain size and any wavelength.3 He did this by first
assuming a rigid, spherical scatterer in a homogeneous me-
dium, and calculating the scattered energy of an impinging
ultrasonic plane wave. He then used the number of scatterers
in a given length, which he assumed to be 1/D, to determine
the total scattered energy, and from that the attenuation. His
work assumes weak anisotropy, and single scattering, and
yields the following expression for attenuation when absorp-
tion effects are neglected:
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a~l,D !5
2

Dm2 S Dk

k D 2 (
m50

`

~2m11!sinm
2 d, ~2!

where m5pD/l, tanm d5[mjm21(m)2(m11) j m11(m)]/
[mnm21(m)2(m11)nm11(m)], j m~ ! is the spherical
Bessel function of orderm, nm~ ! is the spherical Neumann
function of orderm, and(Dk/k)2 is the average elastic mis-
match parameter. Roney showed that the classical scattering
regions in Eq.~1! hold.

More recently, Stanke developed a ‘‘unified’’ theory of
wave propagation in polycrystalline media.2 His approach,
valid for all frequencies, is much more sophisticated than
Roney’s, and can allow for high anisotropy, multiple scatter-
ing, and unusual or nonuniform grain shapes. It can also be
applied to textured media, in which the grain sizes or crystal
orientations are not independent of direction. Essential to his
approach is a geometric correlation function,W(r ), which is
the probability that two points separated by a distancer are
in the same grain. Although his theory is more general, for
his calculations he assumes untextured media and equiaxed
grains. He also assumes a particular analytic model for
W(r ). His attenuation calculations yield the same wave-
length dependencies found in Eq.~1!.

Some researchers have considered a distribution of grain
sizes.7–9 This investigation is warranted by the fact that dis-
tributions of grain sizes have been shown to affect material
properties.10 The following relationship between attenuation
and grain-size distribution was used, which will be known as
the attenuation equation:

a~l!5E
0

`

N~D !a~l,D !dD, ~3!

whereN(D)dD is the number of grains between sizeD and
D1dD, anda~l,D! is an expression for the attenuation due
to a single grain size. The following was assumed: the size of
each grain is sufficiently described by a single parameter,D,
single scattering, anda~l,D! is valid for allD/l. With these
restrictions, Eq.~3! is valid for any N(D) and a~l,D!.
Nicoletti9 concentrated first on power law distributions,
which have the following form:

N~D !5KD2g, 0,D,`, ~4!

and then truncated power law distributions:

N~D !5KD2g, Dmin,D,Dmax. ~5!

She showed that forl!Dmin , a~l! is independent ofl, and
for l@Dmax, a~l! is proportional tol24, which correspond
respectively to the diffusion and Rayleigh attenuation re-
gions. Also proven was that for a power law grain-size dis-
tribution with exponentg, andDmin!l!Dmax, a~l! follows
a power law with exponentg. Therefore, for some wave-
lengths, the grain-size distribution exponent determines the
attenuation exponent. Estimates of the power law param-
eters, such as the exponentg and maximum grain size, were
then obtained from the attenuation.11,12A number of reasons
validate the use of a power law distribution model; however,
the use ofany distribution model potentially restricts appli-
cation of this research.

II. TRANSFORMATIONS

The transformation developed in this section provides a
foundation for the solution of the inverse problem, i.e., esti-
mation ofN(D) directly froma~l!. The attenuation equation
@Eq. ~3!# belongs to a class of equations known as Fredholm
equations of the first kind, whose members share the follow-
ing structure:13

g~y!5E f ~x!K~y,x!dx, ~6!

whereK(y,x) is the kernel,g(y) is known, and a solution
for f (x) is desired. A variety of methods exists to solve these
equations, and often certain properties of the kernel function
can be used advantageously. Examination of the relation-
ships in Eq.~1! reveals that in each region

a~l,D !5
1

D
f S l

D D . ~7!

If this proportionality is assumed to be true for all values of
wavelength and gain size@as is the case for Eq.~2!#, then the
attenuation can be rewritten as

a~l!5E
0

`

N~D ! f S l

D D 1

D
dD, ~8!

where f (l/D)(1/D) is the attenuation kernel.
Analytic solutions exist for equations in the form of Eq.

~8!. The solution relies on properties of the Mellin and in-
verse Mellin transform. Unfortunately, the complexity of
these transformations renders this approach impractical. In
general, the forward transformation is extremely difficult to
perform, and the inverse transformation, requiring a complex
contour integration, even more so. For the specific case of
the attenuation equation, this approach is useless sincef (l/
D) must be evaluated for alll/D. A practical solution to Eq.
~8! is developed next.

The following technique yields practical, analytic, and
numerical solutions forN(D) in Eq. ~8!. First, let

N~D !5x~ ln D !, ~9!

f ~l/D !5y„ln~l/D !…, ~10!

where ln~ ! denotes the natural logarithm. Then,

a~l!5E
0

`

x~ ln D !y„ln~l/D !…
1

D
dD. ~11!

Further, lett5ln~l! andt5ln(D). Therefore,

a~et!5E
2`

`

x~t!y~ t2t!dt. ~12!

Finally, let

z~ t !5a~et!. ~13!

Then,

z~ t !5E
2`

`

x~t!y~ t2t!dt, ~14!

which is simply the convolution integral. This equation can
now be solved with the Fourier and inverse Fourier trans-
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form, which are both practical calculations. It should be
noted here that although this Fourier transform method pro-
vides a solution, it is not the only solution method.

The following approach is therefore used to analytically
solve forN(D) givena~l! and f (l/D). First, createz(t) and
y(t) from a~l! and f (l/D), respectively, using Eqs.~10!
and ~13!. Solve forx(t) using the Fourier and inverse Fou-
rier transforms. Finally, findN(D) from x(t) using Eq.~9!,

x~ t !5F 21H F $z~ t !%

F $y~ t !% J , ~15!

whereF $d% andF 1$d% denote forward and inverse Fourier
transforms, respectively. This technique provides an analytic
solution forN(D) when the Fourier transforms ofz(t) and
y(t) exist, and providedF $y(t)% is never 0.

Equation~15! can be evaluated numerically whenz[n]
andy[n] are finite sequences, windowing effects due to trun-
cation of an infinite sequence are negligible, and a suitably
small sampling periodTs is chosen. For illustration,y[n] is
shown in Fig. 1 using Roney’s expression for the attenuation,
Eq. ~2!.

III. INVERSION

The transformation dramatically changes the inverse
problem of determiningN(D) directly from a~l!. Unfortu-
nately, any attenuation kernela~l,D! does not satisfy the
square-integrable condition necessary for the Fourier trans-
form solution. A simple manipulation of the transformed
equation overcomes this problem. The discrete versions of
Equations~9!, ~10!, ~13!, and~14! are used:

z@n#5Ts (
m52`

`

x@m#y@n2m#,

x@n#5N~enTs!, y@n#5 f ~enTs!, z@n#5z~nTs!.

~16!

Based on Eq.~1!, a~l,D! is assumed to approach a constant,
nonzero value forl!D. Therefore, the fast Fourier trans-
form ~FFT! of y[n] cannot be computed. The problem of
determiningN(D) from a~l! using the transformed equation

is a deconvolution problem, for which many alternative tech-
niques have been tried.

Matrix deconvolution14 fails becausey[n] extremely
small values that adversely effects matrix inversion. Two
closely related methods, Van Cittert’s method and the ‘‘point
simultaneous’’ method, solve forx[n] iteratively.14 Unfortu-
nately, both of these methods assume that the filter kernel is
short. Since the attenuation filter kernel has infinite duration,
these methods will not work. Nonlinear deconvolution tech-
niques surveyed for this work~Gold’s ratio, Schell’s method,
Jansson’s method, Biraud’s method, Frieden’s method, and
Burg’s method! also work only for short filter kernels.

The seemingly bleak outlook for development of a
working inversion technique is dismal in appearance only.
The problem that must be overcome is the infinite length of
the attenuation filter kernel,y[n]. A characteristic ofy[n] is
that it converges to 0 for large positiven and to a constant
value for large negativen, as shown in Fig.~1!. If n!0, then
D/l@1, which corresponds to the diffusive region of attenu-
ation where the attenuation is independent ofl. Although
y[n] does not converge to 0 on both the right and left tails,
its derivative does, as shown in Fig. 2. This can be fully
appreciated by taking the derivative of both sides of the
transformed attenuation equation in its discrete form:

z8@n#5Ts (
m52`

`

x@m#y8@n2m#. ~17!

Sincey8[n] is finite, Fourier transform deconvolution tech-
niques can be used to solve forx[n].

IV. NUMERICAL RESULTS

In this section, the inversion process is verified with two
examples using the Fourier transform method. Throughout
this section,x[n] will denote the known signal computed
from N(D); x̂[n] will denote the signal estimated from the
attenuation. Herey[n] was constructed using Eq.~2! and
sampling with a periodTs50.0875 1841 7846. Here,y[n]
was extended to the left using a fourth-order polynomial
curve fit ony[n] for 259,n,239.

FIG. 1. y[n] vs n. FIG. 2. y8[n] vs n.

688 688J. Acoust. Soc. Am., Vol. 101, No. 2, February 1997 D. Nicoletti and A. Anderson: Grain-size and attenuation



First, x[n] was constructed for a givenN(D), andz[n]
computed by convolvingx[n] with the extendedy[n]. Sec-
ond,z8[n] and y8[n] were approximated with

z8@n#5
z@n11#2z@n#

Ts
, y8@n#5

y@n11#2y@n#

Ts
,

thenz8[n] andy8[n] were appropriately zero-padded to 512
points to ensure linear convolution. The inversion was then
performed to yieldx̂[n] using Eqs.~15! and ~17!.

Two trials were performed using the procedure outlined
above. The results are shown in Figs. 3 and 4. In the first
trial, N(D) is a power law distribution withg52.0,Dmin510
mm, andDmax5100mm. The second trial uses a log normal
distribution:

N~D !5H 1

D ln sgA2p
expF2

~ ln D2 ln mg!
2

2 ln2 sg
G , Dmin<D<Dmax,

0, elsewhere

(18)

where mg529.210, lnsg50.766, Dmin510 mm, and
Dmax5100mm. These examples show that the inversion pro-
cess works.

V. CONCLUSIONS

The theoretical and numerical analysis of the attenuation
equation presented in this paper helps broaden our under-
standing of the relationship between the wavelength depen-
dency of ultrasonic attenuation and grain-size distributions in
polycrystalline materials. The accomplishments documented
here are the transformations that allow the estimation of
N(D) from a~l! using the transformed equations with no
a priori grain-size distribution model. This is essentially a
deconvolution problem, and a number of techniques can be
applied to its solution. One method that takes advantage of
the characteristics of the attenuation kernel is presented and
demonstrated numerically. The transformations also allow
for an alternative method for calculatinga~l! from a known
N(D). Instead of using Eq.~3!, a convolution approach can
be used as in Eq.~14!. A comparison of these two methods
was analyzed previously.15

Three immediate goals suggest themselves as directions
for future continuation of this research. First,y[n] for the
Roney attenuation kernel should be extended until it be-
comes constant. Since the summation in Roney’s expression
converges so slowly for these low ratios ofl/D, accelerated
convergence techniques should be attempted.16 Different de-
convolution techniques should be compared, and the effect
of noise should be considered in this development. Second,
some experiments should be performed to validate the
theory. Either actual metal samples, or appropriate phan-
toms, or both, could be used in these experiments. It should
be noted that in order forN(D) to be determined, a range of
wavelengths must extend from the Rayleigh region into the
diffusion region. Care should be taken so thata~l! is pre-
cisely measured~i.e., no diffraction, absorption, or surface
scattering effects!. Third, other generalized theories such as
the one proposed by Stanke should be considered, and the
results compared with those obtained using Roney’s theory.
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Partial coherence of transient ultrasonic fields in anisotropic
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In this paper the spatial coherence properties of the speckle noise backscattered from random media
insonified by a broadband pulse are studied. The approach presented is an adaptation of the optical
notion of coherence introduced by Zernike. How the statistical parameters~particularly the
second-order moment! of the medium determine those of the speckle noise is studied. This is
applied to fully or partially incoherent media, and media with anisotropic scatterer distribution such
as unidirectional and cross-ply composites; also investigated is the possibility of detecting a
coherent reflector among speckle noise through measurements of coherence length. Experimental as
well as theoretical results are presented. Measurements were carried out with a linear array of 128
programmable transmitters/receivers. ©1997 Acoustical Society of America.
@S0001-4966~97!01402-1#

PACS numbers: 43.20.Px, 43.20.Fn, 43.20.Bi, 43.30.Nb@JEG#

LIST OF SYMBOLS

v angular frequency
k angular wave number
l wavelength
x, y coordinates in the plane of the array
X, Y coordinates in thez plane
z axial coordinate
F focal length
rect(x) H51, if uxu,1/2

50, elsewhere
tri(x) H512uxu, if uxu,1

50, elsewhere

RPP autocorrelation function of a random pro-
cessP(x): RPP(x1 ,x2)5E$P(x1)P* (x2)%

* convolutionf (x)*xg(x)5 * f (j)g(x2 j)dj
x

FT$ f (x)%X/lz Fourier transform5*2`
1` f (x)e22pxX/lz dx

O(x,y) aperture function
Õ(x,y) modified aperture function
Ṽ(X,Y) FT$Õ(x,y)%X/lz,Y/lz
x(X,Y) random reflectivity function
f(x,y) FT$Rxx(DX,DY)%x/lz,y/lz
cv(x,y) backscattered field

INTRODUCTION

This paper is devoted to the study of spatial coherence
of the backscattered field in ultrasonic pulse-echo measure-
ments. We will investigate the interest of studying the spatial
coherence of the backscattered field in terms of medium
characterization and detection of a deterministic reflector
among random speckle noise. We will show that speckle
noise carries information about the medium structure, and
how this information can be extracted from a measurement
of spatial coherence. This approach will be applied to com-
posite materials, theoretically as well as experimentally; in
such media, the scatterer distribution is anisotropic since the
composite consists in a stacking of very thin and long fibers,
and we will see that due to this anisotropy, the backscattered
field is more or less coherent according to the orientation of
the fibers relatively to the acoustic beam.

To make this more concrete, the general principle of the
experiments is drawn in Fig. 1: a linear array sends a short
ultrasonic signal into a scattering medium. The same array
acts as a receiver, and records a backscattered noise~ultra-
sonic speckle! that consists in the addition of all echoes re-

flected from the scatterers. Each element on the array re-
ceives a different waveform, and the data we study are this
set of time signals. The question we try to answer is: to what
degree do these signals look alike? How far apart must be
two elements on the array to receive different informations?
What is the influence of the transmitting aperture size, focal
distance, depth of interest, and of the statistical parameters of
the medium? For instance, in the case of a unidirectional
composite, we can expect different results according to
whether the fibers are parallel or perpendicular to the array
~Fig. 2!. As we will see, resemblance between signals re-
corded at different points is important in several respects:
first, it can give information about the medium structure and
the possible presence of a small defect; second, because ac-
cording to whether the signals look alike or not, the summa-
tion of all these signals will yield constructive or destructive
interference and therefore influence the speckle noise level.

Resemblance between two signals can easily be assessed
by calculating a correlation coefficient. And it can be shown
that this degree of resemblance is simply related to the clas-
sical definition of coherence for monochromatic wave
fields,1 so measuring resemblance between backscattered sig-
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nals is equivalent to assessing the spatial coherence of the
ultrasonic field. The notion of spatial coherence was first
introduced in optics by Frederik Zernike.2,3

The approach we develop in this paper is linked with the
notion of coherence such as Zernike had defined it for mono-
chromatic stationary fields; yet we generalize his approach to
the backscattering of short pulses as those employed in
pulse-echo ultrasound. Propagation of coherence from a fully
incoherent source is mathematically described by the Van
Cittert–Zernike theorem, a well-known theorem in statistical
optics that has been recently applied to pulse-echo
ultrasound4 for the case of a fully incoherent medium. We
will use a similar formalism, but we will deal with partial
coherence and obtain a more general result.

The paper is organized in four sections. Section I pre-
sents a theoretical analysis of backscattering by a random
mirror in terms of spatial coherence. The results are applied
in Sec. II to different cases: coherent, incoherent, partially
coherent, and anisotropic media. Section III presents the ex-
perimental results we obtained on unidirectional and cross-
ply composites. Eventually, Sec. IV deals with detection of a

small defect in speckle noise through coherence measure-
ments. The main symbols we use in the theoretical part are
given in the nomenclature; some mathematical calculations
are presented in the Appendices.

As words such as coherence, incoherence, and correla-
tion will often be mentioned, we first recall the definition of
the statistical autocorrelation functionRAA(x1 ,x2) of a ran-
dom processA(x):

RAA~x1 ,x2!5E$A~x1!A* ~x2!%. ~1!

In this expression,E denotes an ensemble average and the
asterisk denotes complex conjugation. IfA is a stationary
process with respect tox, thenRAA(x1 ,x2) only depends on
the distanceDx5x12x2 , and we will callcoherence length
the characteristic width ofRAA(Dx). In the same way, we
will say that any process is ‘‘coherent’’ or ‘‘incoherent’’
according to whetherRAA(Dx) is wide or narrow. Some
mathematic properties regarding correlation functions and
Fourier transforms are presented in Appendix A.

I. THE RANDOM MIRROR APPROACH

As they use very short signals, ultrasonic pulse-echo
techniques permit us to relate time and depth. So when we
have a set of time signals received on an array and select a
segment in each backscattered signal, we know that it comes
from a given region of interest, the so-called isochronous
volume,5 located at a given depthz inside the medium. When
this segment is short enough, the isochronous volume can be
reduced to a simple slice: hence, for a given time window
[T1 ,T2], everything happens as if the backscattered signal
was coming only from an ‘‘isochronous slice’’ with width
c(T22T1)/2; if this slice is thin enough, it can be considered
as a mirror with random reflectivity located at a distance
z'c(T11T2)/2 from the array.

So the problem can be divided into three steps: propa-
gation of a signal from the array to the mirror, reflection of
the signal on the mirror~here appears the randomness of the
mirror!, then propagation of the reflected signal back to the
array. Then we study the degree of coherence of the wave as
it is received on the array.

The transmitted signal is short~typically one or two
cycles!, and hence has a wide frequency band; in the follow-
ing theoretical analysis, we will consider distinctly the
propagation of each frequency componentv. The three steps
mentioned above can then be treated in terms of Fourier
optics.6

Let us consider a transmitting apertureO(x,y) in the
z50 plane; for instance, the typical case that we will deal
with is a rectangular array with dimensionsa3b, its aperture
function is then:

O~x,y!5rectS xaD rectS ybD . ~2!

It is a well-known result of Fourier optics that in the focal
plane of a focused aperture, the fieldU(X,Y) writes as the
Fourier transform of the aperture function:

FIG. 1. In a first step~a! a group of transducers on the array send a short
pulse. Then~b! all the elements record the backscattered field. A time win-
dow is selected, and we calculate the degree of correlation between signals
received on two elementsi and j .

FIG. 2. The unidirectional composite is made of thin and long fibers em-
bedded in a resin matrix, all fibers are aligned along the same axis~#3!. The
array is fixed on a rotating device and can turn around the vertical axis~#1!.
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Uz5F~X,Y!5
1

lz
ej ~p/lz!~X21Y2!

3FT2D$O~x,y!%~X/lz,Y/lz! . ~3!

A similar expression exists when the depth of interestz is
different from the focal distanceF. As is shown in Appendix
B, in such a case we can define amodified aperture function
Õ(x,y) that takes into account both the depth of interestz
and the focusF:

Õ~x,y!5O~x,y!expF j p~x21y2!

l S 1z2
1

F D G . ~4!

And the diffracted field at depthz simply writes

Uz~X,Y!5
1

lz
ej ~p/lz!~X21Y2!Ṽ~X,Y!, ~5!

where

Ṽ~X,Y!5FT2D$Õ~x,y!%~X/lz,Y/lz! . ~6!

Introducing the modified aperture function is a simple way to
describe any case, a plane as well as a focused transducer,
the depth of interestz being at the focus or out of focus.
Equation~5! gives the expression of the field amplitude at
depthz, just in front of the random mirror. Letx(X,Y) be
the reflectivity function of the mirror.x is a random variable,
and right after the reflection of the wave, the reflected field
writes

Uz
refl~X,Y!5x~X,Y!Uz~X,Y!. ~7!

Then this field backpropagates toward the array, so eventu-
ally the received fieldc(x,y) results from the propagation of
Uz
refl(X,Y) from z to 0. As is shown in Appendix B, this

involves another Fourier transform and leads to a simple
approximate expression for the backscattered field:

c~x,y!'
1

l2z2
Õ~x,y!FT2D$x~X,Y!Ṽ~X,Y!%~x/lz,y/lz! .

~8!

Equation~8! gives the amplitude of the field backscattered
on the transducer by the slice located at depthz, for a given
frequencyv, from now on, we will denote itcv(x,y) in
order to recall that it only represents the amplitude of one of
the spectral components. Equation~8! contains deterministic
terms~related to propagation distance and transducer geom-
etry! and a random contribution~due to the medium reflec-
tivity x!. Socv(x,y) is a random variable and we want to
calculate its autocorrelation function:

Rcc
v ~x1 ,x2 ,y1 ,y2!5E$cv~x1 ,y1!cv* ~x2 ,y2!%. ~9!

Using the properties stated in Appendix A and assuming that
Õ is an even function, we have:

Rcc
v ~x1 ,x2 ,y1 ,y2!

5
1

l2z2
Õ~x1 ,y1!Õ* ~x2 ,y2!

3@Õ~x1 ,y1!Õ* ~x2 ,y2! *
x1

*
x2

*
y1

*
y2

3FT4D$Rxx~x1 ,x2 ,y1 ,y2!%~x1 /lz,y1 /lz,x2 /lz,y2 /lz!#.

~10!

This expression is a generalization of the Van Cittert–
Zernike theorem to all kinds of media~fully or partially in-
coherent! and depths of interest.

If we consider the case of astationaryreflectivity, then
Rxx only depends on two variables,DX5X12X2 and
DY5Y12Y2 . This assumption means that the statistical pa-
rameters of the medium do not change in all the region of
interest. Letf be the 2D Fourier transform ofRxx(DX,DY):

f~x,y!5E E Rxx~DX,DY!e~22p j /lz!~xDX1yDY!

3dDX dDY. ~11!

Then the spatial coherence function for frequencyv reduces
to

Rcc
v ~x1 ,x2 ,y1 ,y2!

5
1

l2z2
Õ~x1 ,y1!Õ* ~x2 ,y2!

3@Õ~x1 ,y1!Õ* ~x2 ,y2!

*
x1

*
x2

*
y1

*
y2

d~x12x2!d~y12y2!f~x1 ,y1!#. ~12!

In this expression,f characterizes the medium~is it incoher-
ent, partially coherent...! and Õ the experimental conditions
~focus, depth of interest, apodization, aperture shape...!.
Equation~12! can be applied as long as approximation~B12!
in Appendix B is valid, which implies that the beam section
in the region of interest must be small compared tolz. This
is true when the region of interest is at the focus or near the
focus of the transducer. Situations in which~B12! does not
apply are briefly discussed in Appendix B.

Remember that each frequency has its own spatial co-
herence function, given by~12!. Now, in order to measure
the degree of spatial coherence of wavefront received by a
transducer array, we study the resemblance between signals
s(x1 ,t) ands(x2 ,t) received at two pointsx1 andx2 on the
receiving surface:

c~x1 ,x2!5E s~x1 ,t !s~x2 ,t !dt. ~13!

This can be normalized in order to obtain a dimensionless
resemblance coefficient:

C~x1 ,x2!5
c~x1 ,x2!

Ac~x1 ,x1!c~x2 ,x2!
. ~14!

Since they are time limited, each of the time signalss(x,t)
can be written as a continuous sum of monochromatic sig-
nals, and it has been shown1 that the degree of resemblance
c(x1 ,x2) calculated in the time domain is simply related to
the spatial coherence function by

E$c~x1 ,x2!%5E
bandwidth

Rcc
v ~x1 ,x2!dv. ~15!
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This means that, on average, the degree of resemblance
equals the sum of all spectral coherence functions. So the
coherence functionRcc

v that we defined for each frequency
can be linked to a more intuitive notion, i.e., resemblance
between time signals, provided that we integrate all the spec-
tral contributions that exist in the transmitted signal.

In the previous discussion, the reflectivity functionx
was studied as a function of the space coordinateX; we
ignored a possible dependence ofx with respect to frequency
v. In fact, this simplification does not affect the validity of
our reasoning as long as the autocorrelation functionRxx can
be written as a separable function of space and frequency
such as

E$x~X1 ,v!x* ~X2 ,v!%5z~v!Rxx~X1 ,X2!. ~16!

Ueda and Ichikawa7 showed that this assumption of separa-
bility is justified as long asz.a. Then, the frequency depen-
dence appears as a mere multiplicative term that vanishes
when we integrate alongv and normalize the result. As long
as the scatterers can be modeled as a distribution of points
with random reflectivity, this simplification is valid, provided
that no multiple scattering takes place. This condition is also
crucial in the random mirror approach, because time and
depth can no longer be simply linked if multiple scattering
takes place.

II. EXAMPLES

In the following examples, we will consider the case of
a focused rectangular~dimensionsa3b! transducer with fo-
cal lengthF, and the region of interest will be located in the
focal plane, i.e., at depthz5F. In that case, the modified
aperture function is real valued and simply equal to the ap-
erture function:

Õ~x,y!5O~x,y!e2 j ~p/lF !~x21y2!ej ~p/lz!~x21y2!

5O~x,y!5rectS xaD rectS ybD . ~17!

And in order to simplify the mathematical expressions we
will first consider one space dimensionx, the results can be
easily generalized to two dimensions.

A. Fully incoherent medium

What we call a fully incoherent medium is a medium in
which each point reflects the wave totally independently,
even from its closest neighbor. For that case, the reflectivity
functionx is such thatRxx(Dx)}d(DX). Inserting this into
~12! leads to the simple expression:

Rcc
v ~Dx!}

1

l2z2
rectS xaD *Dx rectS xaD}

1

l2z2
triS Dx

a D .
~18!

This means that for each frequency, the spatial coherence
function decreases linearly, as a triangle whose base is twice
the transmitting aperture lengtha. Moreover, frequency only
appears in the multiplicative factor 1/l2z2, so when integrat-
ing the spatial coherence function over the frequency do-
main, the result we obtain is also a trianglelike function:

C~Dx!5E Rcc
v ~Dx!dv

hence c~Dx!5
C~Dx!

C~0!
5triS Dx

a D . ~19!

So, around the focal time, the signals received at two points
should bear less and less resemblance to each other, until
they utterly differ when they are apart by a distance larger
than the transmitting aperturea. Note thatall frequencies
have the same coherence length.

B. Perfectly coherent medium

The opposite of a fully incoherent medium is a perfectly
coherent medium, which acts as a perfect mirror. The reflec-
tivity function is the same for each point on the mirror,
Rxx(DX)5constant, so its FT isf(x)}d(x). From ~12! the
spatial coherence function for frequencyv is then:

Rcc
v ~x1 ,x2!}

1

l2z2
rectS x1a D rectS x2a D . ~20!

Once again, the shape of this function does not depend on
frequency. Moreover, it is a constant over the transducer sur-
face, and it equals 0 outside, which can be justified by an
simple argument of geometrical optics: indeed a perfect mir-
ror located at the focus of a converging lens reflects the light
beams exactly on the lens surface, and nothing outside. For
that case, it leads to

c~x1 ,x2!5rectS x1a D rectS x2a D . ~21!

So in the time domain, the signals received around the focal
time should be identical over all the transmitting aperture.

C. Partially coherent medium

Between these two extremes, one can consider the case
of partial coherence: the medium now has a given coherence
length e that is neither 0 nor̀ ; e is a distance that charac-
terizes the fluctuations ofx(X): if e is large, then the reflec-
tivity function is rather smooth; on the contrary ife is small
then x varies very abruptly. Let us examine what this
changes in the coherence of the backscattered waves. Ife is
the effective width ofRxx , then the characteristic width of
its Fourier transformf is lF/e. Developing the convolution
product in~12! yields

Rcc
v ~x1 ,x2!}

1

l2z2 E rectS x12j

a D rectS x22j

a Df~j!dj.

~22!

This is a convolution between two functions: one with char-
acteristic widtha, the other onelF/e. If f varies very
slowly compared to rect, i.e., iflF/e@a, then integral~22!
is proportional to tri(ux12x2u/a), as in the incoherent case.
On the contrary, iff is very narrow compared to the aperture
function (lF/e!a), it only differs from 0 in the vicinity of
j'0, and we find the same result as in the coherent case,
c(x1 ,x2)5rect(x1/a)rect(x2/a).
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So, according to whetherlF/ae!1 or lF/ae@1, the
same medium can behave either coherently or incoherently.
This can be easily accounted for. As a matter of fact,lF/a is
the beamwidth in the focal plane, solF/ae is the ‘‘number
of coherence lengths inside the beam.’’ If the beam is very
thin compared toe, it means that we observe the medium at
much too small a scale to feel its incoherence; the incoher-
ence of the medium can only be effective at scales larger
thane. If, on the contrary, the beam is wide compared toe,
then the wave can be affected by the medium incoherent
nature. On the whole, in a short temporal signal each fre-
quency will be affected differently~in terms of spatial coher-
ence! by the medium; if we observe this phenomenon in the
time domain, by measuring the degree of resemblance, there
will be an averaging effect between low frequencies~that can
feel the incoherence! and high frequencies~that can only see
a coherent aspect of a medium!. Note that the coefficient 1/l2

tends to give more weight to high frequencies, but in reality
this effect should be balanced by frequency-dependent at-
tenuation.

We can also note that the backscattered acoustic fieldc
as a function ofx is no longer a stationary process. Indeed,
from ~22!, Rcc

v depends both onx1 andx2 and no longer on
only one variableDx5x12x2 . This can be understood in
terms of wave propagation and Fourier optics. Indeed, the
reflectivity x of a fully incoherent mirror shows rapid varia-
tions, so such a mirror has a poor directivity and reflects
waves uniformly in all directions. In other words,x(X) con-
tains high spatial frequencies and its angular spectrum is
very wide. On the contrary, if the mirror is very smooth, then
it sends the wave back on the transmitting aperture, and
nothing outside the aperture. Between these two extremes,
the mirror reflects waves with an intermediate directivity.
This is the reason why the backscattered field, as a function
of space, is not stationary: when the medium is not fully
incoherent, the field is not uniformly reflected. However, this
nonstationarity can only be effective if the observing points
x1 andx2 are apart by a distance much larger than the trans-
mitting aperture. If such is not the case~for instance, if the
transmitting and receiving apertures have the same size!, we
can reasonably consider that the field islocally stationary. A
theoretical set of curves showing the transition from incoher-
ence to coherence, according to the value of the parameter
lF/ae, is plotted in Fig. 3~see Appendix C for the corre-
sponding calculations!.

D. Slightly outside the focal plane

Equation~12! gives us the degree of coherence of the
backscattered field, for whatever focal distanceF and depth
of interestz—under the assumption that the condition stated
in ~B12! is valid—so we can examine what happens if the
region of interest is located slightly out of focus (zÞF) but
still within the depth of focus. In that case, the modified
aperture functionÕ is no longer real valued; it contains a
phase term:

Õ~x!5T~x!ej ~p/lz!x25rectS xaDexpF2 j
p

l S 1F2
1

zD x2G .
~23!

Let b5(p/l)(1/F21/z). b depends on how far the region
of interest is from the focal plane, ifzÞF thenbÞ0. In the
case of a fully incoherent medium,~12! yields:

Rcc
v ~x1 ,x2!}rectS x1a D e2 jbx1

2
rectS x2a D ejbx22

3F rectS xaD e2 jbx2 *
Dx

rectS xaD ejbx2G
}rectS x1a D rectS x2a D e2 jb~x1

2
2x2

2
!

3triS Dx

a D sinc@bDx~a2uDxu!#. ~24!

If b50, then logically we find the triangular function once
again. But ifbÞ0, different frequency components do not
have the same coherence length any more: low frequencies
are less affected~in terms of spatial coherence! by defocus-
ing than high frequencies@since for lower frequencies, the
sinc in ~24! is closer to 1, so the spatial coherence function
Rcc

v is broader#; as a matter of fact, it is well known in optics
that the depth of focus varies proportionally tol, so high
frequencies are more sensitive to defocussing. Moreover, the
final result given in~24! is always inferior to the triangle
function tri(Dx/a), which means the focal plane is the region
that generates the most coherent backscatter. If the region of
interest is not exactly in the focal plane, then the correlation
functionRcc

v will be narrower.
In addition to this, there is a quadratic phase term in

~24!, which means that the backscattered waves have a cur-
vature that is different from the transducer’s. In the time
domain, this implies a difference in the arrival times: if the
mirror is placed in front of the focal plane (z,F), the array

FIG. 3. Coherence degree of the field backscattered by a random mirror
with coherence lengthe ~theoretical result!. In abscissa, the distance
ux12x2u is expressed in fractions of the transmitting aperture sizea. The
transition from coherence~rect function! to incoherence~triangle function!
depends on the parameterg5lF/ae.
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sees convexe wavefronts~b,0!; their curvature reverses at
z5F, and they become concave if the mirror is behind the
focus ~b.0!.

In the case of a perfectly coherent medium,~12! yields

Rcc
v ~Dx!}rectS x1a D rectS x2a De22 jb~x1

2
2x2

2
!. ~25!

This time, the modulus ofRcc
v remains the same whatever

the frequency, and has the same value as whenz5F ~perfect
coherence!. As to the phase term, it is twice what it was in
the case of an incoherent medium, so the reversing of the
curvature around the focal plane is more apparent. In the
time domain, this means that the backscattered signals re-
ceived on two elements of the array are still identical, but
arrive at different times.

E. The unidirectional composite

In the light of these remarks, an anisotropic material,8

such as a unidirectional composite, seems particularly inter-
esting. Indeed, we will see that because of its structure, it can
behave either coherently or incoherently, depending on how
it is explored. A unidirectional composite is made of long
fibers drowned in a resin matrix.9 The fibers are supposed to
be infinitely long, thin, perfectly aligned along the same di-
rection ~axis 3 in Fig. 2!, but randomly distributed in the
perpendicular directions~axes 1 and 2!.

Consider the case of a rectangular array with lengtha
and widthb, aligned along thex axis ~Fig. 4!; the plane of
the fibers is parallel to the array, and the fiber direction
makes an angleu with the X axis. The array is focused in
both directions and the region of interest we consider is lo-
cated around the focal time. Given the fiber alignment, the
autocorrelation of the reflectivity function can be written
Rxx(DX,DY)}d(DX2DYtanu): this means two points
(X1 ,Y1) and (X2 ,Y2) will have the same reflectivity if they
are located on a line parallel to the fiber direction, and will
reflect the wave independently otherwise.

From Eq.~12!, the coherence function of thev compo-
nent in the backscattered signal is

Rcc
v ~x1 ,x2 ,y1 ,y2!

}
1

lz
rectS x1a D rectS y1b D rectS x2a D rectS y2b D

*
x1

*
x2

*
y1

*
y2

d~x12x2!d~y12y2!d~x11y1 tan u!. ~26!

Once more, frequency only appears in the multiplicative fac-
tor 1/lz, so for a given orientationu, all frequencies have the
same coherence length. In the two simple cases of parallel
~u50°! and perpendicular~u590°! orientation,Rcc

v can be
easily calculated: parallel orientation:u50°

Rcc
v ~x1 ,x2 ,y1 ,y2!}

b

lz
rectS x1a D rectS x2a D triS y12y2

b D ;
~27!

perpendicular orientation:u590°

Rcc
v ~x1 ,x2 ,y1 ,y2!}

a

lz
rectS y1b D rectS y2b D triS x12x2

a D .
~28!

So when the fibers oriented alongX ~u50°!, the backscat-
tered field is perfectly coherent alongx and incoherent along
y, and vice versa when the fibers are oriented alongY ~u
590°; in other words, the field is always coherent along the
axis parallel to the fiber direction~→rect function! and inco-
herent~→tri function! along the perpendicular direction.

It would require a rectangular 2D array to verify this
experimentally. But as a linear array can only sample the
backscattered field along thex axis, the acoustic signal mea-
sured by such an array,c̃(x), is in fact an average of the real
signalc(x) along they axis:

c̃~x!5
1

b E
2b/2

b/2

c~x,y!dy. ~29!

Straightforwardly the spatial correlation function of this sig-
nal,Rc̃c̃

v is

Rc̃ c̃~x1 ,x2!5E$c̃~x1!c̃* ~x2!%

5
1

b2 E2b/2

b/2 E
2b/2

b/2

Rcc~x1 ,x2 ,y1 ,y2!dy1 dy2 ,

~30!

which yields:

parallel orientation~u50°!

R
c̃ c̃

v
~x1 ,x2!}

b

lz

2

3
rectS x1a D rectS x2b D ; ~31!

perpendicular orientation~u590°!

R
c̃ c̃

v
~x1 ,x2!}

a

lz
triS x12x2

a D . ~32!

So, when observed with a linear array, the same composite
seems to behave either as a fully incoherent medium~per-
pendicular case! or as a fully coherent medium~parallel
case!.

The intermediate case~0°,u,90°! is a little more com-
plicated, a detailed analysis is given in Ref. 10; to sum up,
for intermediate angles, there is a progressive transition from
incoherence to coherence~i.e., from the triangle to the rect-

FIG. 4. (x,y): coordinates in the plane of the array aperture. (X,Y): coor-
dinates in the plane of the fibers. The direction of alignment makes and
angleu with theX axis.
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angle!, this transition is governed by the parameterg5(b/
a) tanu: precisely, if g@1, the composite is in incoherent
regime and the backscattered coherence function is a tri-
angle, in the opposite caseg!1, the composite is in its co-
herent regime and the backscattered cohence function is a
rectangle. For given dimensionsa andb, there is a transition
angle that separate the incoherent and coherent regimes. This
transition angle is important in the study of cross-ply com-
posites as we will see.

The transition is analogous to what happens for a par-
tially incoherent medium~Fig. 3!, but here there is no fre-
quency dependence: each frequency has the same spatial co-
herence function, except for an amplitude factor. So the
degree of resemblance between time signals, which is calcu-
lated by integratingRc̃c̃

v overv, keeps the same shape~tri-
angle with basea if u590°, rectangle ifu50°, intermediate
form for 0°,u,90°!.

Thus, it is not quite exact to say that a composite be-
haves as a partially coherent medium whose coherence
length would be a function ofu, because unlike a partially
coherent medium, the composite such as we modelled it be-
haves, in terms of coherence,identically for each frequency.
Yet a finer model that would take into account the finite fiber
width and length would certainly imply a frequency depen-
dence, because the fibers would show a characteristic size
that would affect each wavelength differently.

III. CHARACTERISTICS OF THE UNIDIRECTIONAL
COMPOSITE

A real composite is in fact more complex than our
simple model, but our approach can be justified under some
approximations. First of all, the composite is anisotropic, so
the ultrasound velocity varies according to the propagation
and polarization directions. But at small incidence angles,
and neglecting the possibility of mode conversion at the
water/composite interface, we can consider that inside the
medium, only longitudinal waves propagate along direction
1 ~Fig. 2!. Their speed has been experimentally measured
and a value of 2920 m/s was obtained.11

This velocity is quite different from that of sound in
water, which can deteriorate the quality of focusing inside
the material. As a matter of fact, for too large apertures, there
is no focusing so to speak, because rays perpendicular to the
transducer do not intersect at a unique point~Fig. 5!. The
water/composite interface is located at distanced from the
transducer center. Consider two rays emanating fromO and
A. These rays intersect inside the medium inF8:

OF85OIO1I OF85d1~F2d!
tana

tanb
, ~33!

and Snell’s law writesc2 sina5c1 sinb, so F8 is on the
horizontal axis at abscissa:

OF85d1~F2d!
c1
c2
A12~c2 /c1!

2 sin2 a

12sin2 a
. ~34!

All rays coming from the transducer intersect in the same
point if OF8 is independent froma, i.e., if

A12~c2 /c1!
2 sin2 a

12sin2 a
'1.

With c2/c1'2, this condition is satisfied for incidence
anglesa<10°. In addition to this, even if the converging
point is unique, the travel time of the rays are slightly differ-
ent. In the transmit mode, it means that the pulses transmit-
ted at the same time by each point on the array do not arrive
simultaneously atF8, so the signal must spread a little inF8.
Precisely, the time delay betweenAF8 andOF8 is

dt52
F2d

c1
F12S c1c2D

2G S 1

cosa
21D . ~35!

In order to avoid destructive interferences, the maximum
value ofdt must be inferior to half a period.

A. Experimental procedure

The transducer we used is a wideband 128-element
spherically focused array~pitch 0.426 mm, heightb510
mm! with radius of curvatureF590 mm and center fre-
quency f 053.5 MHz. Since the array is naturally focused,
there is no need to apply different time shifts to the
transmitted/received signals. We used three different trans-
mitting apertures sizes: 16, 32, and 64 elements~i.e.,a56.8,
13.6, and 27.3 mm! which correspond to maximal incidences
of 2.2°, 4.3°, and 8.7° respectively, so the focusing criterion
a<10° is satisfied. The sample is immersed in water, its
front face is at a typical distanced'70 mm in order to focus
inside the medium. For such distances, the maximum time
delaydt is 0.12ms, which satisfies the conditiondt,1/2f 0 .

The sample is a piece of carbon–epoxy unidirectional
composite, its dimensions are 20314.532.1 cm and the fiber
width is approximately 7m.

The transmitted signal is made of two periods of a 3.5-
MHz sine function. During the experiment, only the central
elements~16, 32, or 64 according to the required aperture
size! are transmitting a signal, then all 128 elements receive
the backscattered waves. The signals are 10 bit digitized and
sampled at a 40-MHz rate. Then in each time signal, we

FIG. 5. Refraction at the water/composite interface.
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select a segment [T1 ,T2] ~see Fig. 1! centred around the
focal time~typically uT12T2u'2–3 ms!. This time window
must be wide enough to allow a proper estimation of the
resemblance between signals, but short enough to be consis-
tent with the approximations of our model. This implies that
the time window must correspond to a region of interest that
remains within the depth of focus.

The depth of focus is'l(F/a)2; in our experiments its
minimum value is 11.4l, and the largest time window we
used contained 10 cycles.

Once the time window is selected, we calculate the cor-
relation coefficientC( i , j ) between array elements #i and #j :

C~ i , j !5 (
t5T1

t5T2

@si~ t !2 s̄i #@sj~ t !2 s̄j #,

s̄i5
1

T22T1
(
t5T1

t5T2

si~ t !, i , j51,...,N. ~36!

ThenC( i , j ) is averaged for all couples (i , j ) apart by the
same distancem5u i2 j u, and normalized in order to obtain a
dimensionless correlation coefficientc(m):

c~m!5
( i51
N2mC~ i ,i1m!

( i51
N C~ i ,i !

. ~37!

HereN is the number of elements that are active in recep-
tion. When the field is onlylocally stationary,N equals the
number of elements active in transmission; if the field is
stationary thenN5128.

Thenc can be plotted as a function ofm; these curves
measure the degree of correlation between signals received
on two points apart by a distancem3pitch. We also present
the received signals on 2DB-scan-like diagrams: time is in
abscissa, and each line corresponds to an element active in
reception. The signal is represented in a gray level scale; this
enables to visualize more directly the degree of coherence
and the possible curvature of the wavefronts.

B. Experimental results

Figure 6 represents the backscattered signals around the
focal time, for two different aperture sizes, 64 and 16 ele-
ments. We see that when the transmitting aperture gets

smaller, the backscattered wavefronts remain very coherent
in the parallel case; on the contrary, in the perpendicular case
the coherence is degraded.

Note that in the parallel case, the outer elements of the
array receive the signal slightly before the center elements,
which gives an additional curvature to the wavefronts. This
could be an effect of the large aperture. Indeed, in the paral-
lel case, the composite behaves as a coherent medium; as we
said before, if a coherent pointlike source is located atF8,
the wave front received at the transducer edges arrive with a
delay dt @Eq. ~35!#. In other terms, a spherical wave front
does not remain exactly spherical as it traverses a plane
interface.12 At small angles~if the transmitting aperture size
is 64 elements, the maximum angle is 8.7°!, the theoretical
time delay between the center and the outer elements isdt
50.12ms; the experimental value is 0.15ms.

From these data, we can plot the correlation curves
c(m) for each case. They are displayed in Fig. 7. Note that in
the parallel case when the transmitting aperture size is 64
elements, we compensated the abovementioned time delay
dt on the outer elements before calculating the correlation
coefficient.c(m) is calculated as described above: we select
a time window around the focal time, we correlate all signals
pairs to obtainC( i , j ), then we averageC( i , j ) for all couples
apart by the same distancem. When correlating the signals,
we add a possible delay of61 sample and we keep the
highest value forC( i , j ) in order to compensate possible ab-
errations.

The results show a good agreement with theoretical
studies; that is to say, a high degree of correlation for the
parallel case, whatever the transmitting aperture size, and for
the perpendicular case, a linear decreasing ofc as a function
of m, this decreasing being steeper as the transmitting aper-
ture gets smaller. On the whole, the experimental correla-
tions are rather inferior to the theoretical predictions, but our
random mirror approach did not take into account the dete-
riorating effects of the water/composite interface, and the

FIG. 6. Experimental results on the unidirectional composite: backscattered
signals around the focal time for the parallel~u50°! and perpendicular
~u590°! cases. Transmitting aperture size:a564 elements~a! and a516
elements~b!. Time is in abscissa, and each line corresponds to one array
element.

FIG. 7. Experimental results on the unidirectional composite: correlation
curvesc(m) for orientationu and transmitting aperture sizea: ~a! a564
elements,u590°; ~b! a516 elements,u590°; ~c! a564 elements,u50°;
~d! a516 elements,u50°.m denotes the distance between two elements on
the array, in number of elements.
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resulting defocusing effects, even though they are minor, re-
sult in a spreading of the beam in the focal zone. In classical
monochromatic optics, the Van Cittert–Zernike3 theorem
states that the coherence length of the field radiated by a
fully incoherent source is inversely proportional to the
source size. In our case, the random mirror acts as an inco-
herent source and the size of this ‘‘source’’ is the beam
width in the focal plane, so it is logical that the distortions
that contribute to spreading the beam tend to shorten the
coherence length of the backscattered field.

The influence of the aperture size is even more striking
in Fig. 8: It represents the signals received on elements #56,
60, 64, 68, 72. For the parallel case, these 5 signals are very
much alike, whatever the transmitting aperture size~64 or 16
elements!. For the perpendicular orientation, the resemblance
is still quite strong when the transmitting aperture is large,
but the signals are utterly different for a smaller aperture.

As it will be useful in the study of cross-ply composites,
Fig. 9 displays the signals received for the intermediate angle
u545°, and the corresponding correlation curve. Note that
even if the array is no longer parallel to the fibers, the level
of correlation is still quite high, so the unidirectional com-
posite behaves almost coherently foru545°.

C. Bidirectional composite

The same approach can be extended to the case of a
bidirectional composite. Like the unidirectional composite, it
is made by stacking elementary layers of unidirectional fi-
bers, each new layer being rotated by 90° around the vertical
axis ~Fig. 10!. The overall thickness of two successive layers
is 23130 m, which roughly corresponds to a quarter of a
wavelength; so the distance between two successive layers is
not resolved at our frequencies, and everything happens as if
the array saw a mirror with a global reflectivity:

Rxx~DX,DY!}1DXd~DY!11DYd~DX!. ~38!

If the array is parallel to one of the two fiber directions, the
backscattered signal contains a coherent and an incoherent
component; and the correlation function is the sum of a rect-
angle and a triangle. However, in this combination, the rect-
angle and the triangle do not have the same weight. Indeed,
from ~31! and ~32!, the correlation function is a sum of two
terms:

~39!

So the weight of the incoherent component relatively to the
coherent component equals 3a/2b.

FIG. 8. Experimental results on the unidirectional composite: signals re-
ceived on elements #56, 60, 64, 68, and 72, around the focal time.~a! a564
elements,u590°; ~b! a516 elements,u590°; ~c! a564 elements,u50°;
~d! a516 elements,u50°. FIG. 9. Experimental results on the unidirectional composite. Transmitting

aperture:a532 elements, angleu545°. ~a! Backscattered signals around the
focal time. Time is in abscissa, and each line corresponds to one array
element.~b! Corresponding correlation curvec(m). Dashed lines: theoreti-
cal results foru50° andu590°.

FIG. 10. Regular stacking of layers for bidirectional~a! and quadridirec-
tional ~b! cross-ply composites.
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Besides, this effect can also be observed on an unidirec-
tional composite, because the coefficients 2b/3lz anda/lz
are simply proportional to the variance of the backscattered
signals, in the perpendicular and parallel cases, respectively.
And experimentally we observe that the variance of the sig-
nal differs in the perpendicular and the parallel case, by a
factor that depends on the aperture sizea: with the dimen-
sionsa3b of our linear array, we observed that whenu50°,
the signals fluctuated around their mean value with a bigger
amplitude than in the parallel case~experimental and theo-
retical results are presented in Table I!. So, depending on the
ratio 3a/2b, it is either the coherent or the incoherent com-
ponent that predominates in the field backscattered by a bi-
directional composite. Given the dimensions of the array and
the aperture sizes we used, we seem to always be in the case
where the incoherent part wins over the coherent component.
And indeed, the correlation curve agrees with this diagnosis:
Fig. 11 showsc(m) for a 16-element aperture; the correla-
tion curve is much closer to the triangle than to the rectangle,
which witnesses the importance of the incoherent compo-
nent. Given the symmetry of the medium, the results are
equivalent foru50° andu590°. For the intermediate case
u545°, there is no longer a coherent and an incoherent com-
ponent, but two partially coherent contributions with equiva-
lent weights. As it is shown in Fig. 11, it results a larger
coherence length than whenu50°; indeed, as we have seen
in Fig. 9 for the unidirectional composite,u545° is rather in
the coherent regime of the composite. So on the whole, the
combination of layers is more coherent at 45° than at 0° or
90°, where the incoherent part wins over the coherent one.

D. The quadridirectional composite

The same principle can be applied to a quadridirectional
composite, which is constituted by a regular stacking of el-

ementary layers with an helicoidal step of 45°~Fig. 10!. The
overall thickness of a ‘‘superlayer’’ is 43130 m; this dis-
tance is still unresolved at our frequencies. So if the array is
parallel to one of the four directions of alignment, the back-
scattered signal contains four contributions: a coherent com-
ponent~due to the 0° layer!, an incoherent component~due
to the 90° layer! and two partially coherent components~45°
and 245°!. The question is, which one is going to win?
Figure 12 shows correlation curvesc(m) calculated for 64-
and 16-element aperture, and it is quite clear at a simple
glance that the coherent component is more important than
the incoherent one, whateveru: the experimental curves are
closer to the rectangle, and quite comparable to the parallel
case of the unidirectional composite.

Compared to a bidirectional composite, each ‘‘super-
layer’’ of the quadridirectional composite contains two more
layers~45° and245°!; these are responsible for the victory
of coherence. Indeed, we have seen in the study of the uni-
and bidirectional composites that given the dimensions of the
array, 45° is rather a coherent angle so the global backscat-
tered signal contains one incoherent component, one coher-
ent component and two nearly coherent components. It
would be interesting to check the validity of this explanation
with another array, with dimensionsb anda such as 45° is
an incoherent angle; in such conditions, the quadridirectional
composite should behave incoherently. This experiment
would require a transmitting aperture withb much bigger
thana, so thatg@1.

If we change the orientation of the array, with an inter-
mediate angle~u522.5°!, we observe very similar results
~Fig. 12!; this time, the backscattered signal contains four
partially coherent contributions. Note that it is no longer pos-
sible to point out an anisotropic behavior in terms of coher-
ence: although the fiber distribution is still anisotropic, in
such a medium the array can no longer detect a particular

TABLE I. su
25variance of the signal backscattered by a unidirectional com-

posite around the focal time for orientationu.

16 elements 64 elements

Theoretical ratios90°/s0° 1.01 2.02
Experimental ratios90°/s0° 1.2 2.1

FIG. 11. Experimental results on the bidirectional composite: correlations
curvesc(m). Transmitting aperture size:a516 elements. Thick line:u50°,
thin line: u545°. Dashed lines: theoretical results expected for a coherent
~→rect! and an incoherent~→triangle! medium.

FIG. 12. Experimental results on the quadridirectional composite: correla-
tions curvesc(m). Transmitting aperture size:a564 elements~a! and
a516 elements~b!. Thick lines: experimental results foru50°, 22.5° and
45°. Dashed lines: theoretical results expected for a coherent~→rect! and an
incoherent~→triangle! medium.
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direction in terms of correlation, it receives a quasi-coherent
signal whatever the angleu.

IV. DETECTION OF A DEFECT INSIDE A MEDIUM

So far, we have considered media in which the reflec-
tivity function was modeled as a stationary random process,
i.e., the statistical properties of the equivalent random mirror
are invariant under translation. This model is no longer ad-
equate if there is a defect, or a small lesion, inside the region
of interest. In such a case, the total signal contains the echo
of the defect, surrounded by the speckle noise generated by
the scatterers. Classical techniques try to detect the defect by
its amplitude inside the total backscattered signal. We inves-
tigate here, on a simple example, the ability of the Zernike
method to identify the defect by its coherent nature rather
than by its amplitude. The basic idea is that a small defect
behaves as a pointlike source and reflects a spherical coher-
ent wave that should be detectible among the speckle noise.

For the case of a defect inside an incoherent medium,
the global reflectivity writes

x~X,Y!5xdefect~X,Y!1xmedium~X,Y!. ~40!

So the coherence function of the backscattered signal will
contain two components: one due to the defect, the second
one due to the scattering medium. Consider a simple case, a
rectangular flat defect of sized, such that

xdefect~X,Y!5Adef rectSXd D rectSYd D . ~41!

Of course, this rectangular profile is not realistic, but what
we try here is not to perform a precise calculation, but rather
to understand the role of each parameter~defect sized,
wavelengthl...!.

The autocorrelation of the defect reflectivity is therefore

Rxx
defect~X1 ,X2 ,Y1 ,Y2!5Adef

2 rectSX1

d D rectSX2

d D
3rectSY1

d D rectSY2

d D . ~42!

If the defect is small compared to the beamwidth~i.e.,
d,lF/a!, then the field backscattered by the defect may be
approximated by

cv
defect~x,y!'

d2S

l2F2 AdefO~x,y!, ~43!

whereS is the transducer surface~see Appendix D for a
detailed demonstration!. So the coherence function of the
field backscattered by the defect is

Rcc
defect~x1 ,x2 ,y1 ,y2!5

d4S2

l4F4 Adef
2 O~x1 ,y1!O~x2 ,y2!.

~44!

Now, let us calculate the coherence function of the field
backscattered by the random medium alone. Consider a sta-
tionary partially incoherent medium with coherence lengthe,
such that, for instance,

Rxx
medium~DX,DY!5Amed

2 rectS DX

e D rectS DY

e D . ~45!

Its Fourier transform is

f~x,y!5Amed
2 e2 sincS 2p

xe

lF D sincS 2p
ye

lF D . ~46!

Suppose the coherence length is smaller than the beamwidth
in the focal plane~i.e., e,lF/a!, then the main lobe of the
sinc in ~46! is larger than the aperture sizea, so from~22!,
the coherence function of the backscattered speckle noise can
be approximated by

Rcc
medium~Dx,Dy!'

Se2

l2F2 Amed
2 triS Dx

a D triS Dy

b D . ~47!

On the whole, the coherence function of the total signal re-
sults from the summation of a rectangle~coherent compo-
nent due to the defect! and a triangle~incoherent component
due to the speckle noise! with respective weights

scoh
2 5

d4S2

l4F4 Adef
2 and s inc

2 5
Se2

l2F2 Amed
2 . ~48!

In terms of coherence, the defect can be detected if its con-
tribution is stronger than that of the speckle noise, in such a
way that the total field exhibits a larger coherence length
than the medium without defect. Precisely, the ratio of the
coherent part to the incoherent contribution equals

scoh

sinc
5
Add

2AS

AmelF
5h

ne

nd2
, ~49!

whereh5Ad/Am characterizes the defect contrast inside the
medium,ne 5 lF/eAS is the ‘‘number of coherence lengths
in the beam,’’ andnd2 5 l2F2/Sd2 is the ratio of the focal
spot surface to the defect surface. For a given contrasth, we
see thatscoh/sinc gets smaller whene increases; indeed, as
we have seen, the speckle noise becomes more and more
coherent ase increases, so it is more difficult to identify the
coherent component due to the defect among the speckle
noise. On the contrary, when the medium is fully incoherent,
one might detect a small coherent reflector in the speckle
noise more easily.

To illustrate this, we put a thin~diameter50.11 mm!
metallic wire inside a piece of foam, and we used the same
experimental setup. The foam was immersed and contained
no air; the wire was a few centimeters long, and perpendicu-
lar to the (x,z) plane. First, the coherence length of the
acoustic field backscattered by foam alone is measured. Then
the foam1wire sample is placed in the focal zone@Fig.
13~a!#; the array records the received field and we calculate
its coherence degree.

The experiment was carried out with a 16 elements
transmitting aperture size. The results are displayed in Fig.
13~b!; they show that foam alone acts as an incoherent me-
dium @c(m) decreases linearly as a triangle#. On the con-
trary, when the wire is placed inside the foam, we observe an
increase in the coherence degree, that remains very high for
distances much larger than the transmitting aperture size.
The wire is thin enough to be hardly detectable by a single
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classical transducer: Figure 14 shows the signal obtained by
coherent summation of all signals received on the transmit-
ting aperture~16 central elements on the array!, which cor-
responds to the echographicA-scan that a single transducer
with the same dimensions would have received. We observe
that the echo due to the wire is not contrasted enough to
detect it unmistakably among the ambient speckle noise. So
it may be useful to consider an echo not only in terms of its
amplitude, but to consider its coherent or incoherent nature
as well.

If the defect is larger than the focal spot, the approxima-
tion we made to obtain~43! is no longer valid, but can be

replaced by another one: indeed, as is shown in Appendix D,
if d.lF/a then the contribution of the defect to the total
backscattered field writes

cc
defect~x,y!'AdefO~x,y!. ~50!

In this case,scoh
2 5Adef

2 and the ratio of the coherent compo-
nent to the incoherent component becomes

scoh

sinc
5

Adef

Amed

lF

ASe
5hne . ~51!

Apart from the relative contrast of the defecth, this ratio is
proportional tolF/ASe which indicates the ‘‘number of
coherence lengths inside the beam.’’ The size of the defectd
does not appear in this expression, since the defect has been
considered larger~and in fact, infinitely larger! than the
beam. We see once again that it is more and more difficult to
detect the defect ase increases: indeed, total incoherence of
the surrounding medium is the easiest situation to detect a
coherent reflector inside the speckle noise.

V. CONCLUSION

We have studied a technique for measuring the degree of
coherence of the backscattered acoustic field, theoretically as
well as experimentally. This approach enables to understand
how the echographic signal forms on a single transducer:
indeed, on such a transducer, the echographic signal is the
summation of signals received all over its surface; and ac-
cording to whether the field is coherent or incoherent, this
summation will yield constructive or destructive interfer-
ences, hence a higher or lower speckle noise level. Knowing
the coherence length of the acoustic field is crucial if one
wants to:

~1! characterize the material, for instance its anisotropy as
we did for the composite, or reveal its coherent, incoher-
ent, or partially coherent nature from the statistical char-
acteristics of its speckle noise;

~2! reduce the speckle noise level with adaptive
techniques;13

~3! identify a coherent component among an incoherent
speckle, in order to detect a small defect by its coherent
nature rather than by its amplitude.

We named this method after Zernike because it is an
adaptation of Frederik Zernike’s works on the coherence of
optical monochromatic vibrations. He studied, as we did, the
degree of correlation between waves received at two observ-
ing points, but we adapted his optical formalism to wide-
band backscattered acoustic signals. Experimentally, this
Zernike technique requires a transducer array that performs a
spatial sampling of the acoustic field. One could use another
method, whith only one transducer scanning the medium;
this technique is known asspatial compound, and will be
discussed and compared to the Zernike method in a future
paper.

FIG. 13. ~a! Experimental setup.~b! Correlation curves in foam. Transmit-
ting aperture size:a516 elements. Thick line: foam alone. Thick dashed
line: foam1wire. Fine dashed line: theoretical results for a fully incoherent
medium.

FIG. 14. Coherent summation of the acoustic signals received on the 16
elements that were active in transmission. The arrow shows the echo of the
wire.
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APPENDIX A: FOURIER TRANSFORMS AND
RANDOM PROCESSES

The definition of the Fourier transform:

F~X!5FT$ f ~x!%X/lz5E f ~x!e22p j ~xX/lz! dx ~A1!

yields the following properties:

FT$ f * g%5FT$ f %FT$g%,
~A2!

FT$FT$ f %%5lz f~2x!.

If A(x) is a random process with autocorrelation func-
tion RAA(x1 ,x2), its FT B(X) is also a random process and
its autocorrelation is

RBB~X1 ,X2!5E$B~X1!B* ~X2!%

5EH E
2`

`

A~x1!e
22p j ~x1X1 /lz! dx1

3E
2`

`

A* ~x2!e
2p j ~x2X2 /lz! dx2J . ~A3!

Since the expected valueE is a linear operation, we can
deduce

RBB~X1 ,X2!5FT2D@RAA~x1 ,x2!#~X1 /lz,2X2 /lz)
. ~A4!

The autocorrelation of the FT of a 1D random process equals
the 2D FT of the autocorrelation of the original process, with
a reversal in the sign of the second variable. This can be
generalized easily to the case of multidimensional random
processes.

Moreover, ifA(x) is a stationary process, then its auto-
correlation depends only on one variableDx5x12x2 , so
RBB simplifies into a 1D Fourier transform:

RBB~X1 ,X2!5d~X12X2!FT1D@RAA~Dx!#~X1 /lz! . ~A5!

Consider the case where a random processA(x) is multiplied
by a deterministic functionD(x): a new random process
M (x)5A(x)D(x) is created and its autocorrelation is

RMM~x1 ,x2!5E$D~x1!A~x1!D* ~x2!A* ~x2!%

5D~x1!D* ~x2!RAA~x1 ,x2!. ~A6!

APPENDIX B: APPROXIMATE EXPRESSION FOR c
AND Rcc

Let us consider a transmitting apertureO(x,y) in the
z50 plane, such as a rectangular array with dimensions
a3b:

O~x,y!5rectS xaD rectS ybD ; ~B1!

denotingF its radius of curvature, the transmittance function
of this aperture is

T~x,y!5O~x,y!e2 j ~p/lF !~x21y2!. ~B2!

In optics,T(x,y) would be the transmittance of a thin lens
with focal distanceF: if the lens is illuminated by a plane
waveej (vt2kz), the outgoing waveT(x,y)ej (vt2kz) is spheri-

cal and converges to the pointz5F. The quadratic phase
term in ~B2! corresponds to a focusing effect within
Fresnel’s approximation.6 In acoustics, such a transmittance
can be realized either with a naturally focused transducer
with radius of curvatureF, or with a transducers array by
applying the appropriate time shifts on each channel in order
to simulate the curvature. IfF has a finite value, then the
aperture behaves as a converging lens focusing the wave at
depth z5F; the limit caseF→` corresponds to a plane
transducer.

In the following, we will have to consider the propaga-
tion of a wave field from one plane to another. We know that
within Fresnel’s approximation,6 propagation from 0 toz can
be described by a spatial impulse response:

hz~x,y!5ejkz/ jlz3ej ~p/lz!~x21y2!. ~B3!

Indeed, a point sourced(x,y) in the z50 plane would gen-
erate a spherical waveletejkr /kr, where r is the distance
from the point source to the observer, and~B3! is simply an
approximation of the spherical wavelet whenz@x,y. So the
propagation of a wave fieldU(x,y) over a distancez is sim-
ply described by a convolution ofU(x,y) by hz(x,y).

First step: propagation from 0 to z:
In the plane of the array (z50), the amplitude of the

transmitted field is

U0~x,y!5T~x,y!e2 jvt. ~B4!

This field propagates alongz, so the amplitude of the dif-
fracted field at depthz can be written as

Uz~X,Y!5U0~X,Y!*
X
*
Y
hz~X,Y!. ~B5!

Developing the convolution product in~B5! and dropping
the propagation termej (kz2vt), the field can be expressed as
a Fourier transform of the transmittance function:

Uz~X,Y!5
1

lz
ej ~p/lz!~X21Y2!

3E E T~x,y!ej ~p/lz!~x21y2!

3e22p j @~xX1yY!/lz# dx dy. ~B6!

We introduce themodified aperture function O˜ (x,y) that
takes into account the depth of interestz and the focusF:

Õ~x,y!5T~x,y!ej ~p/lz!~x21y2!

5O~x,y!expF j p~x21y2!

l S 1z2
1

F D G ; ~B7!

thus appears the Fourier transform ofÕ(x,y) taken at spatial
frequenciesX/lz andY/lz:

Uz~X,Y!5
1

lz
ejp/lz~X

21Y2!FT2D$Õ~x,y!%~X/lz,Y/lz! .

~B8!

We define

Ṽz~X,Y!5FT2D$Õ~x,y!%~X/lz,Y/lz! . ~B9!

uṼz(X,Y)u
2 is simply the beam intensity profile at depthz.
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Second step: reflection on the random mirror:
Equation~B8! gives the expression of the field ampli-

tude at depthz, just in front of the random mirror. Let
x(X,Y) be the reflectivity function of the mirror.x is a ran-
dom variable, and right after the reflection of the wave, the
reflected field writes

Uz
refl~X,Y!5x~X,Y!Uz~X,Y!

5
1

lz
ej ~p/lz!~X21Y2!x~X,Y!Ṽz~X,Y!. ~B10!

Third step: back propagation from z to 0:
Then this field propagates toward the array. So in order

to calculate the received fieldcv(x,y), we have to convolve
once againUz

refl(X,Y) by the propagation impulse response
and to multiply the result by the transmittance of the array:

cv~x,y!5T~x,y!~Uz
refl
*
x
*
y
hz!

5
1

l2z2
T~x,y!ej ~p/lz!~x21y2!

3E E ej ~p/lz!~X21Y2!e2 j ~2p/lz!~xX1yY!

3Ṽ~X,Y!x~X,Y!dX dY. ~B11!

Under some conditions, the first term under the integral, can
be neglected. In fact,Ṽ(X,Y) represents the beam profile in
the z plane; letl be the beamwidth, then

ej ~2p/lz!~X21Y2!Ṽ~X,Y!'Ṽ~X,Y! if l 2!lz. ~B12!

This condition is usually satisfied if the region of interest is
in the focal zone of a focused transducer: since the beam-
width in the focal plane is roughlyl5lF/a, then the condi-
tion l 2!lz implies l!a; that is to say, the beamwidth has to
be much smaller than the aperture size, which is true in the
focal zone.

Under this assumption the backscattered field writes

cv~x,y!5
1

l2z2
Õ~x,y!FT2D$x~X,Y!Ṽ~X,Y!%~x/lz,y/lz! .

~B13!

If we consider the case of a focused transducer and the re-
gion of interest is located around the focal plane, then this
approximate expression may be used.

As to the autocorrelation of the backscattered field, from
the mathematical properties presented in Appendix A, it
writes

Rcc
v ~x1 ,x2 ,y1 ,y2!

5E$cv~x1 ,y1!cv* ~x2 ,y2!%

5
1

l4z4
Õ~x1 ,y1!Õ* ~x2 ,y2!FT4D$Ṽ~X1 ,Y1!Ṽ* ~X2 ,Y2!

3Rxx~X1 ,Y1 ,X2 ,Y2!%~x1 /lz,y1 /lz,x2 /lz,y2 /lz! . ~B14!

Noting that

FT2D$Ṽ~X,Y!%~x/lz,y/lz!5l2z2Õ~2x,2y!

5l2z2Õ~x,y!, ~B15!

and applying the convolution theorem~A2!, we derive~10!
from ~B14!.

In the case where the approximation~B12! is not valid,
as would be the case for a plane transducer for instance, a
similar expression exists: indeed, as~B12! consisted in writ-
ing ej (2p/lz)(X21Y2)Ṽ(X,Y) ' Ṽ(X,Y), then we have to re-
placel2z2Õ(2x,2y) by

Õ~2x,2y!** FT2D$e
~ jp/2lz!~X21Y2!%~x/lz,y/lz!

}lzÕ~2x,2y!** e~ jp/2lz!~x21y2!

in ~B15! in order to obtain the correct expression. However,
since ~B12! holds for the cases we investigated here, we
always used the approximate relation~10!.

APPENDIX C: PARTIAL COHERENCE

Consider a mirror with random reflectivityx(X) such
that

Rxx~X1 ,X2!5Rxx~DX!}e2DX/e. ~C1!

The spatial Fourier transform of this function is

f~j!}
1

11„~2pe/lF !j…2
. ~C2!

From~22!, we derive the autocorrelation of the backscattered
field:

Rcc
v ~x1 ,x2!}E

x22a/2

x11a/2

f~j!dj

}FarctanS 2p
ej

lF D G
j5x22a/2

j5x11a/2

. ~C3!

This expression depends on bothx1 and x2 , and not on
Dx5x22x1 only, because the field is a nonstationary ran-
dom process. However, if we are interested in the degree of
resemblance between signals received inx1 and in x2 as a
function of the distanceDx, we have to average for all pairs
(x1 ,x2) apart by the same distance:

R̄cc
v ~Dx!5^Rcc

v ~x1 ,x11Dx!&array

5
1

a2Dx E2a/2

a/22Dx

Rcc
v ~x1 ,x11Dx!dx1

with 0,Dx,a, ~C4!

and ~C3! yields

R̄cc
v ~Dn!5arctanH 2pS 12Dn

g D J 2
1

2

g

~12Dn!

3 lnH 11S 12Dn

g D 2J . ~C5!

Here we introduced the dimensionless variableDn5Dx/a
and the dimensionless parameterg5lF/ae which repre-
sents the ‘‘number of coherence lengths within the beam.’’
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The dimensionless correlation coefficientR̄cc
v (Dn)/R̄cc

v (0)
is plotted in Fig. 3, which shows the progressive transition
from coherence to incoherence asg increases.

A Gaussian correlation model could have been em-
ployed instead of an exponential correlation, but the choice
of the medium correlation function does not affect the physi-
cal meaning of the result plotted in Fig. 3; besides, unlike a
Gaussian model, an exponential model requires no numerical
integration to deriveR̄cc

v (Dn).

APPENDIX D: DEFECT DETECTION

From ~8!, the backscattered signal is

cv~x,y!5
1

l2F2 Õ~x,y!FT2D$x~X,Y!

3Ṽ~X,Y!%~x/lF,y/lF ! . ~D1!

If the defect is small compared to the beamwidth~i.e.,
d,lF/a!, then

FT2D$x~X,Y!Ṽ~X,Y!%~x/lF,y/lF !

'Ṽ~0,0!FT2D$x~X,Y!%~x/lF,y/lF !

5SAdefd
2 sincS 2p

xd

lF D sincS 2p
yd

lF D , ~D2!

and the sinc function is wider thanO(x,y), so finally:

cv
def~x,y!'

d2S

l2F2 AdefO~x,y!. ~D3!

If, on the contrary, the defect is larger than the beamwidth
~i.e., d.lF/a! then

FT2D$$x~X,Y!Ṽ~X,Y!%%~x/lF,y/lF !

'x~0,0!FT2D$Ṽ~X,Y!%~x/lF,y/lF !

5Adefl
2F2O~x,y!, ~D4!

and the approximate expression becomes

cv
defect~x,y!'AdefO~x,y!. ~D5!
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Singular points of intensity streamlines in two-dimensional
sound fields
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Continuing earlier work on this subject, a more rigorous discussion is given of the singular points
of streamlines and the critical points of the stream function. The results for vortex and saddle points
obtained earlier in piecemeal fashion and by way of examples are obtained systematically and by
generally utilizing the applicable theory of differential equations and calculus. New results are also
obtained. For example, a saddle point can occur when the phase of pressure and velocity differ by
p/2, and in certain parts of the sound field, specifically inside a closed streamline, the number of
vortex points and saddle points are related. Finally, the streamlines and singular point are considered
for a discrete source: the line source. ©1997 Acoustical Society of America.
@S0001-4966~97!01302-7#

PACS numbers: 43.20.Tb, 43.20.Rz, 43.40.Rj@JEG#

INTRODUCTION

This paper is concerned with some of the properties of
the isolated singular points of acoustic intensity streamlines
in two-dimensional sound fields. Streamline plots have been
introduced, making it easy to follow the flow of energy in the
sound field.1 For two-dimensional sound fields, equally
spaced streamlines are given by evenly spaced level curves
of the stream function.2 Examples have been given for a
number of two-dimensional sound fields: the sound fields
generated by a force-excited plate,3 the sound field in a duct
of square cross section,4 and tangential vortex modes in a
rectangular room.5

Interesting features of the intensity streamline plots in-
clude ~1! two kinds of isolated singular points: the vortex
and the saddle points,~2! the behavior of the streamlines
near the singular points: closed streamlines around a vortex
and the two branches of a streamline crossing at a saddle
point, and~3! that the streamlines through the saddle points
separate the plane into regions in which the streamlines be-
have in different ways.

Other results have also been obtained. From examples, it
has been inferred that the sound pressure goes to zero at a
vortex point, and the particle velocity goes to zero at a saddle
point.6 Using a geometric argument, it was concluded that
the necessary and sufficient condition for a vortex to exist at
a point is that it is an isolated extremum of the stream
function.4

The character of the isolated singularities is important in
determining the qualitative nature of the streamlines. It
seems useful to study such singularities in a more systematic
and unifying manner. Further, the previous papers have con-
centrated on specific examples. It is desirable to obtain the
properties of the isolated singular points in a general manner,
rather than by way of examples. This is accomplished here
by describing the intensity streamline by a differential equa-
tion, an approach not previously taken. Then the relation

between the types of singular points of the differential equa-
tion of the streamline and the types of critical points of the
stream function and the criteria for each type are obtained
directly from elementary differential equation theory and cal-
culus.

The criteria for each type of singular point or critical
point are then used to determine the nature of singular points
at isolated zeroes of pressure and velocity, and at isolated
points where the phases of pressure and velocity differ by
odd multiples ofp/2.

With this background, some previous results can be
more easily understood, and some previous omissions and
minor errors are rectified. For example, it explains why only
two kinds of singular points, a vortex and a saddle point, are
found in the examples of streamlines plotted for two-
dimensional sound fields. The conclusion that the velocity
vanishes at a saddle point6 was a wrong generalization from
examples since a saddle point can occur other than at an
isolated zero of velocity. An example is used for illustration.
Finally, the nature of the singular point at a discrete source,
a line source, is considered.

I. INTENSITY STREAMLINES AND THE STREAM
FUNCTION

For a steady two-dimensional sound field, averaging
over the period 2p/v, thex andy components of the acoustic
intensity vector are given by1

I x~x,y!5 1
2 Re@p* ~x,y!nx~x,y!#,

~1!
I y~x,y!5 1

2 Re@p* ~x,y!ny~x,y!#.

An energy streamline is a line which is at all points tangen-
tial to the intensity vectors. The streamline passing through
the point (x,y) is tangential to the intensity vectorI at (x,y)
and is given by
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dy

dx
5
I y~x,y!

I x~x,y!
. ~2!

By consideringx andy as functions of a parametert, Eq. ~2!
can be replaced by an equivalent autonomous system of first-
order differential equations~to be abbreviated by DE!,

ẋ5I x~x,y!, ẏ5I y~x,y!, ~3!

whereI x andI y are assumed to be smooth functions ofx and
y, and the (̇) indicates differentiation with respect tot. The
singular points of the DE of the streamline are those points
(x0 ,y0 ,) at which the slope of the streamline is not defined,
i.e., the intensity vector is the null vector,7

I x05I y050. ~4!

In a two-dimensional steady sound field, a scalar energy
stream functionc (x,y) exists and is related to the intensity
by2

I x5
]c

]y
, I y52

]c

]x
. ~5!

This follows from the fact that in the fluid, sound energy is
conserved, and there are no sources or sinks, so2

div I50 or
]I x
]x

1
]I y
]y

50. ~6!

The level curves ofc (x,y) represent intensity stream-
lines, and the amount of energy flow between streamlines is
proportional to the differences in the values of the stream
function.2 These can easily be shown following the proce-
dure for velocity streamlines in fluid mechanics. Note that
the level curves ofc have no directions associated with
them. The directions are provided by the intensity vectors. If
the level curves have constant values in arithmetic progres-
sion, the amounts of energy flowing between these level
curves are equal. Evenly spaced level curves provide equally
spaced streamlines.

An interior point (x0 ,y0) of the domain of the stream
function is a critical point ofc if

S ]c

]x D
0

50, S ]c

]y D
0

50, ~7!

where~ !0 denotes the value of~ ! at (x0 ,y0). A nondegen-
erate critical point can be a relative maximum, a relative
minimum or a saddle point. The criteria for each type can be
found in calculus texts, for example, Taylor and Mann.8

II. RELATION OF THE SINGULAR POINTS TO THE
CRITICAL POINTS OF C(x ,y ) AND THEIR CRITERIA

Substitution of Eq.~5! in Eq. ~3! gives

ẋ5
]c

]y
, ẏ52

]c

]x
. ~8!

It is clear that a singular point of the DE of the streamline is
also a critical point of the stream functionc(x,y). Now Eq.
~8! is a plane Hamiltonian system withc the Hamiltonian
function. More can be said by the results given in Sever9 or

by a theorem in Birkhoff and Rota.10 Let J0 be the Jacobian
matrix evaluated at (x0 ,y0),

J05F S ]I x
]x D

0
S ]I x

]y D
0

S ]I y
]x D

0
S ]I y

]y D
0

G . ~9!

Then

det J05S ]I x
]x D

0
S ]I y

]y D
0

2S ]I x
]y D

0
S ]I y

]x D
0

5S ]2c

]2x D
0
S ]2c

]2y D
0

2S ]2c

]x]yD
0

2

. ~10!

If det J0Þ0, the singular point is nondegenerate and a sin-
gular point of Eq.~8! can be only one of two kinds. When
detJ0,0, the singular point at (x0 ,y0) is a saddle point
whereC(x,y) has neither a maximum nor a minimum. Fig-
ure 1 shows the situation. When detJ0.0, the singular point
at (x0 ,y0) is a vortex point, whereC(x,y) has a maximum
or a minimum. Figure 2 shows the case whenC has a rela-
tive minimum.

The vortex and the relative extreme ofC(x,y) occur at
(x0 ,y0) simultaneously. This gives the earlier result obtained
by Waterhouseet al.using a geometrical argument: the nec-
essary and sufficient condition for a vortex to exist at a point
is that it is an isolated extremum of the stream function.4

How the vortices differ at a maximum or minimum ofC can
be easily determined from the sign of thez component of the
curl of Ī at (x0 ,y0):

~curl Ī !z05S ]I y
]x D

0

2S ]I x
]y D

0

52F S ]2c

]x2 D
0

1S ]2c

]y2 D
0

G .
Since detJ0.0, (]2c/]x2)0 and (]2c/]y2)0 are of the

same sign and different from zero. If (]2c/]x2)0,0,c has a

FIG. 1. Saddle point: this stationary value of the stream function is neither
a maximum nor a minimum.
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relative maximum at (x0 ,y0),
8 ~curl I !z0.0, and (x0 ,y0) is a

vortex with I circulating counterclockwise around it. If
(]2c/]x2)0.0,c has a relative minimum,8 ~curl I !z0,0 and
(x0 ,y0) is a vortex withI circulating clockwise around it.

The streamline is given bydy/dx5I y/I x . This is similar
to that in fluid mechanics with velocity instead of intensity.
A singular point is a stagnation point (nx05ny050), and in
general it can be a node, a saddle, a spiral, or a vortex.11

However, I x and I y are connected by“–I50. This DE en-
sures the existence of a stream function, and limits the type
of singular points the streamlines can have to correspond to
the critical points ofc (x,y) as described above. This ex-
plains why only a vortex or a saddle are found in streamline
plots.

III. RELATION OF PRESSURE AND VELOCITY TO
THE CRITICAL POINTS OF c

It is convenient to relate the critical point ofc and hence
the singular point of the DE of the streamline directly to the
acoustic variables. From Eqs.~1! and ~5!

]c

]y
5
1

2
punxucos~arg p2arg nx!

5
1

2
~p8nx81p9nx9!

2
]c

]x
5 1

2 punyucos~arg p2arg ny!

5 1
2 ~p8ny81p9ny9!, ~11!

where~ !8 and~ !9 represent real and imaginary parts of~ !,
and u~ !u and arg~ ! represents the absolute value and argu-
ment of ~ !. It follows that a critical point ofc (x,y) can
occur at (x0 ,y0) in any one of the following situations:

~1! p085p0950;
~2! nx08 5nx09 50,ny08 5ny09 50;

~3! arguments of pressure and velocity at (x0 ,y0) differ by
an odd multiple ofp/2;

~4! a combination of ~2! and ~3!. For example, argp0
2argnx056p/2andny08 5 ny09 5 0.

To determine the nature of the critical point in these situa-
tions, it is necessary to calculate the second partial deriva-
tives ofc (z,y) in terms of pressure and velocity at (x0 ,y0).
For a steady two-dimensional sound field with a time factor
eivt, sincer0(] v̄/]t)52gradp,

vr0nx852
]p9

]x
, vr0nx95

]p8

]x

and

vr0ny852
]p9

]y
, vr0ny95

]p8

]y
.

Also, since the acoustic field is irrotational,

]nx8

]y
5

]ny8

]x
,

]nx9

]y
5

]ny9

]x
.

Using these and Eq.~11! gives

S ]2c

]x2 D 5
1

2
r0v~nx8ny92nx9ny8!2

1

2 S p8
]ny8

]x
1p9

]ny8

]x D ,
~12!

S ]2c

]y2 D 5
1

2
r0v~nx8ny92nx9ny8!1

1

2 S p8
]ny8

]x
1p9

]ny9

]x D ,
~13!

S ]2c

]x ]yD 52
1

2 S p8
]ny8

]y
1p9

]ny9

]y D , ~14!

S ]2c

]x2 D S ]2c

]y2 D 2S ]2c

]x ]yD
2

5
1

4
r0
2v2~nx8ny92nx9ny8!2

2
1

4 S p8
]nx8

]y
1p9

]nx9

]y D 2
2
1

4 S p8
]ny8

]y
1p9

]ny9

]y D 2.
~15!

The z component of curlĪ is given by

~curl I !z5
]I y
]x

2
]I x
]y

52S ]2c

]x2
1

]2c

]y2 D
52r0v~nx8ny92nx9ny8!. ~16!

The values of these expressions at (x0y0) will be evaluated
for the different situations. It is assumed that

S ]2c

]x2 D
0
S ]2c

]y2 D
0

2S ]2c

]x ]yD
0

2

Þ0.

FIG. 2. Vortex and relative extremum of the stream function.
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A. Isolated zero of pressure

Suppose an isolated zero of pressure occurs at (x0 ,y0).
Then by the assumption above, Eq.~15! gives

S ]2c

]x2 D
0
S ]2c

]y2 D
0

2S ]2c

]x ]yD
0

2

5 1
4 v2r0

2~nx08 ny09 2nx09 ny08
8 !2.0.

If at (x0 ,y0), by Eq. ~12!,

S ]2c

]x2 D
0

5
1

2
vr0~nx08 ny09 2nx09 ny08 !,0, ~17!

then by the criteria in Sec. II,c has a relative maximum, and
an energy vortex exists withĪ circulating counterclockwise.
If

S ]2c

]x2 D
0

5
1

2
vr0~nx08 ny09 2nx09 ny08 !.0, ~18!

thenc has a relative minimum, and an energy vortex exists
with Ī circulating clockwise. At this critical point, by Eq.
~16!

~curl Ī !z052vr0~nx08 ny09 2nx09 ny08 !Þ0. ~19!

The converse, that the pressure vanishes at a vortex can
also be shown to be true. The fact that a vortex is a singular
point round which the intensity vector circulates, gives for a
vortex at (x0 ,y0),

I x05S ]c

]y D
0

50, I y052S ]c

]x D
0

50, ~20!

and

~curl Ī !z0Þ0. ~21!

Substituting Eq.~16! in Eq. ~21! gives

vr0~nx08 ny09 2nx09 ny08 !Þ0

or

Unx08 nx09

ny08 ny09
UÞ0.

Substituting Eq.~11! in Eq. ~20! gives

nx08 p081nx09 p0950, ny08 p081ny09 p0950.

Since the matrix of coefficients of this homogeneous set of
linear algebraic equations forp08 andp09 is nonsingular, the
uniquesolution isp08 5 p09 5 0.

B. Isolated zero of velocity

Suppose an isolated zero of velocity occurs at (x0 ,y0).
Then Eq.~15! gives

S ]2c

]x2 D
0

S ]2c

]y2 D
0

2S ]2c

]x ]yD
0

2

52
1

4 H Fp08S ]ny8

]x D
0

1p09S ]ny9

]x D
0

G2

1Fp08S ]ny8

]y D
0

1p09S ]ny9

]y D
0

G2J ,0.

Hence there is a saddle point at (x0 ,y0). At this critical
point, Eq.~16! gives

~curl Ī !z052F S ]2c

]x2 D
0

1S ]2c

]y2 D
0

G50. ~22!

C. Isolated point at which the arguments of pressure
and velocity differ by an odd multiple of p/2

Several different situations can be considered.~1! p0 is
real andnx0, ny0 are imaginary.~2! p0 is imaginary andnx0,
ny0 are real.~3! Real and imaginary parts ofp0 andnx0, ny0
are nonzero. Since

arg p02arg n05tan21
p09

p08
2tan21

n09

n08

5tan21
p09n082p08n09

p09n091p08n08
.

Arg p02argn056odd multiple ofp/2 would just mean

p08nx08 1p09nx09 50, p08ny08 1p09ny09 50,

or

nx09

nx08
5

ny09

ny08
52

p08

p09
.

Hence in any of the three situations

nx08 ny09 2nx09 ny08 50,

and Eq.~15! gives

S ]2c

]x2 D
0

S ]2c

]y2 D
0

2S ]2c

]x]yD
0

2

52
1

4 H Fp08S ]nx8

]y D
0

1p09S ]nx9

]y D
0

G2

1Fp08S ]ny9

]y D
0

1p09S ]ny9

]y D
0

G2J ,0.

Here, (x0 ,y0) is a saddle point. At this critical point, Eq.
~16! gives
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~curl Ī !z052F S ]2c

]x2 D
0

1S ]2c

]y2 D
0

G50. ~23!

D. A combination of the two previous cases

For example, ny08 5ny09 50, [(]c/]x)050] and
p095nx08 50 while p08Þ0, nx09 Þ0, so that argp02argnx0
56p/2 [(]c/]y)050]. At such a critical point, by
Eq. ~15!,

S ]2c

]x2 D
0

S ]2c

]y2 D
0

2S ]2c

]x ]yD
0

2

52
1

4
p08F S ]nx8

]y D
0

2

1S ]ny8

]y D
0

2G,0.

Hence, there is a saddle point at (x0 ,y0). Equation~16! gives

~curl Ī !z052F S ]2c

]x2 D
0

1S ]2c

]y2 D
0

G50. ~24!

E. Streamlines at a saddle point

The procedure for velocity streamlines in
hydrodynamics12 can be followed and specialized to the
present case. Since (]c/]x)05(]c/]y)050 near (x0 ,y0),
by Taylor series expansion,

c5c01
1

2 F S ]2c

]x2 D
0

~x2x0!
212S ]2c

]x ]yD
0

~x2x0!

3~y2y0!1S ]2c

]y2 D
0

~y2y0!
2G .

Thenc5c0 is given by

a~x2x0!
212b~x2x0!~y2y0!1c~y2y0!

250, ~25!

where

a5S ]2c

]x2 D
0

, b5S ]2c

]x ]yD
0

, c5S ]2c

]y2 D
0

.

In all situations where a saddle point can occur, as described
in Secs. B, C, and D,c52a by Eqs.~22!, ~23!, and ~24!.
The cross term can be eliminated by transforming tox8, y8
coordinate: translating the origin to (x0 ,y0) and rotating an
anglea from the positivex axis,

x2x05x8 cosa2y8 sin a,
~26!

y2y05x8 sin a1y8 cosa,

wherea is given by

tan 2a5
2b

a2c
5
b

a
. ~27!

Substituting Eq.~26! in Eq. ~25! gives

x822y8250.

So x82y850 or x81y850. This shows that the two
branches of the streamline at the saddle point cross at right
angles.

F. Summary of results

A singular point is a vortex if and only if it is an isolated
zero of pressure. The vorticity is nonzero. A singular point is
a saddle point if it is an isolated zero of velocity, an isolated
point at which the phases of velocity and pressure differ by
odd multiples ofp/2 or a combination of the previous two
situations. The vorticity is zero. For these cases, at the saddle
point, two branches of the streamline cross at right angles. It
is clear that the previous generalization from examples that
the velocity vanishes at a saddle point6 is not necessarily
true.

IV. THE INDEX OF A CLOSED CURVE

The notion of the index of a singular point and the index
of a closed curve with respect to the intensity field can be
useful. Relevant material is summarized from Stoker.7 Simi-
lar material can be found in texts on differential equation.10

LetC be a simple closed curve not necessarily a stream-
line in the x, y plane, and assume thatC does not pass
through any singular point of the system in Eq.~3!. At each
intersection of C with a streamline, then Ī (x,y)
5I x(x,y) ī1I y(x,y) j̄ is a nonzero vector and has a definite
direction. The angle made by the field vector with the hori-
zontal isu5arctan„IY(x,y)/IX(x,y)…. On making one com-
plete circuit aroundC in the counterclockwise direction the
angleu changes by an amount 2p j , j being a positive or
negative integer~or zero! since the field vector returns to its
original position after completing the circuit. For example,
j521 means thatĪ makes one complete revolution in the
clockwise sense whenC is traversed once counterclockwise.

If C is small, only one singular point is enclosed by it,
and j is the index of the singular point. The index has the
same value for every curveC enclosing a given singular
point and no others. A regular point has the index 0, a vortex
has the index11, and a saddle point has the index21.

If C encloses more than one singular point,j is the
index of the closed curve. The index of a closed curve con-
taining a finite number of singular points is equal to the
algebraic sum of their indices. The sum of indices of all
singularities inside any closed streamline free of singularities
is 11. It follows that there must be at least one vortex inside
such a closed streamline. Furthermore the number of saddle
points must be one less than the number of vortices.

How some of these can be applied will be illustrated by
an example in a following section.

V. EXAMPLE

An example is taken from Ref. 5 for a pair of tangential
modes with the same frequency in phase quadrature. The
results of Sec. II can be applied using intensity or the stream
function. It is more convenient to apply the results of Sec. III
to obtain information directly from pressure and velocity as
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this example will show. Equal energy streamlines are shown
in Fig. 3 which corrects the figure in Ref. 5. ByI x and I y
given below, it is easy to see the directions on the stream-
lines should be reversed and the relative maxima and minima
of c interchanged.

The velocity potential is given by

f5cos
3px

A8
cos

py

A3
1 i cos

px

A8
cos

2py

A3
.

Then it follows that

p5vr0S cospx

A8
cos

2py

A3
2 i cos

3px

A8
cos

py

A3D ,
nx52

3p

A8
sin

3px

A8
cos

py

A3
2 i

p

A8
sin

px

A8
cos

2py

A3
,

ny52
p

A3
cos

3px

A8
sin

py

A3
2 i

2p

A3
cos

px

A8
sin

2py

A3
.

Further,

2I x
vr0

52
3p

A8
sin

3px

A8
cos

px

A8
cos

py

A3
cos

2py

A3

1
p

A8
sin

px

A8
cos

3px

A8
cos

py

A3
cos

2py

A3

52
p

2A8 S cos3py

A3
1cos

py

A3D
3S sin 4px

A8
12 sin

2px

A8 D ,

2I y
vr0

5
2p

A3
cos

3px

A8
cos

px

A8
sin

py

A3
cos

2py

A3

1
2p

A3
cos

px

A8
cos

3px

A8
cos

py

A3
sin

2py

A3

5
p

4A3 S cos4px

A8
1cos

2px

A8 D
3S sin 3py

A3
13 sin

py

A3D
and

c52
r0v

4A24 S sin 3py

A3
13 sin

py

A3D
3S sin 4px

A8
12 sin

2px

A8 D .
By taking derivatives it is easy to show thatc gives the
correctI x and I y .

Isolated zeros of pressure occur at~A8/6, )/4! ~A8/6,
3)/4! ~5A8/6, )/4!, and ~5A8/6, 3)/4!. At each of the
first two points,12r0v(nx08 ny09 2 nx09 ny08 ) 5 (3p2/8)r0v . 0
and there is a vortex withI circulating clockwise. At each of
the last two points,12r0v(nx08 ny09 2 nx09 ny08 ) 5 2(3p2/8)r0v
, 0 and there is a vortex withI circulating counterclockwise.

~A8/6, )/2! and ~5A8/6, )/2! are indicated byx in
Fig. 3. At each of these two points,ny08 5 ny09 5 0, nx08 5 0,
nx09 5 p/2A8, andp08 5 0. At the first,p08 5 2(A3/2)r0v
while at the second,p08 5 (A3/2)r0v. I y052(]c/]x)050
as a result ofny08 5 ny09 5 0 while I x05(]c/]y)050 because
the phases of pressure and velocity differ byp/2. These are
saddle points as discussed in part D of Sec. III. They are not

FIG. 3. Energy streamlines for the~3,1!, ~1,2! tangential modes across a rectangular duct. There are four vortex points and two saddle points. The1 and2
signs show maxima and minima of the stream function.
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zeros of velocity and have not been noted before. At each of
these saddle points, the development in part E of Sec. III can
be specialized with tan 2a50 anda50. The two branches of
the streamline through (x0 ,y0) near (x0 ,y0) are given by
y2y05x2x0 and y2y052(x2x0), and hence cross at
right angle near the saddle point, making angles ofp/4 and
3p/4 with the x axis. The streamlines at the two saddle
points were not plotted in Fig. 3, but the nearby streamlines
clearly indicate the correctness of the above description.

Alternatively, critical points ofc occur at~A8/6,)/4!,
~A8/6, 3)/4!, ~5A8/6, )/4!, and ~5A8/6, 3)/4!. At each
of the first two points.

S ]2c

]x2 D
0
S ]2c

]y2 D
0

2S ]2c

]x ]yD
0

2

5S 3p2

8
r0v D 2.0,

S ]2c

]x2 D
0

5
3p2

8
r0v.0,

andc has a relative minimum. At each of the last two points,

S ]2c

]x2 D
0
S ]2c

]y2 D
0

2S ]2c

]x ]yD
0

2

5S 2
3p2

8
r0v D 2.0,

S ]2c

]x2 D
0

52
3p2

8
r0v,0,

and c has a relative maximum. Critical points ofc occur
also at~A8/6,)/2! and~5A8/6,)/2!. At each of these two
points,

S ]2c

]x2 D
0

S ]2c

]y2 D
0

2S ]2c

]x ]yD
0

2

52S 3p2

8A2
r0v D 2,0

andc has neither a maximum nor a minimum. By applying
the results from Sec. II, the same conclusion on the type of
singular points can be reached as before.

It is also easy to show the points indicated byX in Fig.
3 are saddle points by the index of a singular point or the
index of a closed curve. Figure 4 shows a simple closed
curveC surrounding the point indicated byX. WhenC is
traversed once counterclockwise, the field vector makes one
complete revolution in the clockwise sense,j
521. The singular point is a saddle point. Alternatively,
inside a closed streamline such as the outermost one on the

left side in Fig. 3, the number of saddle points must be one
less than the number of vortices. Since there are two vortices
indicated by the minus signs, the singularity indicated by the
cross is a saddle point.

VI. SINGULAR POINT FOR A LINE SOURCE

The previous sections considered the singular point at
which the slope of the intensity streamline is not defined in a
sound field whereI is continuous and“–Ī50. Such a singu-
lar point occurs at a point of zero intensity. This section
considers the nature of the singular point of the streamlines
at the position of a simple discrete source, a line source of
cylindrical waves. The results are obvious but show how the
singular point of the streamlines can occur as a node at the
position of a discrete source at which the directionĪ is inde-
terminate. It is convenient to use the plane polar coordinates,
r andu, which are related to the rectangular coordinates,x
andy, by

x5r cosu, y5r sin u

and

r5~x21y2!1/2, u5tan21
y

x
.

For a line source at the origin, the acoustic pressure with
a time factoreiwt is given by~p. 58, Ref. 13!

p5AH0
~2!~kr !,

whereHn
(2)( ) is annth order Hankel function of the second

kind. It follows that

n r52
iA

rc
H1

~2!~kr !, nu50

and

I r5
1A12

prckr
, I u50.

Except atr50, the intensity vectors at all positions are in the
r direction. The intensity streamlines are straight lines di-
rected away from the line source. If it had been a sink at the
origin, the directions on the streamlines would be reversed
and directed toward the origin.I r is singular at the origin,
“–Ī50 is satisfied except at the origin.

The relation betweenc and Ī is

I r5
1

r

]c

]u
, I u52

]c

]r
.

For a line source at the origin, the solution is

c5
1A12

prck
u.

If c is to be a properly defined function on the plane,c must
have a single value at each point, andu is restricted, for
example, by2p,u<p. Each stream function can easily be
checked to give the correct intensity components by differ-
entiation. The level curves ofc for either kind of source are
given byu5constant. Since streamlines with different values
of c meet at the origin, it is a singularity of the energy flow.

FIG. 4. Index of singular point shown by cross.
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It is clear that the streamline at any point not the origin,
is described by the DE

dy

dx
5
y

x

or by its integral curve

y5cx,

wherec is any arbitrary constant. At the origin, the field of
directions is no longer uniquely defined. This is connected
with the fact that the origin is a singular point of the DE and
there are an infinite number of streamlines from the source.
The singular point of the DE at the origin is a node~p. 38,
Ref. 7!. The index of this singular point can be found easily
following the discussion in Sec. IV. By considering a closed
curve C surrounding the origin, it is easy to see that the
intensity vector makes one complete revolution in the coun-
terclockwise sense whenC is traversed once counterclock-
wise. The index isj51 ~p. 46, Ref. 7!.
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Acoustic radiation force on a spherical particle in a viscous
heat-conducting fluid. I. General formula
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The acoustic radiation force exerted by an axisymmetric sound field on a spherical particle is
calculated assuming that the surrounding fluid is viscous and heat conducting. The incident sound
field pressure amplitude is supposed to be small enough such that nonlinear effects like generation
of subharmonics do not occur. No restrictions are imposed on the particle size, which means that the
particle can be of an arbitrary radius with respect to the sound, viscous, and thermal wavelengths in
the surrounding fluid. The obtained formula for the radiation force is general in that it is applicable
to first, any axisymmetric sound field, such as a plane, traveling or standing wave and a spherical
wave, and, second, any of the following types of dispersed particles: a gas bubble, a liquid drop, a
rigid or elastic sphere, a spherical shell, etc. The force is expressed in terms of the linear scattering
coefficients to be determined by the particle type. Thus, to obtain the force on a specific particle the
problem of linear scattering for that particle must be solved. Problems of this sort are known not to
be mathematically difficult, but can be laborious enough if a particle at issue has a complicated
internal structure. The radiation forces on particles of most interest are examined in papers that
follow @J. Acoust. Soc. Am.101, 722–740~1997!#. © 1997 Acoustical Society of America.
@S0001-4966~97!00602-4#

PACS numbers: 43.25.Qp@MAB #

INTRODUCTION

The time-averaged force exerted by a sound field on a
spherical inclusion suspended in a fluid has been the subject
of a great deal of theoretical, numerical, and experimental
investigations,1–13detailed reviews of which and also discus-
sion of practical applications of the acoustic radiation forces
can be found, for example, in Refs. 14–18. In most of the
theoretical works the viscosity and heat conduction of the
surrounding fluid are assumed to be negligible. Results ob-
tained in those few works in which attempts have been made
to examine effects of dissipative mechanisms on radiation
forces~for review, see Refs. 19–21! cannot be considered to
be satisfactory from the standpoint of their generality, rigor,
and completeness, but they predict new interesting phenom-
ena. This fact prompted the present author to undertake a
study of his own, the strategic aim of which is to obtain an
analytical expression for the acoustic radiation force on a
spherical particle in a viscous heat-conducting fluid under
minimum restrictions imposed on parameters of this task. In
previous papers the present author19,20derived an expression
for the radiation force exerted by an axisymmetric sound
field on a spherical, rigid or compressible, particle immersed
in a viscous, but not heat-conducting, fluid~liquid or gas!. It
has been shown that in many cases of interest viscous effects
can drastically change the radiation force, so that the classic
theory developed for perfect fluids becomes quite inappli-
cable.

The present paper is the first part of a study that aims to
take into account both the viscosity of the surrounding fluid
and its heat conduction. In this paper, by extending an ap-
proach applied in the previous papers by the present
author,19,20 a general formula is deduced for the acoustic ra-
diation force exerted by an axisymmetric sound field on a

spherical particle suspended in a viscous heat-conducting
fluid. It is supposed that the particle radius is arbitrary with
respect to the sound, viscous, and thermal wavelengths in the
surrounding fluid which are, in turn, arbitrary relative to one
another. The fluid outside the particle is considered to be
either a liquid or a gas. As regards the medium inside the
particle, it is assumed that the particle may be a gas bubble,
a liquid drop, a rigid or elastic sphere, a spherical shell, etc.
In other words, the internal structure of the particle is as-
sumed to be arbitrary as well. The general formula for the
radiation force is expressed in terms of linear scattering co-
efficients to be determined by the type of a dispersed par-
ticle. Thus, to apply this formula to a given particle it is
necessary to solve the problem of linear scattering for that
particle and then substitute explicit expressions for the linear
scattering coefficients into the general formula. Problems of
this sort are not difficult mathematically yet can be laborious
if the internal structure of a particle under consideration is
complicated as is the case with a spherical shell or a gas
bubble coated by a thin liquid layer immiscible in the outer
liquid. The radiation forces on dispersed particles of most
interest~rigid spheres, gas bubbles, and liquid drops! will be
dealt with in detail in papers that follow.

I. PROBLEM FORMULATION

The motion of a viscous heat-conducting fluid is known
to be described by the following tensor equations:22

]

]t
~rv i !5

]

]xk
~s ik2rv ivk!, ~1!
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]r

]t
1

]

]xi
~rv i !50, ~2!

rTS ]s

]t
1v i

]s

]xi
D5~s ik1pd ik!

]v i
]xk

1
]

]xi
S k

]T

]xi
D , ~3!

in which sik is the stress tensor, given by

s ik52pd ik1hS ]v i
]xk

1
]vk
]xi

2
2

3

]v j
]xj

d ikD1j
]v j
]xj

d ik ,

~4!

v is the fluid velocity,r is the fluid density,T is the absolute
temperature,s is the specific entropy,p is the fluid pressure,
k is the thermal conductivity,h is the shear viscosity,j is the
bulk viscosity,dik is the Kronecker delta, and as usual sum-
mation over repeated indices is implied.

The set of tensor equations~1!–~3! contains five scalar
equations in seven unknowns. Therefore it is supplemented
with two thermodynamic relations:

dr5~g/c2!dp2ar dT, ~5!

ds5~cp /T!dT2~a/r!dp, ~6!

whereg is the ratio of specific heats,c is the sound speed,cp
is the specific heat at constant pressure, anda is the volume
thermal expansion coefficient of the fluid defined as
a52(1/r)(]r/]T)p .

Let us consider a spherical particle immersed in a fluid
whose motion is governed by Eqs.~1!–~6!. Suppose that the
particle is subject to an axisymmetric acoustic field, the pres-
sure amplitude of this field being so small that nonlinear
effects such as the erratic dancing of pulsating gas bubbles,
generation of subharmonics, etc.,23–25do not occur. Then, as
shown in Refs. 19 and 20, the acoustic radiation force on the
particle can be represented as follows:

Fi5E
S0

^s ik
~2!2r0v i

~1!vk
~1!&nk dS0 , ~7!

whereS0 is the particle surface at rest,r0 is the equilibrium
fluid density,n is the outward normal toS0, the superscript
( j ) ~j51,2! is used to denote quantities ofj th order in the
incident wave amplitude, and̂& means an average over the
incident wave period.

In a perfect fluid, the tensor̂sik
(2)& is known to be ex-

pressed in terms of quantities of first order only, which con-
siderably expedites calculating the radiation force. In order
to find this tensor in an imperfect fluid, one must solve the
time-averaged equations of the fluid motion with accuracy
up to the second-order terms in the incident wave amplitude.
Thus, to calculate the acoustic radiation force in a viscous
heat-conducting fluid, we must first solve Eqs.~1!–~6! in the
linear approximation and then, after having averaged them
over time, find their solutions in the second approximation.
That is what we are going to do in the following two sec-
tions.

II. SOLUTION OF THE LINEARIZED EQUATIONS

After linearizing and eliminatingr~1! ands~1! by use of
Eqs.~5! and ~6!, Eqs.~1!–~3! become

r0
]v~1!

]t
52“p~1!1h0¹v

~1!1~j01h0/3!“~“–v~1!!,

~8!

]p~1!

]t
5
c0
2r0
g0

S a0

]T~1!

]t
2“–v~1!D , ~9!

DT~1!2
1

x0

]T~1!

]t
52

a0T0
k0

]p~1!

]t
, ~10!

wherex0 is the thermal diffusivity defined asx05k0/~r0cp0!,
and the subscript 0 denotes the equilibrium conditions.

Both the incident sound field and the sound field scat-
tered by the particle must satisfy Eqs.~8!–~10!. Therefore, to
specify both the fields, it is necessary to find a general form
of solutions of the above equations. Suppose that the incident
sound field depends on time as exp~2ivt!, wherev is the
angular frequency. It follows that all the first-order quantities
must vary with time along similar lines. After taking this into
account and excludingp~1! by use of Eq.~9!, Eqs. ~8! and
~10! take the form

Dv~1!1S 131
j0
h0

1
ic0

2

g0vn0
D“~“–v~1!!1

iv

n0
v~1!

5
a0c0

2

g0n0
“T~1!, ~11!

DT~1!1
iv

g0x0
T~1!5

g021

a0x0g0
“–v~1!, ~12!

wheren05h0/r0 is the kinematic viscosity.
The velocityv~1! can be represented as26

v~1!5“w~1!1“3c~1!, ~13!

wherew~1! andc~1! are the scalar and vorticity velocity po-
tentials of first order, respectively. Substituting Eq.~13! into
Eqs.~11! and ~12!, one obtains two combined equations for
w~1! andT~1!:

~D1b1!w
~1!52

iva0

b3
T~1!, ~14!

~D1b2!T
~1!5

~12g0!b1

a0x0g0
w~1!, ~15!

in which

b15g0v
2/~c0

2b3!, ~16!

b25 iv~g01b321!/~x0b3g0!, ~17!

b3512 ivg0~j014h0/3!/~r0c0
2!, ~18!
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and an equation forc~1!:

~D1k3
2!c~1!50, ~19!

where k35(11 i )/dv is the viscous wave number, anddv
5 A2n0 /v is the depth of penetration of the viscous wave.
Note also that the quantitylv52p/Re (k3)52ṗdv ~where Re
denotes the real part! is called the viscous wavelength.

Let us start with solving Eqs.~14! and ~15!. We seek
their solutions in the form

w~1!5A exp~2 ivt ! f t , T~1!5B exp~2 ivt ! f t , ~20!

wheref t is the Laplacian eigenfunction corresponding to the
eigenvaluet, so that

D f t5t f t . ~21!

Substitution of Eq.~20! into Eqs.~14! and ~15! yields

b3~t1b1!A1 iva0B50,

~g021!b1A1a0x0g0~t1b2!B50. ~22!

This system has nonzero solutions only if its determinant is
equal to zero. By imposing such conditions, one finds an
equation for the eigenvalues

t21~b11b2!t1 ivb1 /~x0g0!50, ~23!

which yields

t1,252
1

2
~b11b2!F17A12

4ivb1

x0g0~b11b2!
2G , ~24!

wheret1 relates to the negative root, andt2 to the positive
one.

Using the first of equations~22! so as to expressB in
terms ofA, one obtains

w~1!5exp~2 ivt !~A1f t1
1A2f t2

!, ~25!

T~1!5
ib3

va0
exp~2 ivt !@~t11b1!A1f t1

1~t21b1!A2f t2
#,

~26!

whereA1 andA2 are arbitrary constants.
Now one must choose a specific form of the eigenfunc-

tions f t . Recall that in accordance with our assumption the
problem involved is axisymmetric about the direction of the
incident wave propagation. Therefore, forf t we take only the
axisymmetric Laplacian eigenfunctions which are known to
be written as follows:

f tn5zn~ iAtr !Pn~cosu!, n50,1,..., ~27!

wherezn is a spherical cylindrical function of ordern, Pn is
the Legendre polynomial of degreen, and r and u are the
coordinates of the spherical coordinate system~r ,u,«! whose
origin is at the equilibrium center of the particle and thez
axis ~the zero direction ofu! lies in the direction of the inci-
dent wave propagation. It is seen from Eq.~27! that there is
an infinite number of the eigenfunctions corresponding to the

same eigenvalue. It follows that solutions of Eqs.~14! and
~15! in the general case are written as

w~1!5e2 ivt(
n50

`

@A1nzn~k1r !1A2nzn~k2r !#Pn~cosu!,

~28!

T~1!5
ib3

va0
e2 ivt(

n50

`

@~b12k1
2!A1nzn~k1r !

1~b12k2
2!A2nzn~k2r !#Pn~cosu!, ~29!

wherek1,2
2 52t1,2.

The axisymmetric solution of Eq.~19! is well known.26

c~1!5e«e
2 ivt(

n51

`

Bnzn~k3r !Pn
1~cosu!, ~30!

wheree« is the unit vector of the spherical coordinate system
introduced above,Pn

1 is the associated Legendre polynomial
of the first order and degreen, andBn are arbitrary constants.

So, the general solutions of Eqs.~14!, ~15!, and ~19!
have been obtained, and now we must specialize them to the
incident field and the scattered field. Let us begin with the
former, denoting quantities that concern it by the subscriptI .
We assume the incident field to be irrotational, so that
cI
(1)[0. Further, the incident field should be finite atr50,

therefore we must substitute the spherical Bessel functionsj n
for the functionszn into Eqs.~28! and ~29!. This results in

w I
~1!5e2 ivt(

n50

`

@A1nj n~k1r !1A2nj n~k2r !#Pn~cosu!,

~31!

TI
~1!5

ib3

va0
e2 ivt(

n50

`

@~b12k1
2!A1nj n~k1r !

1~b12k2
2!A2nj n~k2r !#Pn~cosu!. ~32!

These equations describe the propagation of an axisymmetric
acoustic wave through a viscous heat-conducting fluid when
inclusions are absent. The constantsA1n andA2n are deter-
mined by the conditions of sound generation and are as-
sumed to be the given quantities in the present study. When
the heat conduction of the surrounding fluid is small it fol-
lows from Eqs.~16!–~18! and ~24! that k1 turns into kc
5v/(c0Ab3) and k2 into kt5(11 i )/d t , where d t
5A2x0 /v. The former is the wave number of sound waves
in a barotropic fluid. Sound waves of this kind are called
elastic or compressional since they arise due to the com-
pressibility of the fluid. Their phase speed is equal to about
c0. The quantitykt is the wave number of the so-called ther-
mal sound waves, anddt is referred to as the depth of pen-
etration of these waves. The thermal sound waves occur
through nonzero heat conduction of the fluid. Their speed
equals aboutvdt and is much less thanc0 in cases of interest.
Thus, we conclude that the first term between the brackets in
Eq. ~31! defines the elastic sound waves while the second
one defines the thermal sound waves. It is known that the
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thermal sound waves die down on passage through a fluid
much more than the elastic ones. Therefore, they can play a
distinct role only within a thin layer with the thickness of the
order of dt near the sound transducer. For simplicity, we
shall assume that the particle is placed at such a distance
from the sound transducer that the thermal component of the
incident sound field is negligible. Then, settingA2n equal to
zero and writingAn for A1n, instead of Eqs.~31! and ~32!
one obtains

w I
~1!5e2 ivt(

n50

`

Anj n~k1r !Pn~cosu!, ~33!

TI
~1!5

ib3~b12k1
2!

va0
w I

~1! . ~34!

These expressions are what will be considered as a general
form of the incident sound field in this paper.

Quantities that concern the scattered field will be de-
noted by the subscriptS. Since the scattered field is a diverg-
ing wave the functionszn in Eqs. ~28!–~30! should be re-
placed by the spherical Hankel functions of the first kind
hn
(1), which gives

wS
~1!5e2 ivt(

n50

`

An@a1nhn
~1!~k1r !

1a2nhn
~1!~k2r !#Pn~cosu!, ~35!

TS
~1!5

ib3

va0
e2 ivt(

n50

`

An@~b12k1
2!a1nhn

~1!~k1r !

1~b12k2
2!a2nhn

~1!~k2r !#Pn~cosu!, ~36!

cS
~1!5eee

2 ivt(
n51

`

a3nAnhn
~1!~k3r !Pn

1~cosu!, ~37!

wherea1n, a2n, anda3n are dimensionless constants, which
are usually referred to as the linear scattering coefficients, to
be determined by the boundary conditions at the particle sur-
face, namely, the conditions of continuity of the velocity,
stress, temperature, and heat flux. However, to apply these
conditions one must point out precisely which medium is
inside the particle: fluid or solid. Each of these cases will be
examined in detail in the following papers. As already men-
tioned, the purpose of the present paper is to derive a general
expression for the radiation force applicable to any type of
dispersed particles. Therefore we now consider the linear
scattering coefficients to be known and proceed to solving
the equations of second order.

III. SOLUTION OF THE TIME-AVERAGED EQUATIONS
OF SECOND ORDER

Such material parameters as viscosity, thermal conduc-
tivity, volume thermal expansion coefficient, etc. are tem-
perature dependent. However, they show generally a weak
dependence unless temperature varies over a very wide
range. Therefore we consider them here to be independent of

temperature. Note, however, that the technique developed in
Refs. 19 and 20 for solving the time-averaged equations of
the fluid motion and applied here allows the above depen-
dence to be taken into account if necessary.

By time averaging Eqs.~1!–~3! and keeping up to the
second order, we obtain

h0D^v~2!&1~j01h0/3!“~“–^v~2!& !2“^p~2!&

5r0^v
~1!~“–v~1!!1~v~1!

–“ !v~1!&, ~38!

“–^v~2!&52
1

r0
“–^r~1!v~1!&, ~39!

k0D^T~2!&5K ~r0T
~1!1T0r

~1!!
]s~1!

]t L
1r0T0^v

~1!
–“s~1!&2~j022h0/3!

3^~“–v~1!!2&2
h0

2 K S ]v i
~1!

]xk
1

]vk
~1!

]xi
D 2L , ~40!

wherer~1! ands~1! are defined by Eqs.~5! and ~6!.
One can see that Eq.~40!, which describes a stationary

temperature distribution in the fluid, is not related to Eqs.
~38! and~39!, which govern acoustic streaming. As the quan-
tity ^T~2!& in itself does not appear in the expression for the
radiation force there is no necessity to solve Eq.~40!.

The velocity^v~2!& can be represented as follows:

^v~2!&5^vI
~2!&1^vS

~2!&, ~41!

where^vI
(2)& is the fluid velocity as if the particle were ab-

sent, and̂vS
(2)& is the velocity of the acoustic streaming aris-

ing around the particle.
The velocity ^vI

(2)& satisfies Eqs.~38! and ~39! when
their right-hand sides only involve the incident field. The
fluid flow defined by this velocity gives rise to a steady force
on the particle that is an analogue of Stokes’ drag force. This
force, generally speaking, does not concern the acoustic ra-
diation force, but it should be taken into consideration when
the total force acting on the particle in a sound field is cal-
culated. We shall return to this point below.

The velocity^vS
(2)&, like v~1!, can be written as

^vS
~2!&5“F1“3C, ~42!

whereF andC are the scalar and vorticity velocity poten-
tials of the acoustic streaming, respectively. Note that in
view of the axial symmetry of the problem involvedC must
be of the following form:C5eef (r ,u), where f (r ,u) is a
certain function. It follows that“–C[0. Taking this fact
into account and substituting Eq.~42! into Eqs. ~38! and
~39!, we obtain, after some manipulation, equations forF
andC as

DF52
1

r0
“–^r~1!v~1!& IS1SS, ~43!
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DDC52
1

n0
“3^v~1!~“–v~1!!1~v~1!

–“ !v~1!& IS1SS,

~44!

where the subscriptIS1SS indicates that on the right-hand
sides of these equations the cross terms dependent on the
incident and scattered fields~the IS terms! and the terms
dependent only on the scattered field~theSS terms! are re-
tained while the terms that are expressed only through the
incident field~the II terms! are omitted.

Since a procedure of solving Eqs.~43! and ~44! is de-
scribed in detail in Refs. 19 and 20, we only present here the
final results:

F5 (
n50

`

Fn~r /R0!Pn~cosu!, ~45!

C5ee (
n51

`

Cn~r /R0!Pn
1~cosu!, ~46!

whereR0 is the particle radius~if the particle is compressible
R0 means its equilibrium radius!,

Fn~x!5x2~n11!@Kn~x,n12!2Cwn#2xn@Kn~x,12n!

2Kn~`,12n!#, ~47!

Cn~x!5
1

2~2n13!
$x2~n11!Nn~x,n13!2xn12@Nn~x,

2n!2Nn~`,2n!#%1
1

2~2n21!
$xn@Nn~x,2

2n!2Nn~`,22n!#2x12n@Nn~x,n11!

2Ccn#%, ~48!

Kn~x, j !5E
1

x

yjmn~y!dy, ~49!

Nn~x, j !5E
1

x

yj@x rn~y!1 jxun~y!#dy, ~50!

mn~r /R0!5
R0
2

2r0
E
0

p

“–^r~1!v~1!& IS1SS

3Pn~cosu!sin u du, ~51!

x rn~r /R0!5E
0

p

Wr~r /R,u!Pn~cosu!sin u du, ~52!

xun~r /R0!52
1

n~n11!

3E
0

p

Wu~r /R0 ,u!Pn
1~cosu!sin u du, ~53!

W~r /R0 ,u!5
R0
3

2n0
^v~1!~“–v~1!!1~v~1!

–“ !v~1!& IS1SS,

~54!

Cwn5
n~2n21!

2~n11!
Kn~`,12n!1

n~2n11!

4~2n13!
Nn~`,2n!

2
n

4
Nn~`,22n!1

~2n11!~n22!

2~n11!
an

1
n~2n11!

2
bn , ~55!

Ccn5~4n221!FNn~`,22n!

2~2n21!
2
Nn~`,2n!

2~2n11!

2
Kn~`,12n!1an

n11
2bnG , ~56!

an5E
0

p

Ur~R0 ,u!Pn~cosu!sin u du, ~57!

bn52
1

n~n11!
E
0

p

Uu~R0 ,u!Pn
1~cosu!sin u du, ~58!

U~r ,u!5
R0

2 K vI~2!2
1

v2

]v r
~1!

]t

]v~1!

]r L . ~59!

When Eqs.~45! and ~46! are substituted into Eq.~42! and
then into Eq.~38!, one obtains an expression for the acoustic
streaming pressurêpS

(2)& which is also required for calculat-
ing the radiation force:

^pS
~2!&52h0Q2~j0 /r014n0/3!“–^r~1!v~1!& IS1SS,

~60!

where

Q~r /R0 ,u!5
1

R0
2 (
n50

`

Qn~r /R0!Pn~cosu!, ~61!

Qn~x!5nx2~n11!@Nn~x,n11!2Ccn#

1~n11!xn@Nn~x,2n!2Nn~`,2n!#. ~62!

In this paper, the solutions of Eqs.~43! and ~44! are
represented in more compact form than in Refs. 19 and 20.
Therefore, to guard the readers against confusion, we draw
their attention to the fact that some of the designations used
here are other than in the above-mentioned papers. It should
also be noted that the expressions for the constantsCwn and
Ccn given by Eqs.~55!–~59! have been obtained assuming
that the particle is not moving in the second approximation.

IV. CALCULATION OF THE RADIATION FORCE

Now we have all that is needed for calculating the ra-
diation force. Substituting Eqs.~42! and ~45!–~62! into Eq.
~7!, after laborious but straightforward calculations one ob-
tains
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F56ph0ez~a112b1!13pR0ezE
R0

`

drE
0

p

sin u du

3$n0“–^r
~1!v~1!&cosu2r0~12R0

2/r 2!

3@^v r
~1!~ez–v

~1!!&1~r /2!sin ueu•^v
~1!~“–v~1!!

1~v~1!
–“ !v~1!&#% IS1SS ~63!

whereez is the unit vector in the direction of wave propaga-
tion. To complete the calculations, it only remains to substi-
tute the linear solutions from Sec. II into Eq.~63!. After
carrying out this operation, one finally obtains

F5Fr1Fd , ~64!

where F5F–ez is the total force~its magnitude including
sign to be exact! exerted by a sound field on a spherical
particle, andFr is just what is called the acoustic radiation
force, or the acoustic radiation pressure. It is defined by

Fr5
3

2
pr0(

n50

`
n11

~2n11!~2n13!

3~ZnAnAn11* 1Zn*An*An11!, ~65!

where

Zn5(
j51

3 S Fn
~0 j !a jn11* 1Fn

~ j0!a jn1 (
k51

3

Fn
~ jk !a jnakn11* D ,

~66!

and the functionsFn
( jk) are given in the Appendix.

As regardsFd , it is the drag force brought about by the
stationary fluid flow that is generated by the incident sound
field in the absence of the particle. This force is given by

Fd53ph0R0E
0

p K v Iz~2!2
1

v2

]v Ir
~1!

]t

]v Iz
~1!

]r L U
r5R0

sin u du

53ph0R0E
0

p

^v Iz
~2!&U

r5R0

sin u du23pr0ux1u2

3 (
n50

`
n11

~2n11!~2n13!

3ReH AnAn11*

x3
2 @x1* u j n8~x1!u

21x1u j n118 ~x1!u2#J ,
~67!

where the subscriptz denotes the projection on thez axis,
x15k1R0 , x35k3R0 , the prime denotes differentiation, and
Re signifies the real part of the expression which follows it.

In the previous papers by the present author,19–21 the
second term on the right-hand side of Eq.~67! was mistak-
enly attributed to the acoustic radiation force@see the termS9
in Eq. ~5.6! of Refs. 19 and 20 and in Eq.~5! of Ref. 21#. It
is seen from Eq.~67! that the above term depends on the
incident field only: it does not contain the coefficientsajn

which describe the scattered field. Therefore it should be

included as a component of the drag force but not the radia-
tion one. Note, however, that the total forceF is not changed
by such a movement.

V. RADIATION FORCE IN SOME SOUND FIELDS

In this section, we apply the general equations obtained
above to three sound fields of most interest, namely a plane
traveling wave, a plane standing wave, and a diverging
spherical wave, the thermal component of an incident wave
being supposed to be negligible as before.

A. Plane traveling wave

The plane traveling wave is specified by

w I tr
~1!5A exp~ ik1–r2 ivt !, ~68!

wherek15k1ez , and r is the position vector. By expanding
Eq. ~68! in the Legendre polynomials27 and comparing the
series obtained with Eq.~33!, one finds

An5A~2n11!i n. ~69!

Substitution of Eq.~69! into Eq. ~65! yields

Fr
~ tr!53pr0uAu2(

n50

`

~n11!Im~Zn!, ~70!

where Im denotes the imaginary part.
The part of the drag force that is given by the first term

on the right-hand side of Eq.~67! has been calculated in Ref.
19 @see Eq.~5.12! of that paper#. Using that result and sub-
stituting Eq.~69! into the second term on the right-hand side
of Eq. ~67!, one obtains

Fd
~ tr!52

3

2
pr0uAu2ux1u2~x11x1* !ix3

22Fsin~x12x1* !

x12x1*

2 (
n50

`

~n11!„u j n8~x1!u
21u j n118 ~x1!u2…G . ~71!

B. Plane standing wave

The plane standing wave is given by

w Ist
~1!5A cos~k1•r1k1d!exp~2 ivt !, ~72!

whered is the distance between the equilibrium center of the
particle and the nearest plane of the velocity nodes. By ex-
panding Eq.~72! in the Legendre polynomials27 and compar-
ing the series obtained with Eq.~33!, one finds

An5
1
2A~2n11!i n@eik1d1~21!ne2 ik1d#. ~73!

Substitution of Eq.~73! into Eq. ~65! results in

Fr
~st!5

3

2
pr0uAu2(

n50

`

~21!n11~n11!Re$Zn sin~2k1d!%.

~74!
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The first part of the drag force is given by Eq.~5.17! of
Ref. 19. Taking this into account and substituting Eq.~73!
into Eq. ~67!, one obtains

Fd
~st!5

3

4
pr0uAu2ux1u2x3

22H ~x11x1* !sin~k1d2k1* d!

3Fsin~x12x1* !

x12x1*
2 (

n50

`

~n11!~ u j n8~x1!u
2

1u j n118 ~x1!u2!G2~x12x1* !sin~k1d1k1* d!

3Fsin~x11x1* !

x11x1*
1 (

n50

`

~21!n~n11!

3„u j n8~x1!u
22u j n118 ~x1!u2…G J . ~75!

C. Diverging spherical wave

The diverging spherical wave is represented as

w Isph
~1! 5

A

k1r s
exp~ ik1r s2 ivt !, ~76!

where r s5ur su, and r s is the position vector whose origin
coincides with the point sound source. Expansion of Eq.~76!
at the particle surface into a series of the Legendre polyno-
mials yields27

w Isph
~1! 5 iAe2 ivt(

n50

`

~21!n~2n11!hn
~1!

3~k1l ! j n~k1r !Pn~cosu!, ~77!

wherel5ulu, andl is the vector drawn from the sound source
to the equilibrium center of the particle. By comparing Eq.
~77! with Eq. ~33!, one finds

An5 iA~21!n~2n11!hn
~1!~k1l !. ~78!

Substitution of Eq.~78! into Eq. ~65! results in

Fr
~sph!523pr0uAu2(

n50

`

~n11!Re$Znhn
~1!~k1l !

3@hn11
~1! ~k1l !#* %. ~79!

Making use of the expression for the first term on the
right-hand side of Eq.~67!, which has been derived in Ref.
21 @see Eqs.~16!–~20! of that paper#, and substituting Eq.
~78! into the second term, we have

Fd
~sph!523pr0uAu2ux1u2ix3

22

3ReH ~1/8!~k1l !
22ei ~k12k1* !l~L11 iL 21 iL 3L4

14x1 sin~x12x1* !/~x12x1* !!1 i(
n50

`

~n11!hn
~1!

3~k1l !@hn11
~1! ~k1l !#* ~x1* u j n8~x1!u

2

1x1u j n118 ~x1!u2!J , ~80!

where

L15~k11k1* !@~ l1R0!e
i ~x1*2x1!2~ l2R0!e

i ~x12x1* !#,
~81!

L25
l1R0

l2R0
ei ~x1*2x1!2

l2R0

l1R0
ei ~x12x1* !, ~82!

L35~R0 / l !@21~k1
22k1

2* !~ l 22R0
2!#, ~83!

L45E
21

1

~11R0y/ l !
21ei ~x12x1* !ydy. ~84!

VI. CONCLUSIONS

In this paper, a general expression has been derived for
the acoustic radiation force exerted by a sound field on a
spherical particle suspended in a viscous heat-conducting
fluid. Assumptions made in deriving this expression are as
follows:

~1! the incident sound field is axisymmetric;
~2! the sound pressure amplitude does not exceed a thresh-

old above which nonlinear effects like dancing motions
of pulsating gas bubbles start developing;

~3! the particle is at such a distance from the sound trans-
ducer that the thermal component of the incident field is
negligible;

~4! the viscosity, thermal conductivity, volume thermal ex-
pansion coefficient, etc., are temperature independent;

~5! the particle is immovable in the second approximation.

No restrictions have been imposed on the size and the
internal structure of the particle. In other words, it has been
assumed that the particle can have an arbitrary radius with
respect to the sound, viscous, and thermal wavelengths and
be of one of the following types: a gas bubble, a liquid drop,
a rigid or elastic sphere, a spherical shell, etc. The general
formula obtained is expressed in terms of the linear scatter-
ing coefficients. Therefore, in order to apply it to a specific
dispersed particle, one must solve the problem of linear scat-
tering for that particle. Solution of such problems is known
not to present great mathematical difficulties, yet can be la-
borious enough in some cases such as a gas bubble coated by
a thin liquid layer immiscible in the outer liquid. The acous-
tic radiation forces on dispersed particles of most interest
will be examined in detail in papers that follow.28,29
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APPENDIX: EXPRESSIONS FOR THE FUNCTIONS
Fn
(jk )

Below are given exact expressions for the functions
Fn
( jk), which hold for any values ofx1, x2, andx3:

Fn
~01!5 1

2@Xn
~11!~x1 ,x1!1Xn

~21!~x1,x1!#,

Fn
~02!5 1

2@Xn
~11!~x1 ,x2!1Xn

~21!~x1 ,x2!#,

Fn
~03!5 1

2@Yn
~110!~x1!1Yn

~210!~x1!#* ,

Fn
~10!5 1

2@Xn
~11!~x1 ,x1!1Xn

~12!~x1 ,x1!#,

Fn
~20!5 1

2@Xn
~11!~x2 ,x1!1Xn

~12!~x2 ,x1!#,

Fn
~30!5 1

2@Yn
~101!~x1!1Yn

~201!~x1!#,

Fn
~11!5Xn

~11!~x1 ,x1!, Fn
~21!5Xn

~11!~x2 ,x1!,

Fn
~12!5Xn

~11!~x1 ,x2!, Fn
~22!5Xn

~11!~x2 ,x2!,

Fn
~13!5@Yn

~110!~x1!#* , Fn
~23!5@Yn

~110!~x2!#* ,

Fn
~31!5Yn

~101!~x1!, Fn
~32!5Yn

~101!~x2!,

Fn
~33!5n~n12!$~n11!x3

2@Hn n11
~011! ~x3 ,x3!2Hn n11

~211!

3~x3 ,x3!#1 ix3
2@Hn11n

~011! ~x3 ,x3!2Hn11n
~211!

3~x3 ,x3!#1~n11!@hn
~1!~x3!~hn

~1!8~x3!!*

1~hn11
~1! ~x3!!* hn11

~1!8~x3!#%.

Herexj5kjR0 ( j51,2,3),

Xn
~kl !~x,y!5 1

2„ny
2*2~n12!x2…@Hn n11

~0kl ! ~x,y!2Hn n11
~2kl !

3~x,y!#1xy* @Hn11n
~0kl ! ~x,y!2Hn11n

~2kl ! ~x,y!#

1
y2*2x2

x3
2 @ny*Hnn

~1kl !~x,y!2xy*Hn11n
~0kl !

3~x,y!1~n12!xHn11n11
~1kl ! ~x,y!#

2
xy*

x3
2 @y* hn

~k!8~x!~hn
~ l !8~y!!*1xhn11

~k!8 ~x!

3~hn11
~ l !8 ~y!!* #, k,l51,2,

and

Yn
~ jkl !~x!5

n12k

2
$@~n11!x2*2~n12l !x3

2#@Hn1kn1 l
~01j ! ~x3 ,x!2Hn1kn1 l

~21j ! ~x3 ,x!#1x* x3
2@Hn1kn1k

~211j ! ~x3 ,x!2Hn1kn1k
~11j !

3~x3 ,x!#2x2* x3@Hn1 ln1 l
~211j ! ~x3 ,x!2Hn1 ln1 l

~11j ! ~x3 ,x!#12x* hn1 l
~1!8~x3!„hn1 l

~ j !8~x!…* %1~n12k!~21! l

3H x* x3@Hn1 ln1k
~01j ! ~x3 ,x!2Hn1 ln1k

~21j ! ~x3 ,x!#1
~n11!x2*

x3
2 hn1k

~1! ~x3!„hn1k
~ j !8 ~x!…*2

x2*

x3
2 @~n11!x*Hn1kn1k

~11j !

3~x3 ,x!2~n12l !x3Hn1 ln1 l
~11j ! ~x3 ,x!#J , j51,2, k,l50,1,

in which

Hnm
~ jkl !~x,y!5E

1

`

z2 jhn
~k!~xz!@hm

~ l !~yz!#* dz

5 (
p50

n

(
q50

m

Dpq
~nm!x2~p11!

3~y* !2~q11!Ep1q1 j12@ i ~21!kx

2 i ~21! l y* #dpq
~nm!~k,l !,

j521,0,1,2, k,l51,2,

Dpq
~nm!5

2 i n1m~n1p!! ~m1q!!

~2i !p1qp! ~n2p!!q! ~m2q!!
,

dpq
~nm!~1,1!5~21!n1p11,

dpq
~nm!~1,2!5~21!n1m1p1q,

dpq
~nm!~2,1!51, dpq

~nm!~2,2!5~21!m1q11,

hn
(k) is the spherical Hankel function of thekth kind,En(z) is
the integral exponent of ordern,27 and the prime denotes
differentiation.

For information, we present relations connecting the
functions Sjn , Hnm

( j ) (x,y), and Jnm
( j ) (x,y) introduced in the

previous papers by the author19–21 to the functionsFn
( jk) and

Hnm
( jkl )(x,y) used in this paper:

S1n52Fn
~11! , S2n52Fn

~33! , S3n52Fn
~13! ,
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S4n52Fn
~31! ,

S5n52Fn
~10! , S6n52Fn

~01! , S7n52Fn
~30! ,

S8n52Fn
~03! ,

Hnm
~ j ! ~x,y!5Hnm

~ j11!~x,y!,

Jnm
~ j ! ~x,y!5 1

2@Hnm
~ j11!~x,y!1Hnm

~ j12!~x,y!#.
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Acoustic radiation force on a spherical particle in a viscous
heat-conducting fluid. II. Force on a rigid sphere

Alexander A. Doinikov
Institute of Nuclear Problems, Bobruiskaya 11, 220050 Minsk, Byelorussia
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The general expression derived in Part I of this study@J. Acoust. Soc. Am.101, 713–721~1997!#
for the acoustic radiation force on a spherical particle immersed in a viscous heat-conducting fluid
is applied here to the case of a rigid sphere. Three types of incident sound field are considered: a
plane traveling wave, a plane standing wave, and a diverging spherical wave. To demonstrate
dissipative effects on the force clearly, for each of these fields two limiting cases of interest are
investigated. In the first of these, the sphere radius is assumed to be large compared with the viscous
and thermal wavelengths in the surrounding fluid and the thermal wavelength inside the sphere. In
the second case, the sphere radius is assumed to be small compared with the above wavelengths. In
addition, in both cases, it is assumed that the sound wavelength is much larger than the above
parameters. Since viscous effects have been examined in earlier papers by the present author, in this
paper, the main attention is given to thermal effects. It is shown that these can drastically change the
radiation force, resulting in, for example, the movement of light spheres both from the sound source
and to it in a plane traveling wave and levitation in a diverging spherical wave. ©1997 Acoustical
Society of America.@S0001-4966~97!00702-9#

PACS numbers: 43.25.Qp@MAB #

INTRODUCTION

When the compressibility of a dispersed particle is much
smaller than that of the surrounding fluid the particle can be
assumed to be rigid. As a result, one need not solve the
equations of motion for the medium inside the particle and
calculation of the radiation force is substantially simplified.
In spite of its explicit abstraction, the model of a rigid body
is quite sufficient for many applications since, as shown by
Hasegawa and Yosioka,1–3 the elasticity of dispersed par-
ticles of solid material such as steel, brass, silica, etc., mani-
fests itself only when the particle size is of the order of, or
more than, the sound wavelength, which is not often met
with in practice, except perhaps in determining the absolute
acoustic intensity by the radiation force method.

The acoustic radiation force on a rigid sphere was first
calculated by King4 who considered the surrounding fluid to
be ideal. Later various aspects of the problem were theo-
retically investigated by Embleton,5,6 Maidanik and
Westervelt,7 Olsen et al.,8 Nyborg,9 and Hasegawa and
collaborators.1,10–14Like King, all these authors considered
the surrounding fluid to be perfect and neglected the heat
conduction of the sphere. There are a number of experimen-
tal investigations which showed that the theory developed
for perfect fluids is in good agreement with experimental
measurements of the radiation forces on solid spheres~see,
for example, Refs. 1–3 and 15–19!. It is, however, only
natural that the imperfect behavior of the surrounding fluid
did not manifest itself in the above-mentioned experiments.
It will be shown in this paper that in a plane standing wave
field, which was used in Rudnick16 and Leunget al.’s19 ex-
periments, and in a diverging spherical wave field, which
was used by Embleton,15 the imperfect behavior of the sur-
rounding fluid begins to play an important role only when
the sphere radiusR0 is small compared with the depth of

penetration of the viscous wavedv . This was not the case in
the experiments listed above, in which the magnitude of
R0/dv exceeded 9, 98, and 19, respectively. In a plane trav-
eling wave field, the imperfect behavior of the surrounding
fluid can manifest itself even when the ratio ofR0 to dv
or/and to the depth of penetration of the thermal wavedt
exceeds unity provided that the excess is not too large. But in
the experiments of Hasegawa and collaborators1–3,17,18who
studied sound fields of this sort, the magnitudes ofR0/dv and
R0/d t exceeded 2000 and 5000, respectively.

Judging by the existing literature, there are no special
experiments on studying viscous and thermal effects on the
acoustic radiation forces. We are only aware of one
experiment20 in which an anomalous behavior of dispersed
particles in a plane standing wave field was observed: heavy
particles, i.e., those denser than the surrounding fluid, moved
to the nodes of the fluid velocity but not to the antinodes as
expected in accordance with the theory of the acoustic radia-
tion forces in perfect fluids. It is of interest to note that the
magnitude ofR0/dv was about within a range of 0.08–8.6 in
that experiment.

Attempts to evaluate the radiation force experienced by
a rigid sphere in an imperfect fluid were made by several
researchers.21–26The detailed analysis of their work is given
in Ref. 27 and therefore will not be repeated here. Note only
that, the common and most important demerit of all those
papers is the absence of generality and rigor similar to those
of the theory for perfect fluids.

In previous papers the present author27,28 examined the
radiation force on a rigid sphere assuming the surrounding
fluid to be viscous but not heat conducting. For example, it
has been shown that taking the viscosity into account allows
one to explain the anomalous behavior of heavy particles
observed by Avetisyanet al.20 in the case when they used
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glycerin as the host fluid. In the present paper, on the basis of
the general theory developed in Part I,29 the radiation force
on a rigid sphere is investigated assuming that the surround-
ing fluid is both viscous and heat conducting. Since the gen-
eral formula for the radiation force derived in Part I is ex-
pressed in terms of the linear scattering coefficients, which
depend on the internal structure of a particle considered, Sec.
I of the present paper is devoted to calculating these coeffi-
cients for the case of a rigid sphere. In Sec. II, the radiation
force is calculated for three types of incident sound field: a
plane traveling wave, a plane standing wave, and a diverging
spherical wave. To demonstrate dissipative effects clearly,
for each of these sound fields two limiting cases are exam-
ined that allow the expressions for the radiation forces to be
considerably simplified. In Sec. III, for completeness of ex-
position, expressions for the radiation forces on a fixed
sphere are presented, calculations being performed for the
same sound fields and limiting cases as in Sec. II. Finally, in
Sec. IV a summary of the results obtained in this paper is
given.

I. CALCULATION OF THE LINEAR SCATTERING
COEFFICIENTS

As already mentioned, the general formula derived in
Part I for the radiation force on a spherical object is ex-
pressed in terms of the linear scattering coefficientsa1n, a2n,
and a3n which identify the linear scattered field from the
object. In the case of a rigid sphere, these coefficients are
calculated by making use of the following boundary condi-
tions:

vI
~1!1vS

~1!5u~1! at r5R0 , ~1!

TI
~1!1TS

~1!5T̃~1! at r5R0 , ~2!

k0

]

]r
~TI

~1!1TS
~1!!5k̃0

]T̃~1!

]r
at r5R0 , ~3!

where u~1! is the first-order translational velocity of the
sphere, the tilde denotes quantities that concern the medium
inside the sphere, and the other symbols are the same as in
Part I. Note also that the equilibrium temperature of the
sphereT̃0 is assumed to be equal to that of the surrounding
fluid T0. The boundary conditions are supplemented with the
equation of the translational motion of the sphere which in
linear approximation is written as

4

3
pR0

3r̃0

dui
~1!

dt
5E

S0

s ik
~1!nk dS, ~4!

and an equation describing heat propagation inside the
sphere for which we take the well-known Fourier equation:

]T̃~1!

]t
5x̃0DT̃

~1!. ~5!

Substituting Eqs.~33!–~37! from Part I into Eq.~4!, one
obtains foru~1!

u~1!5~A1lr /R0!eze
2 ivt@ j 1~x1!1a11h1

~1!~x1!

1a21h1
~1!~x2!12a31h1

~1!~x3!#, ~6!

wherelr5r0/r̃0, xj5kjR0 , andk1, k2, andk3 are defined in
Part I.

Axisymmetric solution of Eq.~5!, which is also required
to be finite atr50 and to oscillate at the driving frequency, is
given by

T̃~1!5e2 ivt(
n50

`

ãnAnj n~ k̃2r !Pn~cosu!, ~7!

wherek̃25(11 i )/ d̃ t , d̃ t 5 A2x̃0 /v, andãn are dimension-
less constants to be determined by the boundary conditions.

Substituting Eqs.~6! and~7! and also Eqs.~33!–~37! of
Part I into Eqs.~1!–~3! and eliminatingãn , one obtains a set
of three simultaneous equations ina1n, a2n, anda3n:

ai ja jn5bi , i , j51,2,3, ~8!

where

a115~12lrd1n!nhn
~1!~x1!2x1hn11

~1! ~x1!,

a125~12lrd1n!nhn
~1!~x2!2x2hn11

~1! ~x2!,

a135n~n11!~12lrd1n!hn
~1!~x3!,

a215~12lrd1n!hn
~1!~x1!,

a225~12lrd1n!hn
~1!~x2!,

a235~12lrd1n!~n11!hn
~1!~x3!2x3hn11

~1! ~x3!,

a315~12nqn!hn
~1!~x1!1qnx1hn11

~1! ~x1!, ~9!

a325
b12k2

2

b12k1
2 @~12nqn!hn

~1!~x2!1qnx2hn11
~1! ~x2!#,

a3350,

b15x1 j n11~x1!2~12lrd1n!n jn~x1!,

b25~lrd1n21! j n~x1!,

b35~nqn21! j n~x1!2qnx1 j n11~x1!,

qn5lk j n~ x̃2!/@n jn~ x̃2!2 x̃2 j n11~ x̃2!#,

lk5k0/k̃0, x̃25 k̃2R0 , b1 is given by Eq.~16! of Part I, and
as usual summation over repeated indices is implied.

Solutions of Eq.~8! are written as

a1n5@a13~b2a322b3a22!2a23~b1a322b3a12!#/D,
~10!

a2n5@a13~b3a212b2a31!2a23~b3a112b1a31!#/D,
~11!
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a3n5@b1~a21a322a31a22!2b2~a11a322a31a12!

1b3~a11a222a21a12!#/D, ~12!

in which

D5a13~a21a322a31a22!2a23~a11a322a12a31!. ~13!

The explicit expressions forajn are extremely cumbersome
and therefore are not presented here.

II. RADIATION FORCE IN THE LIMIT OF LONG
SOUND WAVELENGTH

The expression for the radiation force in the general case
is too complicated and does not allow us to see clearly ef-
fects due to the imperfect behavior of the fluid and the ma-
terial inside the sphere. For this reason, we consider in this
section the limit of long sound wavelength by which one

means the limiting case where the sound wavelength is much
larger than the sphere radius and also the viscous and thermal
wavelengths. The expression for the radiation force is sub-
stantially simplified under such conditions. Besides, the
above limit is of most interest for applications.

In the limit of long sound wavelength, the main contri-
bution to the radiation force, given by Eq.~65! of Part I,
comes from terms for whichn50, 1. Calculation of these
terms requires the linear scattering coefficientsajn for which
n50,1,2 and the functionsFn

( jk) ~see the Appendix of Part I!
for which n50,1. The expressions forajn in the limit in-
volved are given in Appendix A and forFn

( jk) in Appendix B.
When these expressions are substituted into Eq.~66! of Part
I and only the leading terms inx1 are retained, we obtain for
Z0 andZ1

Z0522x1
3~11x3

2!/~9x3
2!12ix1

3g1 /~3x2!12x1
3g2~326x32x3

2!/91
x1
3x3g2
3x2

2 @x2
213g1~12 ix2!#

3@x3„f 2~x3!2 f 4~x3!…13„f 3~x3!2 f 5~x3!…#1
x1
3g1g2
3x2

2 $2x2
22 ix2x3

22~313x31x3
2!

3@x3
2f 3~2 ix2!22ix2f 4~2 ix2!1~22x3

2! f 5~2 ix2!#1@3x3
22/~x32 ix2!#@ ix2x3

4~x32 ix2! f 1~x32 ix2!2x3
3~x3

22x2
2

23ix2x3! f 2~x32 ix2!2x3~3x3
312ix2

32x2
2x31x2

2x3
31 ix2x3

4! f 3~x32 ix2!2~2ix2
322x2

2x313ix2x3
41x2

2x3
32x3

5!

3 f 4~x32 ix2!1~2x2
22x2

2x3
213x3

4! f 5~x32 ix2!#%, ~14!

Z152
2x1

3

9x3
22

x1
3g2*

45~11x3!
$301~30124i !x31~20124i !x3

2110x3
31~15215ix325x3

2!@x3f 3~x3!16 f 4~x3!

2~x326/x3! f 5~x3!26 f 6~x3!26 f 7~x3!/x3#13~15115x316x3
21x3

3!@ f 4~x3* !1 i f 5~x3* !/x32 f 6~x3* !2 i f 7~x3* !/x3#

17.5@~3i21!x3f 2~x31x3* !1~8i210! f 3~x31x3* !2„181~3i21!x3…f 4~x31x3* !

2„9~11 i !/x31~8i210!x3…f 5~x31x3* !118f 6~x31x3* !19~11 i ! f 7~x31x3* !/x3#%, ~15!

where

g15~g021!/~11q02 iq0x2!, ~16!

g25~12lr!/@9lr~11x3!1~21lr!x3
2#, ~17!

f n~z!5z exp~z!En~z!, n51,2,...,7, ~18!

andEn(z) is the integral exponent of ordern.30

We consider below three types of incident sound field
which are of most interest for acoustic applications: a plane
traveling wave, a plane standing wave, and a diverging
spherical wave.

A. Plane traveling wave

In the limit of long sound wavelength, from Eqs.~70!
and ~71! of Part I one has, respectively,

Fr
~ tr!53pr0uAu2 Im$Z012Z1%, ~19!

Fd
~ tr!52pr0uAu2~vR0 /c0!

3~dv /R0!
2. ~20!

One can see that the expression forFr
(tr) still is too compli-

cated. Therefore we consider below two limiting cases that
allow further simplifications.

1. zx1z!zx2z21,zx3z21,zx̃2z21!1

This condition describes the case where the sound wave-
length is much larger than the sphere radius which is, in turn,
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large compared with the viscous and thermal wavelengths in
the surrounding fluid and the thermal wavelength inside the
sphere yet not so large as to consider the latter wavelengths
to be negligible. Passing to this limit in Eqs.~14!–~18!, one
finds

Z052
2~vR0 /c0!

3

3~21lr!
F11

~12 i !~12lr!2

21lr

dv

R0

2
~11 i !~g021!~21lr!

2~11lkd̃ t /d t!

d t

R0
G , ~21!

Z15
2~12lr!~vR0 /c0!

3

9~21lr! F11
3~11 i !~12lr!

21lr

dv
R0

G .
~22!

Substitution of Eqs.~21! and ~22! into Eq. ~19! yields

Fr
~tr!52pr0uAu2S vR0

c0
D 3F3S 12lr

21lr
D 2 dv

R0

1
g021

2~11lkd̃ t /d t!

d t

R0
G . ~23!

Comparison of Eq.~20! with Eq. ~23! shows that the drag
force can be neglected in this limiting case.

King,4 who considered the surrounding fluid to be per-
fect, derived the following formula for the radiation force
exerted by a plane traveling wave on a rigid sphere in the
long sound wavelength limit:

FK
~tr!52pr0uAu2S vR0

c0
D 6 912~12lr!2

9~21lr!2
. ~24!

Note that the assumption of the ideality of the fluid and the
sphere material has the same effect as the condition
ux2u

21,ux3u
21,ux̃2u

21!ux1u!1. By comparing Eq.~24! with
Eq. ~23!, one can see that the imperfect behavior of the sys-
tem involved, when it is no longer negligible~or, more ex-
actly, when the condition entitling this subsection is valid!,
results in a substantial increase of the radiation force.

2. zx1z!zx2z,zx3z,zx̃2z!1

This condition corresponds to the case where the sphere
radius is small compared with the viscous and thermal wave-
lengths in the fluid and the thermal wavelength inside the
sphere which, as before, remain small compared with the
sound wavelength. In this limit, from Eqs.~14!–~18! one
obtains

Z05
2

9 S vR0

c0
D 3F idv22R0

2 1
124lr

3lr
2

~11 i !~12lr!

lr

R0

dv

1
~12 i !~g021!d t

lkd̃ t

R0

d̃ t
G , ~25!

Z15
2

9 S vR0

c0
D 3F idv22R0

22
12lr

3lr
1
3~12 i !~12lr!

5lr

R0

dv
G .
~26!

Substitution of Eqs.~25! and ~26! into Eq. ~19! results in

Fr
~tr!5pr0uAu2S vR0

c0
D 3F S dv

R0
D 22 22~12lr!

15lr

R0

dv

2
2~g021!d t

3lkd̃ t

R0

d̃ t
G . ~27!

It can be seen that the drag force is now equal and opposite
to the leading term of the radiation force. As a result, the
total force on the sphere becomes

F tr52
2

3
pr0uAu2S vR0

c0
D 3F11~12lr!

5lr

R0

dv

1
~g021!d t

lkd̃ t

R0

d̃ t
G . ~28!

Equation~28! shows that heavy spheres for whichlr,1 are
urged away toward the sound transducer while light ones for
which lr.1 can be forced away both from the sound trans-
ducer and toward it depending on whether the first or the
second of the two terms between the square brackets of Eq.
~28! is dominant. It should be emphasized that this distin-
guishing feature of light spheres is brought out as a result of
the heat conduction being taken into account.

B. Plane standing wave

From Eq.~74! of Part I, one has

Fr
~st!5 3

2pr0uAu2 sin~2vd/c0!Re$2Z12Z0%. ~29!

From Eq.~75! of Part I it follows that the magnitude of the
drag forceFd

~st! is of the higher order inx1 than that of
Fr

~st! , and hence the drag force can be neglected.
Let us consider the same limiting cases as before.

1. zx1z!zx2z21,zx3z21,zx̃2z21!1

Upon substitution of Eqs.~21! and ~22! into Eq. ~29!,
one finds

Fr
~st!5pr0uAu2 sinS 2vd

c0
D S vR0

c0
D 3F 522lr

3~21lr!

13S 12lr

21lr
D 2 dv

R0

2
g021

2~11lkd̃ t /d t!

d t

R0
G . ~30!

The first term in the square brackets of Eq.~30! corresponds
to the expression obtained by King4 for the radiation force in
a perfect fluid. We see that accounting for viscosity and heat
conduction only gives rise to small corrections to King’s
formula, these corrections being opposite in sign.
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2. zx1z!zx2z,zx3z,zx̃2z!1

Substitution of Eqs.~25! and ~26! into Eq. ~29! yields

Fr
~st!5pr0uAu2 sinS 2vd

c0
D S vR0

c0
D 3F2lr21

3lr

1
11~12lr!

15lr

R0

dv
2

~g021!d t

3lkd̃ t

R0

d̃ t
G . ~31!

The first term in the square brackets of Eq.~31! has been
derived in Ref. 27 where the surrounding fluid was consid-
ered to be viscous but not heat conducting. It can be seen
from Eq.~31! that accounting for heat conduction only gives
a small correction to the leading term caused by viscosity.

C. Diverging spherical wave

From Eqs.~79! and ~80! of Part I, one finds, respec-
tively,

Fr
~sph!523pr0uAu2t25 Re$Z0t

2~11 i t!

12Z1~312t21 i t3!%, ~32!

Fd
~sph!52pr0uAu2~vR0 /c0!

3t22~dv /R0!
2. ~33!

It will be recalled thatt5v l /c0 in which l is the distance
between the equilibrium center of the sphere and the point
source of sound.

1. zx1z!zx2z21,zx3z21,zx̃2z21!1

Upon substitution of Eqs.~21! and ~22! into Eq. ~32!,
one obtains

Fr
~sph!5 2

3pr0uAu2~vR0 /c0!
3@M1t

251M2t
23

1M3t
22#, ~34!

where

M1522B~11Bdv /R0!, ~35!

M2512B2B2
dv

R0

2
3~g021!

2~11lkd̃ t /d t!

d t

R0

, ~36!

M35B2
dv

R0

1
3~g021!

2~11lkd̃ t /d t!

d t

R0

, ~37!

B53~12lr!/~21lr!. ~38!

First of all, note that comparison of Eq.~33! with Eq. ~34!
shows that the drag force can be neglected in this limiting
case. By comparing Eqs.~34!–~38! with the corresponding
equations obtained in Ref. 28 for a viscous but not heat-
conducting fluid@see Eqs.~31!–~35! of that paper#, we con-
clude that in the limit involved the heat conduction most
appreciably manifests itself in the case of spheres for which
lr,

1
4. As shown in Ref. 28, spheres of this sort experience a

force of attraction~i.e., the radiation force directed to the
sound source! in the vicinity of the sound source and a force

of repulsion~i.e., the radiation force directed away from the
sound source! when l is so large that the third term in the
square brackets of Eq.~34! becomes dominant. From Eq.
~37! it follows that accounting for heat conduction leads to
an enhancement of the magnitude of the aforementioned
term and hence to the reduction of the extent of the attraction
region as compared with the case of a nonheatconducting
fluid.

2. zx1z!zx2z,zx3z,zx̃2z!1

Substitution of Eqs.~25! and~26! into Eq.~32! results in

Fr
~sph!5

2

3
pr0uAu2S vR0

c0
D 3HG1t

251G2t
23

1FG31
3

2 S dv
R0

D 2Gt22J , ~39!

where

G152~12lr!@129R0 /~5dv!#/lr , ~40!

G25
1

lr

2
7~12lr!

5lr

R0

dv
2

~g021!d t

lkd̃ t

R0

d̃ t

, ~41!

G352
11~12lr!

5lr

R0

dv
2

~g021!d t

lkd̃ t

R0

d̃ t

. ~42!

One can see from comparison of Eq.~39! with Eq. ~33! that,
in this case, the drag force is no longer negligible so that the
total force on the sphere is written as

Fsph5~2/3!pr0uAu2~vR0 /c0!
3@G1t

251G2t
23

1G3t
22#. ~43!

From Eqs.~40!–~42! it follows that for lr,1, G1 ,G2.0
whileG3,0. Hence, according to Eq.~43!, heavy spheres for
whichlr,1 are acted on by a repulsive force when placed in
the vicinity of the sound source. While at large distances
from the sound source such that the third term in the square
brackets of Eq.~43! is dominant, these spheres are subjected
to an attractive force. Since repulsion changes to attraction
but not vice versa, the heavy spheres can be levitated by a
diverging spherical wave as is the case with a plane standing
wave. This curious result was first obtained in Ref. 28. From
Eq. ~42! it follows that the heat conduction reduces the dis-
tance between a levitated sphere and the sound source since
it increases the magnitude of the third term in the square
brackets of Eq.~43!.

In the case of light spheres for whichlr.1, G1,0 and
G2.0. As regardsG3, its value can be both positive and
negative according to whether the first or the second of the
two terms in Eq.~42! is larger in magnitude. If the first term
is larger than the second one, thenG3.0 and, as follows
from Eq. ~43!, near the sound source there is a region of
attraction while far from it there is a region of repulsion.
Thus, there are no stable states and levitation is impossible.
If, however, the second term predominates over the first one,
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thenG3,0 and as the distance from the sound source in-
creases the attraction first changes to repulsion@when the
second term in the square brackets of Eq.~43! becomes
dominant# and then the repulsion again turns into attraction
@when the third term in the square brackets of Eq.~43! be-
gins to predominate#. Thus, in this case, there are states of
stable equilibrium and hence the light spheres, like the heavy
ones, can be levitated by a diverging spherical wave. It
should be emphasized that this effect comes to light only
because the heat conduction of the system is taken into ac-
count.

III. RADIATION FORCE ON A FIXED SPHERE

Up to here, we assumed a sphere to be free to move. In
this section, for completeness of exposition, we present ex-
pressions for the radiation force on a fixed rigid sphere; we
consider the same sound fields and the same limiting cases as
in Sec. II.

A. Limiting case zx 1z!zx 2z
21,zx 3z

21,zx̃ 2z
21!1

In this limit, the radiation force on a fixed sphere is
readily found from appropriate formulas for a mobile sphere
by settinglr50.

For a plane traveling wave, from Eq. ~23! one has

Fr
~ tr!5pr0uAu2S vR0

c0
D 3S 3dv

2R0

1
g021

11lkd̃ t /d t

d t

R0
D . ~44!

For a plane standing wave, from Eq. ~30! one obtains

Fr
~st!5

p

2
r0uAu2 sinS 2vd

c0
D S vR0

c0
D 3

3S 531
3dv
2R0

2
g021

11lkd̃ t /d t

d t
R0

D . ~45!

Finally, for a diverging spherical wave, from Eq. ~34! one
finds

Fr
~sph!5 2

3pr0uAu2~vR0 /c0!
3

3~M1 ft
251M2 ft

231M3 ft
22!, ~46!

where

M1 f523@113dv /~2R0!#, ~47!

M2 f52
1

2
2
9dv

4R0

2
3~g021!

2~11lkd̃ t /d t!

d t

R0

, ~48!

M3 f5
9dv

4R0

1
3~g021!

2~11lkd̃ t /d t!

d t

R0

. ~49!

The drag force is negligible in all these cases.

B. Limiting case zx 1z!zx 2z,zx3z,zx̃2z!1

Settinglr50 in Eqs.~14!–~18! and then passing to the
limit ux2u,ux3u,ux̃2u!1, one obtains

Z05~vR0 /c0!
3~126x3!/~9x3

2!, ~50!

Z15~vR0 /c0!
3~1112ix3/5!/~9x3

2!. ~51!

Substituting Eqs.~50! and ~51! into Eq. ~19! and using Eq.
~20!, for the radiation and total forces ina plane traveling
waveone obtains

Fr
~ tr!52pr0uAu2S vR0

c0
D 3S dv

2

2R0
22

9dv
5R0

D , ~52!

F tr52pr0uAu2S vR0

c0
D 3S 3dv

2

2R0
22

9dv
5R0

D . ~53!

For a plane standing wave, from Eq. ~29! one has

Fr
~st!5Fst

50.9pr0uAu2~vR0 /c0!
3~dv /R0!sin~2vd/c0!.

~54!

Finally, substituting Eqs.~50! and ~51! into Eq. ~32! and
using Eq.~33!, for a diverging spherical waveone finds

Fr
~sph!52pr0uAu2S vR0

c0
D 3F12dv5R0

t251
3dv
5R0

t23

1S dv
2

2R0
22

9dv
5R0

D t22G , ~55!

Fsph52pr0uAu2S vR0

c0
D 3F12dv5R0

t251
3dv
5R0

t23

1S 3dv
2

2R0
22

9dv
5R0

D t22G . ~56!

Comparison of Eqs.~53!, ~54!, and~56! with Eqs.~28!, ~31!,
and ~43! shows that for all the three sound fields the total
force on a fixed sphere is much larger than that on a mobile
sphere. It is also of interest to note that in this limiting case
thermal effects do not contribute to the leading terms of the
radiation forces.

IV. CONCLUSIONS

In this paper, by use of the general theory developed in
Part I of our study, we have examined the acoustic radiation
force exerted by a sound field on a rigid sphere immersed in
a viscous heat-conducting fluid. We have considered three
types of incident sound field: a plane traveling wave, a plane
standing wave, and a diverging spherical wave. To demon-
strate clearly effects due to the imperfect behavior of the
surrounding fluid and the material inside the sphere for each
of these sound fields two limiting cases of interest have been
investigated. In both cases, the sound wavelength was as-
sumed to be much larger than the sphere radius, the viscous
and thermal wavelengths in the surrounding fluid, and the
thermal wavelength inside the sphere. In addition, in the first
case, the sphere radius was assumed to be large compared
with the three latter wavelengths, and in the second case, it
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was assumed to be small compared with them. Since the
influence of viscosity on the radiation force was studied in
detail in earlier papers by the present author,27,28 in this pa-
per, emphasis was on effects caused by heat conduction. It
was found that for a plane standing wave the thermal effects
only give rise to small corrections while in two other sound
fields they result in a substantial refinement of the expression
for the radiation force, especially in the second of the con-
sidered limiting cases. Taking the thermal mechanisms into
account allowed one to ascertain that light spheres subject to

a plane traveling wave can be urged away by the radiation
force both from the sound source and toward it and levitated
by a diverging spherical wave. This latter result is likely to
be of special interest for applications.
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APPENDIX A: EXPRESSIONS FOR THE LINEAR SCATTERING COEFFICIENTS ajn (j51,2,3;n50,1,2) IN THE
LIMIT OF LONG SOUND WAVELENGTH

a1052
ix1

3

3 F11
3~g021!~12 ix2!

x2
2~11q02 iq0x2!

G , a205
ix1

2~g021!exp~2 ix2!

x2~11q02 iq0x2!
, a3052exp~2 ix3!,

a115
ix1

3~12lr!~12 ix32x3
2/3!

9lr~12 ix3!2~21lr!x3
2 , a215

ix1
3~g021!exp~2 ix2!$@112lr1q1~225lr!#~12 ix3!1~lrq121!x3

2%

@~112q1!~12 ix2!2q1x2
2#@9lr~12 ix3!2~21lr!x3

2#
,

a315
ix1x3

2~12lr!exp~2 ix3!

9lr~12 ix3!2~21lr!x3
2 , a125

2ix1
5~15215ix326x3

21 ix3
3!

135x3
2~ ix321!

,

a225
ix1

4x2~g021!exp~2 ix2!@626ix323x3
21 ix3

316q2~323ix32x3
2!#

9x3
2~ ix321!@323ix22x2

21q2~929ix224x2
21 ix2

3!#
, a325

ix1
2x3

9~ ix321!
exp~2 ix3!.

Note that in the long sound wavelength limitx1'vR0/c0
andx2'(11 i )R0/d t .

APPENDIX B: EXPRESSIONS FOR THE FUNCTIONS
Fn
(jk ) (n50,1) IN THE LIMIT OF LONG SOUND

WAVELENGTH

F0
~01!52i ~12x3

2!/~3x3
2!, F1

~01!52i ~1425x3
2!/~15x3

2!,

F0
~02!52

2ix1
2~11x22x3

2!

3x2
2x3

2 exp~2x2!,

F1
~02!52

x1~212x21x3
2!

3x2x3
2 exp~2x2!,

F0
~03!5

2ix1
2~11x322x3

2!

3x3
4 exp~2x3!,

F1
~03!52

2x1~11x3!

x3
3 exp~2x3!,

F0
~10!522i ~11x3

2!/~3x3
2!,

F1
~10!522i ~1415x3

2!/~15x3
2!,

F0
~11!524/~x1

3x3
2!, F1

~11!5281/~x1
5x3

2!,

F0
~12!5

1

x1
@~11x2

2/x3
2!E3~x2!1~2x2 /x3

2!E4~x2!

2~122/x3
2!E5~x2!#1~414x21x2

22x2
3!

3exp~2x2!/~x1x2
2x3

2!,

F1
~12!5

i

2x1
2x2

@x2
2E3~x2!1x2~914x2

2/x3
2!E4~x2!1~9

122x2
2/x3

22x2
2!E5~x2!29~126/x3

2!@x2E6~x2!

1E7~x2!##2
i exp~2x2!

x1
2x2

3x3
2 ~81281ix2232x2

2

15ix2
322x2

4!,

F0
~13!5

1

x1
@x3E2~x3!13E3~x3!2x3E4~x3!23E5~x3!#

22 exp~2x3!~212x31x3
21x3

3!/~x1x3
4!,

F1
~13!5

3i

x1
2x3

@x3
2E3~x3!16x3E4~x3!1~62x3

2!E5~x3!

26x3E6~x3!26E7~x3!#26i exp~2x3!

3~27127x3111x3
212x3

31x3
4!/~x1

2x3
5!,

F0
~20!522ix1~12 ix21x3

2!exp~ ix2!/~3x2x3
2!,

F1
~20!52x1

2~28i128x2212ix2
2110ix3

2

13x2x3
2!exp~ ix2!/~15x2

2x3
2!,

F0
~21!52~x2 /x1

2!@E3~2 ix2!2~2ix2 /x3
2!E4~2 ix2!

2~122/x3
2!E5~2 ix2!#22~222ix22x2

2!

3exp~ ix2!/~x1
2x2x3

2!,
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F1
~21!5

9

2x1
3 @ ix2E4~2 ix2!2~122x2

2/x3
2!E5~2 ix2!1~126/x3

2!@E7~2 ix2!2 ix2E6~2 ix2!##

2
9 exp~ ix2!

x1
3x2

2x3
2 ~929ix224x2

21 ix2
3!,

F0
~22!5X0

~11!~x2 ,x2!, F1
~22!5X1

~11!~x2 ,x2!,

F1
~23!5@Y1

~110!~x2!#* ,

F0
~23!52~x21 ix3!E1~x32 ix2!1~x3

22x2
223ix2x3!E2~x32 ix2!/~x2x3!1~3x3

312ix2
32x2

2x31x2
2x3

31 ix2x3
4!

3E3~x32 ix2!/~x2x3
3!1~2ix2

322x2
2x313ix2x3

41x2
2x3

32x3
5!E4~x32 ix2!/~x2x3

4!1~2x2
21x2

2x3
223x3

4!

3E5~x32 ix2!/~x2x3
4!12i ~11x3!~2i12x22 ix2

21 ix3
21x2x3

2!exp~ ix22x3!/~x2x3
4!,

F0
~30!50, F1

~30!52x1
2~14i114x31 ix3

2!exp~ ix3!/~15x3
4!,

F1
~31!5

9

2x1
3 @ ix3E4~x3* !2E5~x3* !2 ix3E6~x3* !1E7~x3* !#29i ~9i19x324ix3

22x3
3!exp~ ix3!/~x1

3x3
4!,

F0
~31!50, F0

~32!50, F1
~32!5Y1

~101!~x2!, F0
~33!50,

F1
~33!53ix3

23@~112i !x3
3E2~x31x3* !1~9i21!x3

2E3~x31x3* !1„9~ i21!x32~112i !x3
3
…E4~x31x3* !2„91~9i21!x3

2
…

3E5~x31x3* !29~ i21!x3E6~x31x3* !19E7~x31x3* !#16x3
27 exp~ ix32x3!@27i127~11 i !x31~272 i !x3

2

1~8210i !x3
32~113i !x3

4#.

Explicit expressions for the functionsF0
~22! , F1

~22! , F1
~23! , and

F1
~32! , which are extremely cumbersome, are not given here

for the following reason. These functions are independent of
x1, therefore the order of the contribution that they give to
the radiation force is completely determined by the order in
x1 of the linear scattering coefficientsajn corresponding to
the above functions. The analysis of these coefficients shows
that the contribution from the above functions is negligible in
comparison with that from other terms. Thus, the functions
listed above are not required for calculating the radiation
force in the limit of long sound wavelength.
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Acoustic radiation force on a spherical particle in a viscous
heat-conducting fluid. III. Force on a liquid drop
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Institute of Nuclear Problems, Bobruiskaya 11, 220050 Minsk, Byelorussia
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The general expression derived in Part I of this work@J. Acoust. Soc. Am.101, 713–721~1997!# for
the acoustic radiation force exerted by a sound field on a spherical particle in a viscous
heat-conducting fluid is applied here to a liquid drop. To demonstrate dissipative effects clearly, two
limiting cases are studied. In both cases, the sound wavelength is taken to be much larger than other
characteristic parameters of the system, such as the drop radius and the viscous, and thermal
wavelengths both outside and inside the drop. Within this assumption, two reverse situations are
considered, in the first of which the dissipative effects are assumed to be weak, and in the second,
to be strong. For each of these two cases, three types of incident wave are dealt with: a plane
traveling wave, a plane standing wave, and a diverging spherical wave. Emphasis is given to the
thermal effects on the radiation force. These are found to be greatest in the traveling and spherical
waves, while in the standing wave, for both limiting cases, the thermal effects only give rise to small
corrections to the leading terms due to compressibility and viscosity. ©1997 Acoustical Society
of America.@S0001-4966~97!00802-3#

PACS numbers: 43.25.Qp@MAB #

INTRODUCTION

This paper is an extension of an earlier work by the
present author1 in which heat conduction has been neglected.
In addition, the present paper considers three types of inci-
dent field, a plane traveling wave, a plane standing wave, and
a diverging spherical wave, whereas in the previous paper
only the first two waves have been dealt with.

There are a number of papers containing detailed re-
views of the acoustic radiation forces on various objects,
liquid drops included~see, for example, Refs. 2–5!. There-
fore only the most important, ‘‘classical,’’ works will be
mentioned here, primarily for the purpose of comparing their
predictions with ours. One such work is by Yosioka and
Kawasima,6 who first calculated the acoustic radiation force
on a compressible sphere of arbitrary radius containing an
ideal fluid and surrounded by an ideal fluid. Their results, for
the limiting case of a sphere much smaller than the wave-
length of an incident sound field, were repeated by Gor’kov7

who applied a different, rather elegant, approach and also
considered spherical waves in addition to plane traveling and
standing waves, which Yosioka and Kawasima’s analysis is
restricted to. For the same limiting case of a small sphere,
Crum2 obtained theoretically and then investigated experi-
mentally the radiation force exerted on a liquid droplet by a
stationary sound wave. In deriving the theoretical formula
for the force, he used a very simple method that is the as-
similation of two independent approaches, namely, of Ny-
borg’s approach,8 who considered rigid spheres, and Eller’s
approach,9 who dealt with air bubbles. It is very interesting
that despite such a purely mechanical integration of these
two different approaches the resulting expression obtained
by Crum is in complete agreement with the previous much
more rigorous approaches of Yosioka and Kawasima6 and
Gor’kov.7

Although the neglect of viscosity and heat conduction is

a rather strong abstraction, Yosioka and Kawasima’s theory,6

as well as the less general results of the other authors,2,7 is in
good agreement with experimental observations, especially
those related to acoustic levitation of liquid drops in a stand-
ing sound wave field~see, for example, Refs. 2 and 10–15!.
It is, however, not surprising if it is taken into consideration
that in these experiments driving frequencies and drop sizes
are such that viscosity and heat effects are negligible as far
as the radiation pressure is concerned. The imperfect behav-
ior of the outer and inner media of a drop involved is known
and can be ignored when the wavelengths of viscous and
thermal waves both outside and inside the drop are much
smaller than the radius of the drop. It is such a situation that
takes place in the above-mentioned experiments. However, a
situation where one or both of these wavelengths are compa-
rable with, or even much larger than, the drop radius is a
quite realistic one, even in low-viscosity cases like a water
drop in air. This can be easily illustrated by specific ex-
amples, taking a driving frequency of a few kilohertz and a
drop radius of a few microns. In such a situation, the main
contribution to the radiation force is shown by the present
calculations to come from viscosity and heat conduction but
not from terms obtained by Yosioka and Kawasima6 and
Gor’kov,7 which result from compressibility alone. In the
case of a plane traveling wave, this can occur even when the
viscous and thermal wavelengths are small compared with
the drop radius.

I. CALCULATION OF THE LINEAR SCATTERING
COEFFICIENTS

Recall that the general formula obtained in Part I of this
work16 for the radiation force is expressed in terms of the
linear scattering coefficients which specify the linear scat-
tered field from a particle under consideration. Thus, in the
present paper these coefficients must be calculated to fit the
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case of a liquid drop. Assume that the medium inside the
drop is a viscous heat-conducting liquid. Then its linear mo-
tion is bound to be governed by equations similar in form to
Eqs.~35!–~37! of Part I. We should only replace the spheri-
cal Hankel functionshn

(1) by the spherical Bessel functionsj n
~since the sound and heat fields inside the drop must be finite
at r50! and the quantities associated with the host fluid by
those associated with the drop liquid. This results in

ṽ~1!5“w̃~1!1“–c̃~1!, ~1!

where

w̃~1!5e2 ivt(
n50

`

An@ã1nj n~ k̃1r !

1ã2nj n~ k̃2r !#Pn~cosu!, ~2!

c̃~1!5e«e
2 ivt(

n51

`

ã3nAnj n~ k̃3r !Pn
1~cosu!, ~3!

and

T̃~1!5
i b̃3

vã0
e2 ivt(

n50

`

An@~ b̃12 k̃ 1
2!ã1nj n~ k̃1r !

1~ b̃12 k̃ 2
2!ã2nj n~ k̃2r !#Pn~cosu!. ~4!

The tilde denotes quantities that concern the drop liquid. The
dimensionless coefficientsã jn , like the linear scattering co-
efficientsajn , shall be determined from the boundary condi-
tions at the drop surface. These are given by

v r
~1!5 ṽ r

~1! , ~5!

vu
~1!5 ṽ u

~1! , ~6!

s rr
~1!2pst2p05s̃ rr

~1!2 p̃0 , ~7!

s ru
~1!5s̃ ru

~1! , ~8!

T~1!5T̃~1!, ~9!

k0

]T~1!

]r
5k̃0

]T̃~1!

]r
, ~10!

putting r equal to the mean drop radiusR0. Here,v r
(1) and

vu
~1! are ther - andu-components of the total velocity of the

host fluid defined asv~1!5vI
(1)1vS

(1) , s rr
(1) and sru

(1) are the
spherical components of the stress tensor given by Eq.~4! of
Part I,p0 is the equilibrium pressure in the host fluid,pst is
the pressure of surface tension,T~1! is the total change in the
temperature of the host fluid, given byT(1)5TI

(1)1TS
(1) ~the

equilibrium temperatureT0 of the host fluid is assumed to be
equal to that of the drop liquidT̃0!, and the other symbols are
the same as in Part I. As before, quantities associated with
the drop are denoted by the tilde. Equations~5! and ~6! are
the boundary condition of continuity of the fluid velocity
across the drop surface, Eqs.~7! and ~8! are that of stress,
and Eqs.~9! and~10! are those of temperature and heat flux,
respectively. Before applying Eqs.~5!–~10!, some prelimi-
naries should be fulfilled. First of all, an equation forpst is
wanted. Writing the perturbed surface of the drop as

R~u,t !5R01X~u,t !, ~11!

where

X~u,t !5e2 ivt(
n50

`

XnPn~cosu!, ~12!

one has forpst
4

pst5sR0
22S 2R01e2 ivt(

n50

`

~n21!~n12!XnPn~cosu!D ,
~13!

wheres is the surface tension, and theXn can be found by
using the following obvious equality:

ṽ r
~1!ur5R0

5
]R~u,t !

]t
5

]X~u,t !

]t
. ~14!

Substituting Eqs.~1!–~3! and~12! into Eq. ~14!, one obtains

Xn5
iAn

vR0
@ x̃1 j n8~ x̃1!ã1n1 x̃2 j n8~ x̃2!ã2n

1n~n11! j n~ x̃3!ã3n#, ~15!

wherex̃ j5 k̃ jR0 ~j51,2,3!, andj n8( x̃ j ) 5 d jn( x̃ j )/dx̃j .
This form of Eqs.~7! and ~8! is not a convenient form,

and we now recast these equations for the benefit of subse-
quent calculations. We begin with Eq.~7!. By using the well-
known formulas for the spherical components of the stress
tensor in a viscous fluid,17 one obtains

s rr
~1!52p~1!12h0

]v r
~1!

]r
1~j022h0/3!“–v~1!, ~16!

wherep~1! is the perturbed pressure in the host fluid, which is
determined by Eq.~9! of Part I, and the subscript 0 denotes
the equilibrium conditions as before. Taking into consider-
ation that quantities of first order varies with time as
exp~2ivt!, one finds from Eq.~9! of Part I

p~1!52 ic0
2r0~ iva0T

~1!1“–v~1!!/~vg0!. ~17!

Furthermore, by using the formula for the divergence of a
vector in spherical coordinates,18 ]v r

(1)/]r can be written as

]v r
~1!

]r
5“–v~1!2

2

r
v r

~1!2
1

r sin u

]

]u
~vu

~1! sin u!. ~18!

Substituting Eqs.~17! and ~18! into Eq. ~16! and using Eqs.
~13!, ~14!, ~16!, and~18! of Part I, one has

s rr
~1!52 ivr0w

~1!22h0F2r v r~1!

1
1

r sin u

]

]u
~vu

~1! sin u!G . ~19!

A similar expression holds fors̃ rr
(1). Upon substitution of the

latter along with Eq.~19! into Eq. ~7! and the use of Eq.~5!
and the fact that, in view of Eq.~6!,

]

]u
~vu

~1! sin u!5
]

]u
~ ṽu

~1! sin u! at r5R0 , ~20!

one obtains the following result:
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w̃~1!2
r0
r̃0

w~1!1
2R0~ h̃02h0!

h̃0x̃ 3
2

3F2v r~1!1
1

sin u

]

]u
~vu

~1! sin u!G
5~p02 p̃01pst!/~ ivr̃0! at r5R0 . ~21!

We now rearrange Eq.~8!. The componentsru
(1) is given

by17

s ru
~1!5h0S 1r ]v r

~1!

]u
1

]vu
~1!

]r
2
vu

~1!

r D . ~22!

With the aid of the formula for the curl ofv~1! in spherical
coordinates,18 one obtains

]vu
~1!

]r
5~“3v~1!!«2

vu
~1!

r
1
1

r

]v r
~1!

]u
. ~23!

Using Eqs. ~13! and ~19! of Part I and the fact that
“–c~1!50, one has

“3v~1!5“3~“3c~1!!52Dc~1!5k3
2c~1!. ~24!

Substituting Eq.~24! into Eq.~23! and then Eq.~23! into Eq.
~22!, one finds

s ru
~1!5h0Fk32c~1!1S 2r D ]v r

~1!

]u
2
2vu

~1!

r G , ~25!

where c~1!5c~1!
–e« . Upon substitution of Eq.~25! along

with a similar expression fors̃ ru
(1) into Eq. ~8! and the use of

Eq. ~6! and the equality

]v r
~1!

]u
5

] ṽ r
~1!

]u
at r5R0 , ~26!

which results from Eq.~5!, one finally obtains

c̃~1!2
r0
r̃0

c~1!1
2R0~ h̃02h0!

h̃0x̃ 3
2 S ]v r

~1!

]u
2vu

~1!D 50

at r5R0. ~27!

Although they appear much more cumbersome, Eqs.~21!
and ~27! are more convenient in practical calculations than
Eqs.~7! and ~8!.

Now we can employ the boundary conditions. Substitut-
ing Eqs.~1!–~4!, ~13!, ~15!, and Eqs.~33!–~37! from Part I
into Eqs.~5!, ~6!, ~9!, ~10!, ~21!, and~27! and eliminating the
ã jn , which are not required for calculating the radiation
force, we obtain three combined equations in the unknowns
ajn :

ai1
~n!a1n1ai2

~n!a2n1ai3
~n!a3n5bi

~n! , i51,2,3. ~28!

Inasmuch as the quantitiesai j
(n) andbi

(n) are rather cumber-
some, they are given in Appendix A. Note that forn50 only
the first two equations should be retained in Eq.~28! since
a30[0. Except for extremely unwieldy expressions forajn ,
solving Eq.~28! presents no problems, and hence our goal
can be regarded to be achieved. By substitutingan from Eq.

~28! into appropriate equations of Part I, the radiation force
on a liquid drop can be calculated for any parameters of the
system involved. We would like, however, to show effects of
viscosity and heat conduction on the radiation force more
dramatically, for which purpose we consider in the next sec-
tion some limiting cases. These allow considerable simplifi-
cations and are of immediate interest for applications.

II. RADIATION FORCE IN SOME LIMITING CASES

In this section, the wavelength of the incident sound
field is assumed to be much larger than the drop radius, the
viscous wavelength, and the thermal wavelength both out-
side and inside the drop (ux1u,ux̃1u!1,ux2u,ux̃2u,ux3u,ux̃3u). In
this limit, the main contribution to the radiation force, which
is given by Eq.~65! of Part I, comes from the first two terms
of that formula, so that the radiation force is represented as
follows:

Fr5pr0 Re~Z0A0A1*1 2
5Z1A1A2* !, ~29!

whereZ0 andZ1 are given by Eq.~66! of Part I to be

Zn5(
j51

3 S Fn
~0 j !a jn11* 1Fn

~ j0!a jn1 (
k51

3

Fn
~ jk !a jnakn11* D .

~30!

The quantitiesFn
( jk) are presented in the Appendix of Part I.

It is seen that for calculatingZ0 and Z1 we needajn for
which n50,1,2 andFn

( jk) for which n50,1. Expressions for
the first quantities in the limit of long sound wavelength are
given in Appendix B of this paper, and those for the second
quantities have been obtained in Part II and are presented in
Appendix B of that paper.19 Under close examination of the
above expressions it is seen thatZ0 andZ1 can be reduced to

Z05a10~F0
~10!1a11* F0

~11!1a31* F0
~13!!

1a20~F0
~20!1a11* F0

~21!1a31* F0
~23!!

1a11* F0
~01!1a31* F0

~03!1O~x1
5!, ~31!

Z15a11~F1
~10!1a12* F1

~11!1a32* F1
~13!!1a31~F1

~30!

1a12* F1
~31!1a32* F1

~33!!1a32* F1
~03!1O~x1

5!, ~32!

where only leading terms inx1, which are proportional tox1
3,

are retained. However, if we calculateZ0 andZ1 by Eqs.~31!
and ~32! and substitute them into Eq.~29!, the resulting ex-
pression for the radiation force still will be too complicated.
Therefore, remaining within the limit of long sound wave-
length, we consider below two limiting cases that allow fur-
ther simplifications. In the first of these, the drop radius is
assumed to be large compared with the viscous and thermal
wavelengths both outside and inside the drop, so that the
following inequality holds:ux1u,ux̃1u!1!ux2u,ux̃2u,ux3u,ux̃3u
In other words, viscous and heat effects are treated as weak
in this case. In the second case, on the contrary, these effects
are assumed to be strong, such that the drop radius is small
compared with the above wavelengths both outside and in-
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side the drop:ux1u,ux̃1u!1!ux2u,ux̃2u,ux3u,ux̃3. For each of
these limiting cases, three types of incident wave are studied:
a plane traveling wave, a plane standing wave, and a diverg-
ing spherical wave.

A. Weak dissipative effects:
zx 1z,zx̃ 1z!1!zx 2z,zx̃ 2z,zx 3z,zx̃ 3z

Expressions forajn andFn
( jk) required for calculatingZ0

and Z1 in this limit are given with necessary accuracy in
Appendix C. Substituting them into Eqs.~31! and ~32!, one
has

Z05
2

9
S vR0

c0
D 3S r0c0

2

r̃0c̃ 0
2
2

3

21lr

2
dv

R0

Zv*1
d t

R0

ZtD ,
~33!

Z15
2

9 S vR0

c0
D 3S 12lr

21lr
1

dv
R0

ZvD , ~34!

where

Zv53S 12lr

21lr
D 2~11 i !@11lrdv / d̃v12lhd̃v /R012~lhd̃v /R0!

2#12ilrlhdv /R0

~11lrdv / d̃v1lhd̃v /R0!
21~lhd̃v /R0!

2
, ~35!

Zt5
3~11 i !@~g021!r̃0c̃ 0

22la~g̃021!r0c0
2#~lad t

22lkd̃ t
2!

2r̃0c̃ 0
2lad t~d t1lkd̃ t!

, ~36!

lr5r0/r̃0, lh5h0/h̃0, la5a0/ã0, lk5k0/k̃0, dv
5 A2h0 /(r0v) is the depth of penetration of the viscous
wave in the host fluid,d t 5 A2x0 /v is that of the thermal
wave, andd̃v ,d̃ t are similar quantities in the drop liquid. It
follows from the inequality heading this subsection that
dv ,d̃v ,d t ,d̃ t!R0 . Thus, Eqs.~33! and ~34! are accurate up
to the first order of smallness. Furthermore, we have re-
mained in Eq.~35! terms containing the productlh( d̃v/R0)
because these can be essential whenh0@h̃0. Let us consider
how the liquid drop behaves in various sound fields.

1. Plane traveling wave

The radiation force exerted by a plane traveling wave is
given by Eq.~70! of Part I. Substitution of Eqs.~33! and~34!
into that formula yields

Fr
~ tr!52pr0uAu2S vR0

c0
D 3F dv

R0
Im~Zv!1

d t
3R0

Im~Zt!G .
~37!

First of all, let us compare Eq.~37! with the corresponding
formula of Yosioka and Kawasima@see Eq.~58! of Ref. 6#:

FY&K
~tr! 52pr0uAu2

~vR0 /c0!
6

~21lr!2 F S 12
lrc0

2~21lr!

3c̃ 0
2 D 2

1
2

9
~12lr!2G . ~38!

Recall that this latter formula has been derived on the as-
sumption that media both outside and inside the drop are
ideal. It should be understood that both these expressions,
Eqs. ~37! and ~38!, are terms of a unified one that is the
expansion of the radiation force inx1. Equation~38! is the
leading term when viscosity and heat conduction are zero,
while Eq.~37! is that when viscosity and heat conduction are
small but still finite. By comparing Eq.~37! with Eq. ~38!,
we can evaluate when Eq.~37! begins to predominate. This
occurs when (vR0/c0)

3!dv/R0!1 and/or (vR0/c0)
3

!d t/R0!1. As a result of these conditions, an interesting
problem arises. Consider a typical case, such as a drop of
immiscible liquid in water. For water one hasr051000
kg/m3, c051485 m/s,h051023 Pa s,x051.431027 m2/s. Let
us take characteristic values forR0 and the driving frequency
f , say, R0550 mm and f525 kHz. Then one obtains
(vR0/c0)'5.331023 @accordingly, (vR0/c0)

3'1.531027#,
dv/R0'0.07, andd t/R0'0.03. It is seen that the above con-
ditions are satisfied. Even though we increaseR0 by a factor
of 10, they will still hold. It follows that in the majority of
cases the radiation force exerted by plane traveling waves on
liquid drops must be determined by Eq.~37! but not Eq.~38!.
If this is the case, then the magnitude of the radiation force
should be much larger than that is predicted by Yosioka and
Kawasima’s theory.6 To verify this conclusion, experimental
measurements of the radiation force on liquid drops in plane
traveling waves are required. As far as we are aware there
are no such measurements.

Let us now consider Eq.~37! itself. This is seen to con-
sist of two parts. The first is due to viscosity. It was first
obtained in Ref. 1, except for the corrections likelhd̃v/R0 .
The second is caused by heat conduction. Unlike the viscous
term which is always positive, the thermal one can be, in
principle, of any sign. As for the magnitudes of these terms,
specific examples show those are of the same order. To il-
lustrate this, consider, for instance, a benzene drop in water.
The data for water, which were given above, should be
supplemented witha052.131024 K21, k050.58 J/~smK!,
andg051.007. For benzene similar physical parameters are
r̃05880 kg/m3, c̃051321 m/s, h̃056.531024 Pa s,
x̃051.1831027 m2/s, ã051.2431023 K21, k̃050.14
J/~smK!, ǧ051.1. PuttingR0550 mm and f525 kHz as be-
fore, one obtains for the interior of the drop:vR0/ c̃0
'5.931023 @(vR0/ c̃0)

3'2.131027#, d̃v/R0'0.06, d̃ t/R0

'0.024. Considering also related quantities for the exterior
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of the drop evaluated before, one can see that all the required
conditions are satisfied. The ratio of the thermal term to the
viscous term is equal to about 5, and the ratio ofFr

~tr! to
FY&K

~tr! is of the order of 105.
For a liquid drop suspended in a gaslr!1, lh!1,

r0c0
2! r̃0c̃ 0

2, lkd̃ t
2!lad t

2, and lkd̃ t!d t . As a result, Eq.
~37! reduces to

Fr
~ tr!5pr0uAu2~vR0 /c0!

3
„3dv/2R01~g021!d t /R0….

~39!

As an illustration let us consider a drop withR05100 mm,
suspended in air and subjected to a sound wave withf530
kHz. Taking for air r051.2 kg/m3, c05330 m/s,
h051.831025 Pa s,x052.831025 m2/s, andg051.4, one
finds vR0/c0'0.057 @(vR0/c0)

3'1.8631024#, dv/R0
'0.12, andd t/R0'0.17. Thus, the required conditions are
satisfied. The ratio of the thermal term to the viscous one is
about 0.38, that is the main contribution comes now from
viscosity. The ratio ofFr

~tr! to FY&K
~tr! is of the order of 103.

2. Plane standing wave

To obtain the radiation force due to this wave, substitute
Eqs.~33! and ~34! into Eq. ~74! of Part I. The result is

Fr
~st!5pr0uAu2 sinS 2vd

c0
D S vR0

c0
D 3F13 S 522lr

21lr

2
lrc0

2

c̃ 0
2 D 1

dv
R0

Re~Zv!2
d t
3R0

Re~Zt!G , ~40!

whered is the distance between the equilibrium center of the
drop and the nearest plane of the velocity nodes. The first
term within square brackets in Eq.~40! is Yosioka and Ka-
wasima’s result@see Eq.~61! of Ref. 6#. Taking into account
viscosity and heat conduction is seen to only give rise to
small corrections. This explains why Yosioka and Kawasi-
ma’s theory is in such a good agreement with experiments
for plane standing waves.

3. Diverging spherical wave

Substituting Eqs.~33! and ~34! into Eq. ~79! of Part I,
one finds

Fr
~sph!5 2

3pr0uAu2~vR0 /c0!
3@M1t

251M2t
231M3t

22#,
~41!

where

M156S lr21

21lr
2

dv
R0

Re~Zv! D , ~42!

M25
4lr21

21lr
2

lrc0
2

c̃ 0
2 2

3dv
R0

Re~Zv!2
d t
R0

Re~Zt!, ~43!

M35
3dv
R0

Im~Zv!1
d t
R0

Im~Zt!, ~44!

andt5v l /c0 in which l is the distance between the equilib-
rium center of the drop and the spherical wave source. When
dv , dt→0, Eq.~41! reduces to Gor’kov’s formula.7 Account-
ing for the dissipative effects gives rise to small corrections
to M1 andM2 and the third term,M3t

22, within the square

brackets in Eq.~41!. This term predominates at large dis-
tances~i.e., whent@1! from the sound source. Its effect
upon the drop behavior becomes particularly pronounced
when it is opposite in sign to the second term,M2t

23. This
occurs, for example, for a liquid drop in gas. In this case,
M1, M2,0, which means that in the vicinity of the sound
source the drop is attracted to it. SinceM353„3dv
12(g021)d t…/~4R0!.0, the presence of the third term re-
sults in changing the attraction to repulsion when the drop is
at a large distance from the sound source. It should be noted
that when the dissipative effects are neglected, the reversal of
the radiation force occurs, too, but this happens at much
larger distances from the sound source because stems from a
term of much higher order invR0/c0 @see Eq.~31a! of Ref.
8#. Thus, the dissipative effects considerably reduce the ex-
tent of the attraction region.

In closing Sec. II A, it will be recalled that the total
time-averaged force exerted on a particle by a sound wave,
apart from the acoustic radiation forceFr considered here,
involves the drag forceFd , which is given for an arbitrary
axisymmetric field by Eq.~67! of Part I, and for the three
sound fields covered here by Eqs.~71!, ~75!, and~80! of Part
I. This latter force has not been mentioned in this subsection
because it is negligible when compared with the radiation
force in all the three sound fields in the limiting case studied
above. This is not always the case in the next subsection, and
the drag force will be dealt with there when necessary.

B. Strong dissipative effects: zx 1z, zx̃ 1z!zx 2z, zx̃ 2z, zx 3z,
zx̃ 3z!1

Expressions for the quantitiesajn andFn
( jk), which are

required for calculatingZ0 andZ1 in this limiting case, are
given in Appendix D. Substituting these into Eqs.~31! and
~32!, one obtains

Z05
2

9 S vR0

c0
D 3F S g̃0lrc0

2

c̃0
2 2

g021

la
21D

3S 1x32 1
118lr16lrlh

3lr~312lh! D 1
~12lr!~413lh!

3lr~312lh!

2S lr21

2lr
1
51lk

5la
D g0212lalr~g̃021!c0

2/ c̃ 0
2

3r0lkx̃0 /h0
G ,

~45!

Z15
4

9 S vR0

c0
D 3 L

x3
2 , ~46!

where

L5
3116lh219/lh14sx3

2~512lh!/~r0v
2R0

3!

89148lh138/lh240sx3
2~11lh!/~r0v

2R0
3!
.

~47!

It should be noted that in calculating the quantitiesajn ,
which were used for derivation of Eqs.~45! and~46!, we had
to make some assumptions in addition to the condition head-
ing this subsection. These assumptions and justifications for
their introduction are expounded in Appendix D.
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Let us now apply Eqs.~45! and ~46! to the same sound
fields as in Sec. II A.

1. Plane traveling wave

Recall that the radiation forceFr
(tr) exerted by the plane

traveling wave is defined by Eq.~70! of Part I. One should
also take account of the dragFd

~tr! which is given by Eq.~71!
of Part I, since the latter is of the same order asFr

(tr) in the
case under consideration. Thus, substituting Eqs.~45! and
~46! into Eq. ~70! of Part I, going to the appropriate limit in
Eq. ~71! of Part I, and adding together the results, one finds
the total force to be

F tr5
p

3
r0uAu2S vR0

c0
D 3S dv

R0
D 2Fg021

la
2~ g̃021!

lrc0
2

c̃ 0
2

222
lrc0

2

c̃ 0
2 24 Re~L!G . ~48!

Comparison of Eq.~48! with Eq. ~7.7! of Ref. 1 ~the latter
was obtained neglecting heat conduction under other condi-
tions being equal! shows that the heat conduction gives rise
to the first two terms within square brackets in Eq.~48!.
These become particularly important for liquid drops in a
gas. As an example let us consider an ethyl alcohol drop in
air. The data for air, presented in Sec. II A 1, should be
supplemented witha053.66531023 K21 and k050.034
J/~smK!, and the appropriate parameters for ethyl alcohol are
r̃05790 kg/m3, c̃051165 m/s, h̃051.231023 Pas,
x̃051.331027 m2/s, k̃050.24 J/~smK!, ã051.1231023 K21,
g̃051.16,s50.0223 N/m. To satisfy all the necessary con-
ditions ~see the title of Sec. II B and Appendix D!, we set
R050.1 mm and f51 kHz. Then the contribution from the
terms due to heat conduction will be about seven times as
great as that from the purely viscous terms@the last three
terms between square brackets in Eq.~48!#.

2. Plane standing wave

Substituting Eqs.~45! and ~46! into Eq. ~74! of Part I
and retaining only the leading term, one obtains

Fr
~st!5

2

3
pr0uAu2S vR0

c0
D 3S dv

R0
D 2 sin~2vd/c0!Im~L!.

~49!

The drag force, defined by Eq.~75! of Part I, is negligible in
this case. It follows from Eq.~49! that in the limit involved
the heat conduction does not contribute to the leading term
of the radiation force exerted by the plane standing wave.
Equation~49! is adequate to Eq.~7.8! of Ref. 1 when it is
considered that the latter is an excessive expression as com-
pared with Eq.~49!. This means that Eq.~7.8!, apart from
terms making the main contribution, contains a large number
of secondary terms which give only negligible corrections,
whereas Eq.~49! involves only the leading terms. If the sec-
ondary terms are dropped, then Eq.~7.8! will be exactly
equivalent to Eq.~49!. The presence of the secondary terms
resulted in a regrettable error: the present author has overes-
timated their contribution to the radiation force in the limit
lh!1 ~the case of a liquid drop in a gas or a high-viscosity

liquid drop in a low-viscosity liquid!. He has dropped terms
due to surface tension assuming those to be small compared
with the above secondary terms and only recently found that
it is the surface-tension terms that are dominant in the situ-
ation in question. As a result, Eq.~7.13! of Ref. 1 and its
discussion are wrong. The correct result forFr

(st) at lh!1 is

Fr
~st!~lh!1!5

puAu2~vR0 /c0!
3 sin~2vd/c0!s~38h0!

2

3R0@~20s!21~19vR0h̃0!
2#

.

~50!

It is seen that drops of this sort will be gathered at the stand-
ing wave pressure nodes.

For lh@1, a low-viscosity liquid drop in a high-
viscosity liquid, Eq.~49! reduces to

Fr
~st!~lh@1!5

16puAu2~vR0 /c0!
3s sin~2vd/c0!

27v2R0
3@1125s2/~6vR0h0!

2#
.

~51!

This formula is adequate to Eq.~7.18! of Ref. 1 with the
provision that the secondary terms in the latter are dropped.
The conditionlh@1 occurs, for instance, for a water drop in
glycerin. According to Eq.~51!, the drop must move toward
the pressure node. It is of interest to note that in the limit of
weak dissipative effects such a drop is urged away toward
the pressure antinode@cf. Eq. ~40!#.

3. Diverging spherical wave

Substituting Eqs.~45! and ~46! into Eq. ~79! of Part I
and taking into account the drag force given by Eq.~80! of
Part I, one finds the total force to be

Fsph52
p

3
r0uAu2S vR0

c0
D 3S dv

R0
D 2F4~3t2512t23!

3Im~L!1t22S 214 Re~L!1
g̃0lrc0

2

c̃ 0
2 2

g021

la
D G .

~52!

From Eq.~47! it follows that Im~L! is always positive. Con-
sequently, in the vicinity of the spherical wave source the
drop will undergo an attractive force regardless of its physi-
cal properties. Recall that in the limit of weak dissipative
effects only heavy drops, i.e., those for whichlr,1, are
attracted to the sound source@cf. Eq. ~41!#. At a large dis-
tance from the sound source, such that the second term
within square brackets in Eq.~52! becomes dominant, the
behavior of the drop begins to depend on its parameters. For
example, an ethyl alcohol drop in air will be repelled from
the sound source, while when placed in glycerin, it will be
attracted to the sound source, this change in behavior being
due to the thermal effects.

III. CONCLUSIONS

In this paper, the acoustic radiation force has been ex-
amined due to a sound wave on a liquid drop when viscous
and heat effects are no longer negligible. Basic calculations,
using the general theory developed in Part I of this work as a
background, have been performed for arbitrary relationships
between characteristic parameters of the system such as the
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drop radius and the sound, viscous, and thermal wavelengths.
Since, however, the thus obtained general expressions are
very complicated and do not allow us to dramatically see
how the radiation force is affected by viscosity and heat con-
duction, some limiting cases of interest have then been con-
sidered. First we have gone to the limit of long sound wave-
length, which is to say that the wavelength of an incident
sound field has been taken to be much larger than the other
parameters listed above both outside and inside the drop.
Within this assumption, two reverse cases have been dealt
with. In the first of these, the drop radius is assumed to be
large compared with the viscous and thermal wavelengths
both outside and inside the drop, which occurs when the
dissipative effects are weak. In the second case, on the con-
trary, these effects are treated to be strong, so that the drop
radius is small compared with the above wavelengths. For
each of these two cases, three types of incident wave have
been considered: a plane traveling wave, a plane standing
wave, and a diverging spherical wave. Emphasis has been
given to the thermal effects on the radiation force since the
viscous effects have been investigated in a previous paper by
the present author.1 It has been found that in the standing
wave field the heat conduction only gives rise to small cor-
rections to the previously obtained expressions for both lim-
iting cases. For the spherical wave, the thermal effects have
been found to manifest themself at large distances from the
sound source, sometimes resulting in change not only in
magnitude of the radiation force but also in its sign. The
thermal effects on the radiation force have turned out to be
greatest for the traveling wave. It has been shown that in
both limiting cases the heat conduction can make a main
contribution to the radiation force exerted by the traveling
wave. In connection with this type of incident wave, an in-
teresting question has been posed: Which expression, ob-
tained in this paper or Yosioka and Kawasima’s,6 yields the
radiation force exerted by the plane traveling wave on a liq-
uid drop in the limit of weak dissipative effects? It has been
shown that theoretically, in most cases of interest, the radia-
tion force should be determined by the expression obtained
here and thus be much larger than that predicted by Yosioka
and Kawasima’s theory. The final answer, however, can only
be achieved by comparison with experimental measurements
which are presently absent.
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APPENDIX A: EXPRESSIONS FOR aij
(n ) AND b i

(n )

(i , j51,2,3)

Expressions given here hold for any values of the drop
radius and the sound, viscous, and thermal wavelengths.

ai j
~n!5m i j

~n!hn
~1!~xj !1n i j

~n!xjhn
~1!8~xj !,

bi
~n!52m i1

~n! j n~x1!2n i1
~n!x1 j n8~x1!.

Here, the prime denotes differentiation, summation over re-
peated indices is absent, and

m11
~n!5 f 1

~n!~k1!, m12
~n!5 f 1

~n!~k2!,

m13
~n!5n~n11!~g2g1n!,

m21
~n!5 f 2

~n!~k1!, m22
~n!5 f 2

~n!~k2!,

m23
~n!5n~n11!@12lr2~n21n21!g#,

m31
~n!5m32

~n!512lr1g~g2n112n2n2!,

m33
~n!511n~n11!~g2g1n!2~11g2n!

3@lr1g~n21n21!#,

n11
~n!5 f 3

~n!~k1!, n12
~n!5 f 3

~n!~k2!, n13
~n!52n~n11!g,

n21
~n!5 f 4

~n!~k1!, n22
~n!5 f 4

~n!~k2!, n23
~n!5n~n11!g,

n31
~n!5n32

~n!5g~12g2n!2g1n ,

n33
~n!511g~g2n112n2n2!,

in which

f 1
~n!~kl !5~b12kl

2!g3n@~ b̃12 k̃1
2!x̃1 j n8~ x̃1! j n~ x̃2!

2~ b̃12 k̃2
2!x̃2 j n8~ x̃2! j n~ x̃1!#2n~n11!g2lr ,

f 2
~n!~kl !5n~n11!g1~b12kl

2!g3n~ k̃1
22 k̃2

2!

3 x̃1 j n8~ x̃1!x̃2 j n8~ x̃2!,

f 3
~n!~kl !5~b12kl

2!g3nlk~ k̃1
22 k̃2

2! j n~ x̃1! j n~ x̃2!12g

2g1n ,

f 4
~n!~kl !512n~n11!g2~b12kl

2!g3n

3lk@~b̃12 k̃2
2!x̃1 j n8~ x̃1! j n~ x̃2!2~ b̃12 k̃1

2!

3 x̃2 j n8~ x̃2! j n~ x̃1!#, l51,2,

g52~ h̃02h0!/~ h̃0x̃ 3
2!,

g1n5s~n21!~n12!/~ r̃0v
2R0

3!,

g2n5 x̃3 j n8~ x̃3!/ j n~ x̃3!,

g3n5ã0b3$a0b̃3~ b̃12 k̃ 1
2!~ b̃12 k̃ 2

2!@ x̃1 j n8~ x̃1! j n~ x̃2!

2 x̃2 j n8~ x̃2! j n~ x̃1!#%
21,

lr5r0 / r̃0 , lk5k0 /k̃0 ,

andb1 andb3 ~and, accordingly,b̃1 and b̃3! are defined by
Eqs.~16! and ~18! of Part I, respectively.

APPENDIX B: EXPRESSIONS FOR ajn (n50,1,2) IN
THE LIMIT OF LONG SOUND WAVELENGTH

a1052
i

3 S vR0

c0
D 3S 12

Qlrc0
2

c̃0
2 1

~Q21!~g021!

la~g̃021! D ,
a205

~vR0 /c0!
2

x2D0
„g0212~ g̃021!lalrc0

2/ c̃ 0
2
…,

where

Q5„q13~ g̃021!~la2lk /lx!h1
~1!~x2!…/D0 ,

q5x2h0
~1!~x2!2lkx2

2 j 0~ x̃2!h1
~1!~x2!/„x̃2 j 1~ x̃2!…,
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D05q12sla~g̃021!h1
~1!~x2!/~ r̃0c̃ 0

2R0!,

la5a0 /ã0 , lk5k0 /k̃0 , lx5x0 /x̃0 ,

a115
i ~12lr!

3D1
S vR0

c0
D 3~q1x3h2~1!~x3!1lr~12g21!h1

~1!

3~x3!!,

a215
~g021!~vR0 /c0!

3

x2
2D1~q2x2h1

~1!8~x2!2q3h1
~1!~x2!!

3@~lrq22lr2q3!„q1x3h2
~1!~x3!1lr~12g21!

3h1
~1!~x3!…12~lr21!~q22q3!q1h1

~1!~x3!#,

a315~vR0 /c0!~12lr!q1 /D1 ,

where

q15g~12g21!21, q25
~g021!c̃ 0

2lk j 1~ x̃2!

~ g̃021!c0
2lax̃2 j 2~ x̃2!

,

q35
~g021!c̃ 0

2 j 18~ x̃2!

~ g̃021!c0
2la j 2~ x̃2!

,

D15q1„6~lr21!h1
~1!~x3!1~21lr!x3h2

~1!~x3!…

1lr~21lr!~12g21!h1
~1!~x3!

a125
2i

45D2
S vR0

c0
D 5@lr~g2222!s1h2

~1!~x3!

1@s1s223g2~g2222!#x3h3
~1!~x3!#,

a225
~g021!~vR0 /c0!

4

3x2
2D2@~s422s3!h2

~1!~x2!1s3x2h3
~1!~x2!#

3$@3~s422s3!„lr23g1s2~8g12g1221!…

23lrs11lr~g2222!~lr13g1s422lrs3

22g12s4218gs314gs4!#h2
~1!~x3!2@3g~lr2s4!

1s2~s4~8g12g1221!1lr~2s321!!#x3h3
~1!

3~x3!%,

a325
~vR0 /c0!

2

3D2
@g~22g22!~lr13g!1s1s2#,

where

s1512lr25g22g12, s2511g~g2222!,

s35
~g021!lkc̃ 0

2 j 2~ x̃2!

~ g̃021!lac0
2x̃2 j 3~ x̃2!

, s45
~g021!c̃ 0

2 j 28~ x̃2!

~ g̃021!lac0
2 j 3~ x̃2!

,

D25~312lr26g12!@~g2222!~lr13g!h2
~1!~x3!

1s2x3h3
~1!~x3!#23~5216g18gg22!

3@s1h2
~1!~x3!1gx3h3

~1!~x3!#.

The quantitiesg, g21, g22, andg12 are defined in Appendix
A.

APPENDIX C: EXPRESSIONS FOR Fn
(jk ) (n50,1) AND

ajn (n50,1,2) IN THE LIMIT
zx 1z,zx̃ 1z!1!zx 2z,zx̃ 2z,zx 3z,zx̃ 3z

The required expressions forFn
( jk) are obtained by going

to the appropriate limit from more general ones which are
presented in Appendix B of Part II:

F0
~01!52i ~12x3

2!/~3x3
2!,

F0
~20!52ix1~ ix22x3

2!exp~ ix2!/~3x2x3
2!,

F0
~03!52ix1

2~122x3!exp~2x3!/~3x3
3!,

F1
~03!522x1~11x3!exp~2x3!/x3

3,

F0
~10!522i ~11x3

2!/~3x3
2!,

F1
~10!522i ~1415x3

2!/~15x3
2!,

F0
~11!524/~x1

3x3
2!, F1

~11!5281/~x1
5x3

2!,

F0
~13!52~2125x3!exp~2x3!/~x1x3

3!,

F1
~13!56i ~425x3!exp~2x3!/~x1

2x3
3!,

F0
~21!52~x3

215ix229ix3
2/x2!exp~ ix2!/~x1

2x2x3
2!,

F0
~23!52x2 exp~ ix22x3!/~x3

22 ix2x3!,

F1
~30!52x1

2~141 ix3!exp~ ix3!/~15x3
3!,

F1
~31!518i ~7ix3265!exp~ ix3!/~x1

3x3
3!,

F1
~33!523~112i !exp~ ix32x3!/x3

2.

The required expressions forajn are obtained from the pre-
ceding Appendix:

a105
i

3
S vR0

c0
D 3S lrc0

2

c̃0
2

21

1
3i ~12lk /lx /la!@g0212~ g̃021!lalrc0

2/ c̃ 0
2#

x2~11lkd̃ t /d t!
D ,

a205
i

x2
S vR0

c0
D 2 g0212~ g̃021!lalrc0

2/ c̃ 0
2

11lkd̃ t /d t

3exp~2 ix2!,

a115
i ~12lr!

3~21lr! S vR0

c0
D 3F11

6i ~12lr!

x3~21lr!

3S 11
lrdv / d̃v

11~11 i !lhd̃v /R0
D 21G ,

a315
i ~lr21!

21lr

vR0

c0
exp~2 ix3!

3F11
lrdv / d̃v

11~11 i !lhd̃v /R0
G21

,
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a125
2i

45
S vR0

c0
D 5

3
~12lr22g12!~11lrdv / d̃v2 i x̃3g!18i x̃3g

2

~312lr26g12!~11lrdv / d̃v2 i x̃3g!124i x̃3g
2
,

a325
exp~2 ix3!

3
S vR0

c0
D 2

3
12lr22g122 i x̃3g~122lr22g12!18i x̃3g

2

~312lr26g12!~11lrdv / d̃v2 i x̃3g!124i x̃3g
2
.

In the expressions fora12 anda32, we retain terms contain-
ing g ~recall thatg and g12 are specified in Appendix A!
sinceugu, while inversely proportional toux̃3u

2, can be large
whenh0@h̃0. It can be seen, however, that the third factors
in a12 anda32 are of the order of unity at any values ofg and
other parameters because their numerators and denominators
are of the same type. In view of this, it is revealed in calcu-
lating Z1 that a12 and a32 do not contribute to the leading
terms.

APPENDIX D: EXPRESSIONS FOR Fn
(jk ) (n50,1) AND

ajn (n50,1,2) IN THE LIMIT
zx 1z,zx̃ 1z!zx 2z,zx̃ 2z,zx 3z,zx̃ 3z!1

The required expressions forFn
( jk) are obtained by going

to the appropriate limit from ones presented in Appendix B
of Part II:

F0
~01!52i ~12x3

2!/~3x3
2!,

F0
~20!52 ix1~212x3

21x2
2!/~3x2x3

2!,

F0
~03!5 ix1

2~225x3
2!/~3x3

4!, F1
~03!5x1~x3

222!/x3
3,

F0
~10!522i ~11x3

2!/~3x3
2!,

F1
~10!522i ~1415x3

2!/~15x3
2!,

F0
~11!524/~x1

3x3
2!, F1

~11!5281/~x1
5x3

2!,

F0
~13!524~31x3

3!/~3x1x3
4!,

F1
~13!53i ~5x3

2254!/~x1
2x3

5!,

F0
~21!52~81x2

2!/~2x1
2x2x3

2!,

F0
~23!5~x2

228!/~2x2x3
4!,

F1
~30!54ix1

2~714x3
2!/~15x3

4!,

F1
~31!59~181x3

2!/~2x1
3x3

4!, F1
~33!56i ~272x3

2!/x3
7.

The required expressions forajn are obtained from Ap-
pendix B of the present paper:

a105
i

3 S vR0

c0
D 3Flrc0

2

c̃ 0
2 21

2
@g0212lrla~g̃021!c0

2/ c̃ 0
2#~lk2lalx!

lalk

3S 11
51lk

15lk
x̃ 2
2D G ,

a2052 ix2S vR0

c0
D 2 g0212lrla~g̃021!c0

2/ c̃ 0
2

3lk /lx

3F12S 122
lx~51lk!

15lk
D x22G .

In deriving these expressions, it has been additionally as-
sumed that

2slalx~g̃021!

3lkr̃0c̃ 0
2R0

!1,

which can be verified by specific examples to be well satis-
fied, in the limit considered, in most cases of interest.

a115
i ~12lr!

9lr
S vR0

c0
D 3S 11

2~12lr!~11lh!

3lr~312lh!
x3
2D ,

a315
ix3

2~12lr!

9lr

vR0

c0

3S 11
427lr14lh~12lr!

6lr~312lh!
x3
2D .

In deriving these expressions, no additional restrictions have
been imposed.

Derivation of the needed expressions fora12 and a32
merits more detailed description. Keeping up in the numera-
tors and denominators ofa12 anda32 from Appendix B terms
up to the order ofx3

4, one obtains

a125
4i

9x3
2 S vR0

c0
D 5 a1x3

2a21x3
4a4

b1x3
2b222iax3

3/31x3
4b4

,

a325
2ix3
9 S vR0

c0
D 2 a1x3

2c21x3
4c4

b1x3
2b222iax3

3/31x3
4b4

,

where

a53116lh219/lh , b589148lh138/lh ,

a2521.220.4lh21.9/lh1~347162lh132lh
2 !/

~126lr!2g12~512lh!/lr ,

a4527/1202lh/30219/~120lh!1~347224lh28lh
2 !/

~1260lr!2lh~45213lh232lh
2 !/

~4851lr
2!2g12@324lh /~21lr!

14lh
2/~21lr!#/~6lr!,
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b259.526lh119/lh2~3471331lh248lh
2 !/~63lr!

110g12~11lh!/lr ,

b4573/24119lh/3219/~4lh!2~3471149lh112lh
2 !/

~126lr!1lh~302139lh132lh
2 !/

~1617lr
2!1g12@513lh24lh /~63lr!

110lh
2/~63lr!#/lr ,

c2521.522lh1~347162lh132lh
2 !/

~126lr!2g12~512lh!/lr ,

c45lh~12lh!@2232lh /~77lr!245/~77lr!#/

~63lr!12lh~12lh!g12/~63lr
2!.

Let us now take into consideration that for typical media
such as water, air, alcohol, glycerin, etc. the condition
ux1u,ux̃1u!ux2u,ux̃2u,ux3u,ux̃3u!1 is satisfied only when the
drop radiusR0 and the driving frequencyf are the order of a
few microns and kilohertz, respectively. It is easy to verify
by specific examples that for such values ofR0 and f the
terms containingg12 are much larger than the other in the
above expressions. Hence, we can neglect all the other terms
in comparison with the terms containingg12. These are so
great that the magnitudes ofx3

2a2 , x3
2b2 , andx3

2c2 , as a rule,
far exceed those ofa andb. However, to warrant the expan-
sion in x3, we have to require

ux3
4a4 /au!1, ux3

4b4 /bu!1, ux3
4c4 /au!1

Again, it can be verified by specific examples that these limi-
tations are quite realized in many cases of interest. On this
basis,a12 anda32 can be rewritten as follows:

a125
4i

9x3
2 S vR0

c0
D 5 a1x3

2ā2

b1x3
2b̄2

3S 11
x3
4ā4

a1x3
2ā2

1
2iax3

3/32x3
4b̄4

b1x3
2b̄2

D ,
a325

2ix3

9
S vR0

c0
D 2 a1x3

2ā2

b1x3
2b̄2

3S 11
x3
4@ ā41g12/~2lr!#

a1x3
2ā2

1
2iax3

3/32x3
4b̄4

b1x3
2b̄2

D ,

where

ā252~512lh!g12/lr , b̄2510~11lh!g12/lr ,

ā45@4lh~12lh!/~63lr!21#g12/~2lr!,

b̄45@513lh22lh~225lh!/~63lr!#g12/lr .
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Computing effective reflection coefficients in layered media
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Computations are presented which show that the effective reflection and transmission coefficients
for a rough interface embedded in a layered medium can differ significantly from the mean
reflection and transmission coefficients computed for the same rough interface when it separates two
homogeneous half-spaces. These differences are large when the correlation length of the roughness
is long compared to the skip distance of rays associated with normal modes in the layered medium.
Otherwise, these differences may be generally neglected. However, increasing the rms roughness
decreases the ratio of correlation length to skip distance at which the effect of the layering is
important. The case of a Pekeris waveguide with a rough fluid–fluid interface and the case of a
rough Dirichlet surface bounding an upwardly refracting medium are considered. ©1997
Acoustical Society of America.@S0001-4966~97!05102-3#

PACS numbers: 43.30.2k @JHM#

INTRODUCTION

In a layered medium with rough interfaces the mean
field can be computed by replacing the rough interfaces with
flat interfaces, and using effective reflection and transmission
coefficients at each interface instead of the reflection and
transmission coefficients appropriate to the flat interface. In
Ref. 1 it was shown that the effective coefficients at a par-
ticular interface not only differ from the flat surface coeffi-
cients, but that they also differ from the mean coefficients
when the interface separates two homogeneous half-spaces.
This difference results from there being more ways to scatter
into the forward direction when the interface is embedded in
a layered medium than when it is isolated: Sound can scatter
back and forth between several interfaces before emerging in
the forward direction. The present paper examines the size of
this effect for Pekeris-like waveguides using perturbation
theory and using mean half-space reflection and transmission
coefficients to describe propagation between scattering
events~the Bourret approximation!.

This paper is arranged as follows. Section II reviews the
formalism of Ref. 1 and specializes that formalism to the
case when one side of the rough interface is a homogeneous
half-space. In Sec. III the computation is specialized still
further by using an algebraically decaying spectrum. The ad-
vantage of this spectrum is that it allows integrals to be
closed in the complex plane so that Cauchy’s theorem can be
used. Section IV gives the results of these computations both
for a Pekeris waveguide and ann2-linear waveguide bounded
by a rough pressure release surface.

Bass and Fuks2 discuss a computation similar to what is
presented here. However, since the present formalism is cast
in terms of the mean isolated surface reflection coefficient,
and since penetrable interfaces are considered here, there are
no divergences at cutoff frequencies as in Bass and Fuks.
Furthermore, the computation by residues shows that the
residue from the poles of the spectrum dominates the resi-
dues associated with the normal modes. This last fact could
not have been anticipated from the discussion by Bass and
Fuks. The use of an effective impedance has also been dis-

cussed by Voronovich3 and Furutsu.4 The present work
fleshes out their work with computations.

I. THE NET REFLECTION MATRIX

In this section a review of the main points of Ref. 1 is
presented.

Consider a rough interfaceS between two fluids within a
stratified medium of many layers. Imagine~with the help of
Fig. 1! fictitious flat boundariesS2 and S1 just above and
below S. These are sufficiently close toS that the sound
speed betweenS andS1 can be assumed constant. Similarly,
the sound speed betweenS2 andS can be assumed constant.
Because of the structure of the remainder of the medium,
plane waves which impinge upward onS2 and downward on
S1 are reflected back towardS according to reflection coef-
ficientsR0,2 andR0,1. Plane wavesf1 andf2 impinging onS
are reflected and transmitted, becoming scattered wavesf1

scatt

andf2
scatt in the absence of the remaining medium according

to

S f1
scatt~Q!

f2
scatt~Q! D 5E SR1,1~Q,K ! T1,2~Q,K !

T2,1~Q,K ! R2,2~Q,K !
D

3S f1
inc~K !

f2
inc~K ! D dK , ~1!

or more succintly,

fscatt5Rf inc. ~2!

@To be precise,f1~Q! is the complex amplitude of the plane-
wave exp~iQ–R1iqzz! impinging on S from below, etc.#
These waves are subsequently returned towardSwith ampli-
tudes given by

S f18
scatt~Q!

f28
scatt~Q! D 5SR0,1~Q! 0

0 R0,2~Q!
D S f1

scatt~Q!

f2
scatt~Q! D , ~3!

or

f8scatt5R0f
scatt. ~4!
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These in turn are scattered byS and returned again, etc. The
result of all this rattling around is described by a net
reflection/transmission matrix operator

Rnet5R1RR0R1RR0RR0R...5R
1

12R0R
. ~5!

Note that onlyR is off-diagonal in horizontal wave vector;
R0 is diagonal in wave vector. Equation~5! can also be writ-
ten

Rnet5
1

R0
F211

1

R0
212R

1

R0
G . ~6!

The random part of this expression is the part containingR
becauseR0 is assumed ‘‘sure’’ for the purposes of this work.
For that reason, focus on the quantity

Gv
1

R0
212R

5
1

12R0R
R0 . ~7!

Noting this form ofG for any one realization of the rough
interface, write the mean ofG, ^G&, in terms of an effective
reflection operator,Reff, as

^G&5
1

R0
212Reff . ~8!

The problem now is to find the effective reflection operator,
Reff. The mean field at points far from the interface can be
treated as if it were a deterministic field controlled by a flat
interface with reflection coefficientsReff. Statistical homoge-
neity requiresReff to be diagonal in horizontal wave num-
bers. Write the effective reflection operator as the sum of the
mean reflection and transmission operator in the absence of
layering plus a correction,S.

Reff5^R&1S. ~9!

In quantum field theoryS would be called the ‘‘self-
energy,’’ and this terminology will be used here as well.

One can try to find̂G& by expanding in powers of the
fluctuations ofR, DR. However, it is desirable to have
propagation between scattering events described by^G&
rather than

G05
1

R0
212^R&

.

For this reason the following procedure for finding^G& de-
scribed by Brownet al.5 will be used. WriteG as

G5
1

R0
212^R&2S2~R2^R&2S!

5
1

12^G&v
^G&,

~10!

where

v[R2^R&2S5DR2S. ~11!

Adding and subtracting 1 gives

G5^G&1F 1

12^G&v
21G^G&5^G&1^G&T^G&, ~12!

where

T5v
1

12^G&v
. ~13!

In this arrangement of operators scattering occurs via the
operator v5R2Reff and propagation between scattering
events is described bŷG&. Averaging Eq.~12! shows that
^T&50. This fact provides an expression forS which leads to
an expansion in powers ofv. From the definition ofT, Eq.
~13!, it follows that

T5v1T^G&v. ~14!

Averaging and using

^v&5^R2^R&&2S52S

gives

S5^T^G&DR&. ~15!

To lowest order inv,

T5v5DR2S

so that the self-energyS is approximated by what in field
theory would be called a Dyson equation

S'^DR^G&DR&. ~16!

Since^G& depends onS, this is an integral equation forS.
Here we are content to replace^G& by its isolated surface
form obtained by settingS50 in ^G& of Eq. ~16!:

^G&'G05
1

R0
212^R&

~17!

to obtain the approximation,

SB'5^DRG0DR&. ~18!

In the context of scattering by volume inhomogeneities this
approximation is called the Bourret approximation.6,7 Note
thatG0 contains the mean isolated rough surface reflection/
transmission matrix so that poles that might occur on the real
axis are pushed into the complex plane; even^R& causes
modal damping.

Finally, a word is necessary concerning the averaging
procedure, indicated here by angular brackets. It is assumed
here that the averaging takes place over a statistical ensemble
of rough interfaces. Whether or not this is appropriate for
surfaces which are in fact physically stationary is not entirely
clear. One might argue that in a single experiment involving

FIG. 1. The geometry of multiple scattering at a rough interfaceS within a
waveguide. The remainder of the waveguide is described by the reflections
atS2 andS1. The sum of repeated reflections and transmissions throughS is
given by Eq.~5! in the text. Transmission throughS is included in Eq.~5!
but not indicated in this cartoon for reasons of clarity.
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long-range propagation~more specifically, many correlation
lengths of the roughness! that what is received represents an
ensemble average of many independent samplings of the in-
terface and therefore that ensemble averaging is appropriate.
Alternatively, an experiment might be performed repeatedly
on moving platforms and the results averaged. If the motion
takes the experiment over many correlation lengths, again
the ensemble average should be relevant to the experimental
result. In any event, the relevance of ensemble averaging is
an issue not only in the case of propagation in a waveguide,
but is even more problematic in the case of isolated inter-
faces.

II. COMPUTATION OF SB

Consider the computation ofSB when medium 1 is a
homogeneous half-space. This restriction makes the compu-
tation considerably easier because it means that matrix com-
putations can be replaced by scalar computations. To see
this, let

R0,2~Q!5r ~Q!

and letP be the projection matrix

P5S 0 0

0 1D . ~19!

Obviously,P is a projection matrix sinceP25P. If medium
1 is a homogeneous half-space, thenR0,150 because no en-
ergy is reflected back from this half space. The reflection
matrix R0 given in Eqs.~3! and ~4! now becomes

R05rP5Pr.

The ‘‘propagator’’G0 becomes

G05
1

12rP^R&
Pr5P

1

12rP^R&P
Pr. ~20!

Only ^R2,2& enters the computations and the matrix inverse
can be replaced by the diagonal-in-wave number scalar op-
erator 1/~12r ^R2,2&!. The self-energy in the Bourret approxi-
mation becomes

SBi, j5 K DRi ,2

1

12r ^R2,2&
rDR2,j L . ~21!

Even more explicitly

SBi, j~K ,K 8!5E K DRi ,2~K ,Q!
1

12r ~Q!^R2,2~Q!&

3r ~Q!DR2,j~Q,K 8!L dQ. ~22!

If the scattering interface is statistically homogeneous,
the self-energy is diagonal in wave vector since then

^DRi ,2~K ,Q!DR2,j~Q,K 8!&5d~K2K 8!Wi , j~K ,Q!.
~23!

From here onSB will refer only to the wave number diago-
nal part ofSB :

SBi, j~K !5E Wi , j~K ,Q!
1

12r ~Q!^R2,2~Q!&
r ~Q!dQ.

~24!

With this result a number of cases could be investigated:
~a! i5 j52 when medium 1 is a half-space of constant

sound speedc1 and constant densityr1 and medium 2 is a
finite layer of constant sound speedc2 and densityr2
bounded by a pressure release~Dirichlet! flat surface a dis-
tanceH from the rough interface between media 1 and 2.
This means that r52exp@2ib2~Q!H#. In this case
Reff5^R22&1S2,2 is the effective reflection coefficient inter-
nal to a Pekeris waveguide with a rough interface between
the two fluids.

~b! i5 j51 with the same media as above.R1,1
eff de-

scribes the reflection external to a Pekeris layer.
~c! r is the reflection coefficient from ann-square-linear

half-space beginning atz5h. Let the rough fluid–fluid inter-
face be located atz50. This rough interface can then de-
scribe scattering from the air–water interface in an upward
refracting profile.

~d! i , j51 but with there being a second penetrable in-
terface atz5H.

In each case, however, the importance of the self-energy
is determined by the dispersion relation, 12r (Q)^R2,2&. In
this paper only cases~a! and ~c! are presented.

The aim here is simply to determine if and when the
self-energy is a significant correction to the isolated surface
mean reflection̂R&. For simplicity’s sakeDR will be com-
puted only to first order in perturbation theory while the
coherent reflection coefficient^R2,2& will be computed to sec-
ond order. Computations will be done in two dimensions
only, in effect assuming corrugated roughness.

In perturbation theoryWi , j ~K ,Q! depends on the surface
shape only through the spectrum of surface heightsS~K2Q!:

Wi , j~K ,Q!5 f i , j~K ,Q!S~K2Q!. ~25!

Sometimes for the purposes of making estimates of rough
surface scattering a Gaussian spectrum is used.2 Here, in
contrast, a spectrum of the form

S~K !5~2s2L/p!/~11K2L2!2 ~26!

will be used, not only because it is a somewhat more realistic
model of naturally occurring rough surfaces,8,9 but primarily
because when the surface is one dimensional, it allows the
integral in Eq.~24! giving SB to be closed in the complex-Q
plane.@Goff and Jordan8 actually suggest a one-dimensional
spectrum of the form~11K2L2!2n with 0,n,1. I usen52
because this gives a finite rms slope. For nonintegern there
will be branch points rather than poles atQ5K6 i /L and
evaluation ofSB will require a numerical integration along
branch cuts rather than a simple function evaluation. One
might hope that the qualitative features of the present com-
putations would be present also for more realistic spectra.#
Here s is the rms surface height andL is the correlation
length of the surface. A Gaussian spectrum does not allow
closure on a semicircle at infinity. If the contour can be
closed, thenSB as given by Eq.~24! can be written as a sum
of residues resulting from a pole ofS(K2Q) and the poles
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of 1/~12r ^R2,2&!. The last correspond to the normal modes in
the waveguide bounded by our two surfaces or by the rough
surface and then2-linear medium. In addition to these poles,
there are branch cuts resulting from the dependence off i , j on
vertical wave numbers

b i~Q!5Aki22Q2. ~27!

As it happens, the branch cut contributions are usually very
small, so that evaluation ofSB becomes simply a matter of
function evaluation.

To findWi , j we need the first-order expression forDRi ,2.
This is proportional to the Fourier transform of the surface
height

ĥ~K2Q!5
1

~2p!d
E exp~2 i ~K2Q!–R!h~R!dR.

~28!

~d is 1 or 2 according to whether the surface is one or two
dimensional.! This Fourier transform is related to the spec-
trum of surface heights by

^ĥ~K2Q!ĥ~Q2P!&5d~K2P!S~K2Q!. ~29!

Write the first-order fluctuations of the components of
the reflection matrix as

DRi , j~K ,Q!5gi , j
~1!~K ,Q!ĥ~K2Q!, ~30!

so that

f i , j~K ,Q!5gi ,2~K ,Q!g2,j~Q,K !. ~31!

The coefficientsgi , j
(1)~K ,Q! can be found either using the

Rayleigh hypothesis or the extinction theorem. The proce-
dure is straightforward and can be done using a computer
based symbolic manipulation program to ease the tedium.
For a fluid–fluid interface these coefficients have been
worked out in very elegant form by Voronovich~Ref. 3, pp.
95–100!.

The first nonvanishing contribution tôRi , j& beyond the
flat interface result is second order in the surface roughnessh
so that^Ri , j& is of the form

^Ri , j~K !&5Ri , j
flat~K !1E gi , j

~2!~K ,Q!S~K2Q!dQ. ~32!

The functiongi , j
(2)~K ,Q! can also be found using the Rayleigh

method amd the result is again presented in Ref. 3. These
coefficients agree with those inferred from the effective
boundary conditions at a rough fluid–fluid interface given by
Kuperman and Ingenito.10 ~Note that it makes a difference
whether one uses boundary conditions for the pressure or for
the velocity potential. Here we use pressure boundary condi-
tions, [p]50 and@n–“p/r#50.!

The self-energy is now given by

SBi , j
~K ,K 8!5E f i , j~K ,Q!S~K2Q!r ~Q!

12r ~Q!^R2,2~Q!&
dQ. ~33!

When the upper interface is flat and pressure release and
located atz5H, then the reflection coefficient,r , is given by

r ~Q!52exp~12ib~Q!H !. ~34!

In order that the imaginary part of the vertical wave numbers
be non-negative we write

b i~Q!5 iAQ22ki
2

with the understanding that the square root has a cut along
the negative real axis and that it will be evaluated on the
sheet with non-negative real part. The branch cuts associated
with bı~Q! lie in the first and third quadrants of the complex
Q beginning at branch pointsz56ki56(11 ia i)v/ci
whereai andci are the dissipation and sound speed in me-
dium i . These branch cuts can be parametrized by

Q56Aki22t2

for

0<t,`

in the first and third quadrants of the complexQ plane.
The zeros of@12r (Q)^R2,2(Q)&# also lie in the first and

third quadrants, but near the real axis. These zeros are the
modal eigenvalues.11 Figure 2 illustrates the configuration of
poles and branch cuts.

The spectrum we have chosen,S(K2Q), has two
second-order poles atQ5K6 i /L. Thus, in two dimensions
~one surface dimension! for K.0 the self-energySB given in
Eq. ~32! could be found by closing the original contour of
integration along the real axis with a semicircle at infinity
either in the lower or upper half-complexQ plane. Closure in
the lower half-plane is chosen because then forK.0 the
contributions of the poles and branch cuts in the third quad-
rant are minimized by the presence of the spectrum,S(K
2Q) in the integrand. The chosen contour must follow along
both sides of the two branch cuts in the third quadrant. The
contribution from the semicircle vanishes. The contour now
encloses the~first-order! modal poles and the second-order
pole from the spectrum, both of which contribute residues to
the integral. In addition there is a contribution from integrat-

FIG. 2. The arrangement of branch cuts and zeros of the dispersion relation
~circles! in a Pekeris waveguide. The figure shows the complexQ plane
with the imaginary axis corresponding to the vertical axis of the figure. The
branch cuts~one of which is so close to the axes as to be nearly invisible!
arise from the presence of two sound speeds and the associated vertical
wave numbers,bi . The triangles here indicate the location of the two sin-
gularities of the spectrum,S(K2Q), atQ5K6 i /L.
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ing along each side of the branch cuts. LettingQn be the
zeros of the dispersion relationin the third quadrant,

12r ~Qn!^R2,2~Qn!&50, ~35!

and D(Qn) be the derivative of the left-hand side of this
equation evaluated at these zeros, i.e., at the modal eigenval-
ues, the self-energy in the Bourret approximation can be
written

SBi , j
~K !

52p i(
n

f i , j~K,Q!S~K2Qn!r ~Qn!

D~Qn!
12p i S 2s2

pL3D
3

d

dQ

f i , j~K,Q!r ~Q!

~K2Q1 i /L !2~12r ~Q!^R2,2~Q!&!
U
Q5K2 i /L

1branch cut contributions. ~36!

The derivative in this expression comes about from evaluat-
ing the residue of the second-order spectral pole. Because we
assume Re(K).0 and because the modal poles in the lower
half-plane lie in the third quadrant,S(K2Qn) will generally
be small.@It is sufficient to consider only Re(K).0 because
SB(2K)5SB(K).# Thus, the modal contributions toSB will
generally be small. The branch cut contributions can be com-
puted, and in practice these are smaller still. The approxima-
tion obtained by neglecting the branch cuts and/or the modal
poles can be assessed by direct evaluation of the integral in
Eq. ~33!. In general, the poles near the real axis make this a
difficult computation. However, deforming the contour of
integration so that it passes from2` to 2K1 i /(2L) to 0 to
K2 i /(2L) to 1` makes the effects of the poles less pro-
nounced and thereby makes it feasible, but still time consum-
ing, to evaluate the integral numerically. This deformation
assumes that Im[K], i /(2L).

Similarly, the integrand in Eq.~32! for the mean isolated
surface reflection coefficient has four branch cuts associated
with b1 andb2, and the two poles of the spectrum. Again, it
proves to be a good approximation to neglect the branch cut
contributions, and to approximate^R2,2& by the residue from
the pole ofS found in the lower half-complexQ plane. In-
cidentally, this method of evaluation provides an analytic
continuation of^R2,2(K)& into the first quadrant. That this
continuation can be a problem can be seen in the case of
Dirichlet boundary conditions for whichg2,2

(2)(K,Q)
52b2(K)b2(Q). If the spectrumS(K2Q) were approxi-
mated by a delta function in the limit of large correlation
lengths,L, the integral in Eq.~32! would give a result pro-
portional tob2(K)

2s2. Although this may be an excellent
approximation forreal K, it clearly has a different analytic
structure than the original integral when continued into the
complex plane. It misses the branch cut ofb2. Note too that
original integral will be discontinuous as Im[K] crosses 1/L.
Evaluation using the residue from the pole found originally
in the lower half-Q plane will give a smooth~analytic! con-
tinuation.

III. RESULTS

As indicated by Voronovich,3 one might expect that the
self-energy correction to the isolated surface reflection coef-
ficient will be small when the skip distance associated with a
given wave number is large compared to the correlation
length of the surface roughness. The computations below
confirm this. If the width of the Pekeris waveguide isH, the
skip distance between successive encounters with an inter-
face is

Lskip52QH/b2~Q!

when the sound speed in layer 2 is constant as in the com-
putations here. Figures 3 and 4 show the effective reflection
coefficient at the rough interface between two fluids in a
Pekeris waveguide. Parameters of the two media were cho-
sen to correspond roughly to those of sea water~medium 2!
and sedimentary rock~medium 1!. Shear effects, however,
have been completely neglected. The width of the waveguide
has been adjusted so that there are six propagating modes in
the absence of roughness and attenuation. One of the modes

FIG. 3. The absolute value of the effective reflection coefficient,uReff(K) u
for a Pekeris waveguide. The solid line is computed using Eq.~36! without
the branch cut contributions. In fact the modal pole contributions are also
negligible. This is indicated by the circles which were computed using the
integral in Eq.~33! since these circle fall on curve computed by residues.
The dashed curve iŝR2,2(K)& computed using Eq.~32!. For these compu-
tationsc153450,c251500, where ‘‘2’’ refers to the finite part of the wave-
guide and ‘‘1’’ to the bounding half-space. Attenuations were chosen so that
kı5(v/ci)(11 ia ı). For all these computationsv52p1000,a150.001 739,
and a251025. The density in the upper medium is 1 and in the lower
medium it is 2.5. The width of the waveguide isH54.597 26. For this figure
the correlation length isL518.3891 so thatH/L50.25. The rms roughness
is s50.0225. The vertical grid lines in all the following figures are drawn at
the real part of the zeros of the dispersion relation 12r (Q)^R2,2(Q)& and at
Re~k1! and Re~k2!.

FIG. 4. Same parameters as Fig. 3 except that nowL52.298 63 so that
H/L52. For small correlation lengths there is virtually no difference be-
tween the computations usingReff and ^R2,2&.
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is very near to cutoff. The only difference between these
computations is the correlation length. In Fig. 3 the correla-
tion length has been chosen so that the ratio of skip distance
to correlation length isLskip/L50.24 forQ5kmin51.82 m21.
In Fig. 4 the correlation length of the roughness has been
chosen to be 1/8 as large so thatLskip(k2)/L51.96. The deep
structures in the effective reflection coefficient have nearly
disappeared in the case of shorter correlation length. In these
figures note that the isolated surface reflection coefficient
with roughness, Eq.~32!, ^R2,2& represented by the dashed
curves, and describing the waveguide side of the interface, is
nearly featureless except for the slope discontinuity at the
cutoff wave number. The solid curves are computed using
Eq. ~36!. Branch cuts have been neglected. Furthermore, the
spectral residue has been computed using the approximation

^R2,2~Q!&'R2,2
flat~Q!~122b2~Q!2s2! ~37!

in the second term of Eq.~36!. Kuperman has called this the
Kirchhoff approximation.12 That this approximation is valid
for computingS, and neglect of the branch cuts justified, is
shown by the circles in Figs. 3 and 4 which are computed
directly from the integral in Eq.~33! with the contour of
integration deformed into the second and fourth quadrants.
This computation giving the circles is essentially an exact
evaluation of the integral in Eq.~33!; it does not use the
Kirchhoff ~or infinite L! approximation, nor are branch cuts
or poles neglected. In both Fig. 3 and Fig. 4 it can be seen
that neglect of the branch cuts and use of the Kirchhoff ap-
proximation to compute the self-energy give excellent results

for far less computer time.~Note, however, that the Kirch-
hoff approximation would give poor results if used in a con-
tour integral that strayed across the branch cuts of theb’s.!
Figures 5 and 6 show the zeros of the dispersion relations
12r (Q)^R2,2(Q)& ~triangles! and 12r (Q)Reff(Q) ~circles!.
These zeros are the modal wave numbers and their distance
from the real axis determines the modal attenuations. Use of
the self energy inReff has the effect of increasing modal
attenuation, especially for modes with smaller horizontal
wave numbers. This is so because the smaller the horizontal
wave number, the smaller is the skip distance, thus making
successive reflections/transmission more correlated.

Comparing Fig. 7 with Fig. 4 shows that increasing the
root mean square roughnesss increases the deviation ofReff

from ^R&, the mean reflection coefficient for the surface con-
sidered in isolation from the waveguide. However, thes
dependence of this difference is due almost entirely to the
spectrumS being proportional tos2. Although the self-
energy depends on the rms roughness though^R& as well as
through the spectrum, this dependence is very weak; in fact
S/s2 is nearly independent ofs. In Fig. 7, s has been in-
creased by a factor of 4 over the value used in Fig. 4. How-
ever, the Rayleigh parameter,k2s50.38, is still small
enough that the perturbation results should have some valid-
ity. The difference between Fig. 7 and Fig. 4 shows that the
importance of the self-energy scales with the difference be-
tween the isolated mean reflection coefficient and the flat
interface reflection coefficient.

The case of ann2-linear sound-speed profile gives quali-
tatively similar results. The geometry is shown in Fig. 8.
With z positive downward assume that atz50 there is rough

FIG. 5. The zeros of the dispersion relations 12r (Q)^R2,2(Q)& ~triangles!
12r (Q)Reff(Q) ~circles! for the Pekeris waveguide described in Fig. 3.

FIG. 6. The zeros of the dispersion relations for the case shown in Fig. 4.
Note the change in vertical scale relative to Fig. 5. These zeros correspond
to modal amplitudes with much smaller attenuations.

FIG. 7. The effective reflection coefficient as in Fig. 4. Now however the
rms roughness is four times larger. Even though the correlation length is
longer than the skip distance by about a factor of 2 there are large differ-
ences betweenReff and ^R2,2&. The circles again are the results of direct
evaluation of the integral in Eq.~33!.

FIG. 8. Geometry for the treatment of then2-linear sound-speed profile.
Sound is returned to the scattering surface by refraction rather than reflec-
tion from an interface.
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Dirichlet ~pressure release! surface. Betweenz50 and
z5h's there is a thin layer fluid with constant sound-speed
c2. Below z5h the sound speed increases according to

c2~z!5c2
2/~12az!. ~38!

Decaying solutions of the Helmholtz equation in this region
can be expressed in terms of Airy functions:11

c~R,z!5B exp~ iQR!Ai „t01~z2h!/H0…, ~39!

where

H051/~k2
2a!1/3

and

t05H0
2~Q22k2

2!.

The reflection coefficient of a plane wave in the constant
sound-speed region by then2-linear region beginning atz5h
is given by

r ~Q!5exp~2ik2h!
~ ik2H0!Ai ~ t0!2Ai 8~ t0!

~ ik2H0!Ai ~ t0!1Ai 8~ t0!
. ~40!

The exponential inr (Q) accounts for the interface between
the two media not being atz50 but rather atz5h. The
n2-linear medium is also characterized by a skip distance. A
ray entering the region with an angleu corresponding to a
horizontal wave numberQ

u5tan21~b2~Q!/Q!,

will re-emerge from this region at a distance

Lskip~Q!54Qb2~Q!Re~H0
3!

from where it entered.3

The thin layer of constant sound speed is used simply so
that plane-wave computations can be used for the rough
Dirichlet surface. For such a surface it is easy to show using
the notation of the previous section that

g2,2
~1!~K,Q!5 ib2~Q!, ~41!

and

g2,2
~2!~K,Q!52b2~K !b2~Q!. ~42!

The mean reflection coefficient of the isolated rough surface
a z50 is therefore given by

^R2,2~K !&52112b2~K !E S~K2Q!b2~Q!dQ. ~43!

Using these results, the self-energy can be computed using
either Eq.~33! ~slow! or Eq. ~36! ~faster!. Results of such
computations are shown in Figs. 9 and 10 for two correlation
lengths. Again, the effective reflection coefficient shows sub-
stantial deviations from the isolated surface mean reflection
coefficient, Eq.~43!, shown by the dashed curves. These de-
viations become less pronounced when the skip distances are
larger than the correlation length of the surface roughness.
This point was made by Voronovich3 and is confirmed by the
present computations.

FIG. 9. uReff(K) u for the case of then2-linear sound-speed profile. The
scattering surface is Dirichlet with a roughnesss50.0225. The frequency is
again 1000,c251500, and there is a small attenuation,a253.31026. The
thin layer of constant sound speed is of thicknessh50.024 75. The correla-
tion lengthL is twice the skip distance atQ5Re~k2!/2. The ratio of the skip
distance toL for the lowest mode 0.2318.r251. There is no cutoff wave
number as in the Pekeris case. SinceL is longer than the skip distance, deep
spikes are observed inReff which are not present in̂R2,2&. The parametera
in Eq. ~38! is chosen to be 0.145 719 so thatH050.731 31.

FIG. 10. Same as Fig. 9, now with a correlation length one eighth as large.
Note the change in vertical scale. The spikes inuReffu are much less pro-
nounced and the differences betweenReff and^R2,2& are comparable to those
in Fig. 4 where the ratio of skip distances to the correlation lengths are
comparable.

FIG. 11. The zeros of the dispersion relations for the case of Fig. 9. Note
that the imaginary parts of the zeros are not monotonically decreasing with
wave number.
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In Figs. 11 and 12 the zerosQn of the dispersion relation

12r ~Q!^Reff~Q!&50 ~44!

are displayed along with the zerosQn
iso of the dispersion

relation obtained by using the isolated surface reflection co-
efficient:

12r ~Q!^R2,2~Q!&50 ~45!

for the case of then2-linear profile. These zeros are in fact
the modal wave numbers of the mean Green’s functions
computed first withReff, then with^R2,2&. The distance from
the real axis is a direct measure of the modal attenuations. As
expected, use ofReff predicts substantially more modal at-
tenuation than predicted by use of^R2,2&. Of course these
zeros merge when the skip distance is long compared to the
correlation length,L, as in Fig. 12. As expected, also, the
larger the horizontal wave number, the less a mode will be
attenuated.

In summary, the computations carried out here show that
self-energy corrections to the isolated surface reflection co-
efficient in a waveguide can be substantial if the skip dis-

tances are comparable to or shorter than the correlation
length of surface roughness. Even when the skip distance is
nearly twice the correlation length, as in Fig. 7, if the rough-
ness is large enough, the self-energy correction can be large.
In other words, the skip distance/correlation length ratio is
not the only parameter determining the importance of the
self-energy. In addition it has been shown thatReff is well
approximated by evaluating only the residue associated with
the poles of the spectrum. Modal poles and branch cuts can
be safely neglected.
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This paper addresses the problem of matched-field passive localization of broadband underwater
acoustic sources with a short vertical array. In previous work, incoherent averaging of narrow-band
Bartlett ambiguity surfaces has been proposed to improve the robustness of matched-field
processing~MFP! to environmental uncertainties. While computationally efficient, the effectiveness
of this approach is dependent on the type of environmental mismatch present. In this paper, to
provide robust source localization performance for short arrays, an alternative wideband MFP
method is proposed which utilizes the fourth-order statistics of the data. The method is ‘‘coherent’’
in that it exploits cross-frequency dependencies in the random acoustic channel response. The
proposed coherent wideband minimum variance method with environmental perturbation
constraints~MV-EPC! consists of minimizing thesquaredoutput power of a beamformer subject to
constraints defined across the signal band. The constraints are designed to provide robustness over
an ensemble of random environmental realizations. Monte Carlo simulation results using a
canonical shallow-water scenario indicate that the coherent wideband MV-EPC method yields
improved probability of correct localization performance versus incoherent averaging of
narrow-band Bartlett ambiguity functions with a short array above a threshold signal-to-noise ratio.
© 1997 Acoustical Society of America.@S0001-4966~97!03401-2#

PACS numbers: 43.30.Wi, 43.60.Gk@MBP#

INTRODUCTION

Matched-field processing~MFP! consists of using a full-
wave model of multipath propagation to facilitate localiza-
tion of underwater acoustic sources.1 Bartlett MFP involves
correlating measured narrow-band array outputs with ver-
sions of the field, predicted by a computational acoustic
propagation model, for a set of hypothesized source posi-
tions. As demonstrated in several articles,2–4 two major dif-
ficulties facing this approach are that the localization process
is both ambiguity prone and sensitive to errors in the as-
sumed propagation conditions. Narrow-band MFP methods
which have been proposed to address these issues include:
~1! simultaneously estimating the source location and the
environmental parameters using techniques such as simu-
lated annealing,5 genetic algorithms,6 or maximuma poste-
riori estimation,7 and ~2! using a minimum variance beam-
former with environmental perturbation constraints~MV-
EPC! designed to maximize the average output signal-to-
noise ratio over an ensemble of random environmental
variations.7,8 The joint source location and environmental fit-
ting methods suffer from the computational burden of having
to compute a large number of replica fields for each hypoth-
esized source location and data snapshot. The MV-EPC
beamformer is much more computationally efficient but its
use has thus far been restricted to narrow-band signals re-
ceived by vertical arrays which span nearly the entire water
column. This paper concerns the extension of the MV-EPC
method to the localization of wideband sources with a short
vertical array.

Several previous approaches have been proposed for
wideband matched-field source localization. In Ref. 9, a
time-domain Bartlett matched-field processor was used to

localize an impulsive source in a channel of moderate depth.
The time-domain replica vectors were obtained by Fourier
synthesis of narrow-band solutions to the wave equation
computed at frequencies across the signal band. Because the
frequency domain must be densely sampled in order to avoid
temporally aliasing the channel dispersion characteristics, the
computational requirements of time-domain methods are
high. A frequency-domain correlation-based broadband MFP
method is presented in Ref. 10, where the sensor data cross
spectra are correlated with cross-spectra predicted for a
broadband source at different hypothesized locations. Prob-
ably the most common approach to the wideband MFP prob-
lem, however, has been to incoherently average narrow-band
ambiguity surfaces obtained at widely spaced frequencies
across the signal band.11–13 This was first proposed in Ref.
11, where geometric averaging was used to suppress ambigu-
ous Bartlett and minimum variance~MV ! MFP sidelobes in a
shallow-water simulation study. More recently, results from
the SWELL-EX experiments performed off the southern
California coast indicate that incoherent arithmetic averaging
of narrow-band Bartlett surfaces can provide robust wide-
band source localization in the presence of bathymetric
mismatch.13 A simulation discussed in this paper compares
the source localization performance of incoherent wideband
averaging in the SWELL-EX scenario versus a benchmark
shallow-water channel used in the 1993 NRL MFP
workshop.14 The simulation results indicate that incoherent
averaging of Bartlett ambiguity surfaces provides improved
source localization performance in the SWELL-EX scenario
but fails in the NRL workshop case. In contrast, the MV-
EPC yields improved source localization performance and
good sidelobe suppression in both scenarios provided a suf-
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ficiently large vertical array is used.7,15 For short arrays,
however, the narrow-band MV-EPC beamformer becomes
overconstrained, leaving insufficient adaptive degrees of
freedom to suppress ambiguous sidelobes. This precludes
use of the narrow-band or incoherently averaged wideband
MV-EPC beamformer with short arrays.

In this paper, a wideband MV-EPC matched-field
method is proposed for use with short vertical arrays which
exploits cross-frequency dependencies in the random acous-
tic channel response. The processor uses the magnitude-
squared Frobenius matrix inner product as a distance mea-
sure between the estimated cross-spectral density matrices of
the received data and a weight matrix. The generalization of
the beamformer weight vector to a weight matrix means that
a much larger number of adaptive degrees of freedom are
available to suppress ambiguous sidelobes. The proposed
wideband MV-EPC method is ‘‘coherent’’ in that it uses
environmental constraints defined across the signal fre-
quency band in order to provide robustness over an ensemble
of random environmental realizations. The proposed ap-
proach differs from previous coherent MFP techniques16 in
that it is applicable to the localization of broadband random
sources with uncorrelated temporal frequency components.
In contrast, the coherent broadband MFP technique of Ref.
16 assumes a source signal composed of discrete tonals
whose phase differences remain constant over time. An ex-
ample of a broadband random source is the acoustic signal
resulting from cavitation due to bubbles produced by the
propeller of a ship. Discrete tonal acoustic signals, on the
other hand, may be generated as a result of the vibration of
shipboard rotating machinery.

The remainder of this paper is organized as follows. In
Sec. I, the acoustic propagation model is presented. A dis-
cussion of wideband incoherent averaging of narrowband
ambiguity surfaces and motivation for the coherent wideband
approach is given in Sec. II. Derivation of the coherent wide-
band MV-EPC method appears in Sec. III and simulation
results are discussed in Sec. IV.

I. WIDEBAND ACOUSTIC PROPAGATION IN AN
OCEAN WAVEGUIDE

Consider the measurement of a wideband acoustic
source in a shallow-water ocean channel. AT second snap-
shot of the acoustic field may be represented approximately
by its Fourier series coefficients across the signal band at
frequenciesv l5v012p l /T for l50,...,L21. Using an
adiabatic normal mode solution to the wave equation, the
complex Fourier series coefficient at frequencyvl of the
field measured at depthz from a distant source at ranger s
and depthzs can be expressed as8,17

p~z;r s ,zs ,v l !5a~v l !A2p (
n51

N~v l ! wn
~0!~z!wn~zs!

Aknr s
e2 jknr s,

~1!

where kn 5 (1/r s)*0
r skn(r )dr, for n51,...,N(v l) are the

range-averaged modal horizontal wave numbers, while
wn(zs) andwn

(0)(z) are the modal depth eigenfunctions at the
source and receiver, respectively. Note that both the modal

horizontal wave numbers and eigenfunctions depend on the
source frequency and various parameters of the acoustic
channel, such as the bathymetry, the water-column sound-
speed profile, and the bottom properties. The parameter
N(v l) is the number of modes and the complex-valued sca-
lar, a(v l), represents the source amplitude and phase at fre-
quencyvl .

For a vertical array ofM sensors, anM31 frequency-
domain snapshot of the complex-valued pressure field, de-
notedxl , at frequencyvl can be expressed by evaluating Eq.
~1! at the sensor depths,z1 ,...,zM . Writing the result in ma-
trix notation gives

xl5a~v l !Ulsl~r s ,zs!1h l , ~2!

where themnth element of theM3N(v l) matrix Ul is
wn
(0)(zm) and the nth element of the vectorsl(r s ,zs) is
&p@wn(zs)/Aknr s#e2 jknr s. The vectorhl represents the dif-
fuse additive background noise at frequencyvl . Since both
the source and noise considered here are broadband zero-
mean random processes, thea(v l) and the elements ofhl are
uncorrelated across frequency@i.e.,E$a(v i)a(v j )* %50 and
E$h ih j

1%50 for iÞ j # providedT is much larger than the
signal and noise correlation lengths. Note that the super-
scripts* and1 denote the complex conjugate and Hermetian
transpose, respectively. A complete observation of the data
consists of the set ofNs uncorrelated snapshots of sensor
output vectors at each of theL frequency bins,xl(n), for
n51,...,Ns and l51,...,L. The problem of concern here is
to estimate the source location in the presence of background
noise and random uncertainties in the environmental param-
eters.

For a particular realization of the environmental param-
eters, the signal and noise are modeled as being zero-mean
complex Gaussian distributed. Thus, their statistics are com-
pletely determined by the cross-spectral density matrix
~CSDM! at each frequencyvl , denotedRl 5 E$xlxl

1% for
l50,...,L21. For the model of Eq.~2!, the CSDM can be
expressed as:

Rl5Pl1Ql5ss
2Ulslsl

1Ul
11sn

2I , ~3!

where the signal and noise components of the CSDM are
denotedPl andQl , respectively. For the coherent wideband
method developed in this paper, the shape of the signal
power spectrum,ss

2(v l)5E$ua(v l)u
2%, is assumed known.

Further, in the cases examined here, the noise is assumed to
be spatially uncorrelated with a flat power spectrum ofsn

2 in
the signal band.

In principle, matched-field processing in the temporal
correlation domain could be performed by using a Fourier
synthesis of the CSDMs in Eq.~3!. However, to avoid tem-
poral aliasing in the presence of channel dispersion,T must
be chosen larger than twice the maximum relative group de-
lay between the modes. As an example, for a source range of
10 km, the channel dispersion time can be on the order of 0.5
s. Even for modest signal bandwidths of a few hundred Hertz
this would require the computationally intensive calculation
of replica fields at several hundred frequencies for each hy-
pothesized source location. This paper therefore considers
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only frequency-domain methods which can be used when
computational limitations permit only a small subset of the
data CSDMs of Eq.~3! to be processed.

II. INCOHERENT WIDEBAND MATCHED-FIELD
PROCESSING

The term ‘‘incoherent’’ wideband matched-field pro-
cessing refers to the process of averaging narrow-band
matched-field ambiguity surfaces computed at different fre-
quencies. At each frequency, the ambiguity surface for a hy-
pothesized source range,r , and depth,z, can be expressed as
the output power of a beamformer with weight vector
wl(r ,z), i.e.,

Zl~r ,z!5E$uwl~r ,z!1xl u2%5wl~r ,z!1Rlwl~r ,z!, ~4!

where the choice ofwl(r ,z) depends on the specific MFP
method. For the Bartlett, MV, and MV-EPC methods, the
weight vectors at frequencyvl are given by, respectively,1,8

Bartlett: wl~r ,z!5d̃l~r ,z!, ~5!

MV: wl~r ,z!5
Rl

21d̃l~r ,z!

d̃l~r ,z!1Rl
21d̃l~r ,z!

, ~6!

MV-EPC: wl~r ,z!5Rl
21H l~r ,z!

3„H l~r ,z!1Rl
21H l~r ,z!…e1 , ~7!

where dl(r ,z)5Ulsl(r ,z), d̃l(r ,z)5dl(r ,z)/idl(r ,z)i is the
normalized replica field vector computed using the hypoth-
esized environmental conditions, ande15@1 0 ••• 0#T.
The superscript ‘‘T’’ represents the transpose operation.
Normalization of the replica field vector is performed to en-
sure the ambiguity surface is flat when the field consists of
only spatially uncorrelated noise. In the MV-EPC method,
the columns of the matrixH l(r ,z) are the dominant eigen-
vectors of the signal field correlation matrix, defined as
E$dl(r ,z)dl(r ,z)

1%, where the expectation is taken over a set
of random environmental parameters. The MV-EPC method
corresponds to using multiple linear MV beamformer con-
straints designed to maintain the array response for the hy-
pothesized range and depth over an ensemble of environ-
mental perturbations.

Incoherent wideband matched-field processing corre-
sponds to summing the narrow-band beamformer output
powers across frequency:

Zinc~r ,z!5EH (
l51

L

uwl~r ,z!1xl u2J
5(

l51

L

wl~r ,z!1Rlwl~r ,z!. ~8!

Estimates of the source locations are obtained by finding the
ranges and depths which correspond to the peaks of
Zinc(r ,z). Since the data CSDMs are not knowna priori, a
finite-time estimate

R̂l5
1

N (
n51

Ns

xl~n!xl~n!1,

made usingNs uncorrelated snapshots of data, is typically
used in place ofRl in Eqs.~4!, ~6!, ~7!, and~8! to obtain an
estimate,Ẑinc(r ,z), of Zinc(r ,z).

The primary motivation for averaging across frequency
has been to suppress ambiguous peaks inẐinc(r ,z) which
often result in large localization errors. These anomalous
peaks are caused by background additive noise and/or side-
lobes in the array response which are exacerbated by envi-
ronmental mismatch. Since in principle the ambient noise
components of the narrow-band ambiguity surfaces are un-
correlated, incoherent averaging over frequency should re-
duce the variance ofZinc(r ,z) by a factor of 5 logL over the
individual wl(r ,z)

1R̂lwl(r ,z).
12 However, the extent to

which incoherent averaging improves the robustness of MFP
methods to environmental mismatch is scenario dependent,
as demonstrated by the simulation studies in Sec. IV.

To achieve robustness to environmental mismatch, the
MV-EPC method models the uncertain environmental per-
turbations as random variables with known distribution. Be-
cause uncertain environmental characteristics, such as the
sound-speed profile and bathymetry, are not frequency de-
pendent, the signal field vectors at different frequencies are
not statistically independent. However, because the incoher-
ent MV-EPC constraints are computed independently at each
frequency, the method cannot exploit cross-frequency depen-
dencies. Further, sinceE$a(v i)a(v j )* %50 andE$h ih j

1%50
for iÞ j , the truly coherent sum given byu( l51

L wl(r ,z)
1xl u

2

collapses to the incoherent sum, i.e.,

EH U(
l51

L

wl~r ,z!1xlU2J 5Zinc~r ,z!, ~9!

which means that MV-EPC weight designs based on the met-
ric of Eq. ~9! simply yields the same incoherent MV-EPC
processor. The desire to incorporate cross-frequency depen-
dencies in the signal replica field is an important motivation
for the use of higher-order statistics in formulating a coher-
ent wideband matched-field processing method.

For large vertical arrays, the number of MV-EPC con-
straints at each frequency is small relative to the total num-
ber of degrees of freedom and so the beamformer can adap-
tively suppress ambiguous sidelobes. For short vertical
arrays, however, the number of constraints required at a
single frequency can easily become larger than the number
of sensors which means that the beamformer is overcon-
strained and is unable to provide any adaptive sidelobe sup-
pression. A means of increasing the number of adaptive de-
grees of freedom available with short arrays can be obtained
by rewriting

uwl~r ,z!1xl u25trace~W l
1xlxl

1!5vec~W l !
1 vec~xlxl

1!,
~10!

where

vec~A!5@a11 a21 a31 ••• an1 a12 a22 ••• anm#T

is annm31 column vector for a generaln3m matrixA and
W l5wlwl

1 is anM3M rank-one Hermetian weight matrix.
Note that there are at mostM degrees of freedom when
adaptively choosing the elements ofwl such thatW l5wlwl

1.
Observe that Eq.~10! is of the form, trace~A1B!, which is a
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Frobenius inner product measuring the ‘‘angle’’ between two
matricesA andB. By removing the restriction thatW l must
be a rank-one Hermetian matrix, a total ofM2 degrees of
freedom now become available when adaptively choosing
the elements ofW l . The expression trace~W l

1xlxl
1! is now

a complex-valued Frobenius inner product. The squared
magnitude of trace~W l

1xlxl
1! is the norm used in the next

section as the basis for a coherent wideband MV-EPC
method. Because of the additional degrees of freedom avail-
able in the choice ofW l , this proposed extension of the
MV-EPC method does not become overconstrained for short
arrays.

III. COHERENT WIDEBAND MATCHED-FIELD
PROCESSING

In this section, the Frobenius inner product introduced in
the previous section is used to obtain an MV-EPC MFP tech-
nique which can exploit cross-frequency dependencies in the
signal field variability. In particular, the squared magnitude
of a ‘‘coherent’’ sum of terms given by Eq.~10! across the
signal band can be written as

Zcoh~r ,z!5EH U(
l51

L

trace~W l
1xlxl

1!U2J
5EH U(

l51

L

vec~W l !
1 vec~xlxl

1!U2J . ~11!

Note that in contrast to the sum in Eq.~9!, the cross terms,
i.e., E$vec~xkxk

1!vec~xjxj
1!1%, are not zero. This facilitates

weight vector design incorporating cross-frequency depen-
dencies in an uncertain environment. Note that Eq.~11! in-
volves the fourth-order moments of the data. Letting
W5@W1 W2 ••• WL# and X5@x1x1

1 x2x2
1 •••

xLxL
1#, Eq. ~11! can be compactly expressed as

Zcoh~r ,z!5E$utrace~W1X!u2%5E$uw̄1x̄u2%5w̄1Rw̄,
~12!

where w̄5vec~W! is the generalized weight vector,
x̄5vec~X!, andR5E$x̄x̄1%. Comparison of Eq.~12! with
Eq. ~4! indicates that the coherent wideband processor is a
quadratic form which is very similar to that which defines
narrow-band MFP methods. In Eq.~12!, however, it is the
cross spectra of the field that is being matched rather than the
field itself.

Consider a wideband Bartlett-style weight vector de-
fined by

w̄Bart5vec„@P1~r ,z! P2~r ,z! ••• PL~r ,z!#…

5vec„P~r ,z!…, ~13!

where Pl(r ,z)5ss
2(v l)d̃l(r ,z)d̃l(r ,z)

1 is the signal-only
cross-spectral density matrix at frequencyvl . The wideband
MFP ambiguity surface which would be obtained by substi-
tuting ~13! into ~12! is, in fact, just the same as the expecta-
tion of the squared sum of narrow-band Bartlett beamformer
outputs weighted by the signal spectrum, i.e.,

EH U(
l51

L

ss
2~v l !ud̃l~r ,z!1xl u2U2J .

Note that it is the position of the expectation and the pres-
ence of cross-frequency terms inR due to the fourth-order
moment which makeZcoh(r ,z) in ~12! different from
uZinc(r ,z) u

2 in ~9!. A similar type of approach has been pre-
viously proposed in Ref. 10 where broadband matched-field
processing was performed by correlating elements of the es-
timated data cross-spectral density matrices with those of the
hypothesized CSDMs at multiple frequencies across the
bandwidth of interest.

Application of a minimum variance approach to the qua-
dratic function given in Eq.~12! could be achieved, for ex-
ample, by adaptively selectingw̄ to

minimize w̄1Rw̄ subject to vec~P~r ,z!!1w̄51. ~14!

The resulting coherent wideband MV ambiguity surface is
given by

Zcoh-mn~r ,z!5~vec„P~r ,z!…1R21 vec„P~r ,z!…!21,
~15!

which, because of the inverse of the fourth-order moment
matrix,R, cannot be expressed simply as a function of the
incoherent wideband MV MFP. However, because of the
single constraint involved, one would expect a coherent
wideband MV method to be very sensitive to environmental
mismatch in the generalized field vector, vec„P(r ,z)….

The desirability of incorporating environmental uncer-
tainty into the adaptive design of the weight vectors in~14!
suggests the use of a coherent wideband MV-EPC approach.8

A coherent wideband MV-EPC MFP is obtained by mini-
mizing the quadratic norm of~12! subject to a set of linear
constraints designed to enhance the robustness of the proces-
sor to perturbations of the environmental parameters. These
constraints consist of the dominant eigenvectors,H, of the
matrixC(r ,z) as obtained via singular value decomposition.
The columns of the matrixC(r ,z) are defined by a set of
generalized signal field vectors corresponding to different
random realizations,zk , of the environmental parameter vec-
tor z, i.e.,

C~r ,z!5@vec„P~r ,z;z1!… vec„P~r ,z;z2!…•••

vec„P~r ,z;zK!…]. ~16!

Note that each column ofC(r ,z) describes the signal field
over a set ofL frequencies and thus the column space of
C(r ,z) characterizes cross-frequency field dependencies.
The columns ofC(r ,z) are generated from a set ofK Monte
Carlo realizations of the environment based on the assumed
environmental uncertainties, as was done in Ref. 7. The
dominant eigenvectors ofC(r ,z) can be found by perform-
ing a singular value decomposition and retaining those sin-
gular vectors that correspond to singular values greater than
some small fraction of the maximum singular value. For
moderate environmental uncertainty, the column space of
C(r ,z) is low rank. Following the narrow-band MV-EPC
approach,8 the coherent wideband MV-EPC method is then
obtained by selectingw̄ to

minimize w̄1Rw̄ subject toH1w̄5H1w̄q. ~17!

The weight vector,w̄q , which defines the desired response,
is chosen to maximize the output signal-to-noise ratio aver-
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aged over the ensemble of environmental realizations. The
average output signal-to-noise ratio for a weight vector,w̄, is
given by

SNR0~r ,z!5
w̄1RPw̄

w̄1RQw̄
, ~18!

whereRP5E$x̄x̄1usignal only% andRQ5E$x̄x̄1unoise only%
are the fourth-order expectations of the data in the presence
of signal only and noise only, respectively. These expecta-
tions are taken over the ensemble of signal, noise, and envi-
ronmental realizations. The generalized weight vector which
maximizes Eq.~18! is given by

w̄q5RG
21h̃1, ~19!

whereRQ 5 RG
1
RG is obtained via the Cholesky decompo-

sition andh̃1 is the eigenvector corresponding to the largest
eigenvalue of (RG

1)21RPRG
21. Substituting~19! into ~17!

and solving gives the generalized weight vector for the co-
herent wideband MV-EPC method:

w̄05R21H~H1R21H!21H1RG
21h̃1. ~20!

Substituting~20! into ~12! and normalizing by the noise-only
response of the processor gives the final expression for the
coherent wideband MV-EPC ambiguity surface:

Zepc~r ,z!5
h̃1~RG

1!21H~H1R21H!21H1RG
21h̃1

h̃1~RG
1!21H~H1RQ

21H!21H1RG
21h̃1

. ~21!

Note that in order for the coherent wideband MV-EPC
method to exploit cross-frequency dependencies in the gen-
eralized field vector perturbations, the method implicitly re-
quiresa priori knowledge of the power spectrum of the sig-
nal. This information is used in formingC(r ,z), from which
the constraints,H, are derived. Evaluation of the processor
with moderately mismatched hypothesized source spectra for
the scenarios described in Sec. IV indicated, at least qualita-
tively, that the processor is not very sensitive to the known
source spectrum assumption.

Since the fourth-order statistics of the data are not
known a priori, a finite-time observation must be used to
obtain an estimate ofR, denoted byR̂, for use in Eq.~21!.
Without any prior knowledge of the data distribution, esti-
mation of the required fourth-order moments would require
an excessively long observation time in order to achieve rea-
sonable accuracy. In the complex zero-mean Gaussian case
assumed here, however, the fourth-order moments can be
expressed in terms of second-order moments. Thus,R̂ can
be computed from second-order statistics of the data which
can be accurately computed using a much shorter observa-
tion of the data. In particular, for the Gaussian case,R can
be expressed in terms of the data cross-spectral density ma-
trices at each frequency,Rl , by

R5vec~R!vec~R!11diag~R1* ^R1,R2* ^R2,...,RL* ^RL !,
~22!

whereR5@R1 R2 ••• RL# and diag~X1,...,XL! is a block-
diagonal matrix whosel th diagonal block isX l . The deriva-
tion of Eq. ~22! is given in the Appendix. A statistically
stable estimate,R̂, of the required fourth-order mo-

ments can be obtained by replacing theRl in Eq. ~22! by R̂l .
Note that an accurate estimate ofR̂l can be obtained by using
Ns uncorrelated snapshots whereNs@M in contrast to the
Ns@M2L snapshots which would be required without the
Gaussian assumption. Note that Eq.~22! can also be used to
obtain the matrixRQ in Eq. ~21! for uncorrelated noise by
substitutingsnI for Rl . Although spatially and temporally
uncorrelated noise has been assumed here, evaluation ofRQ

suggests that it is only weakly dependent on smooth varia-
tions of the diffuse noise spectrum.

Note that the noise component of the fourth-order mo-
ment matrix,RQ , is not simply an identity matrix, as is the
case for the noise component ofRl but is obtained by letting
Rl5I for l51,...,L in Eq. ~22!. Rather, the noise cross-
spectral density matrix appears in both terms of Eq.~22!. In
particular, the noise contributes to the rank-one component
vec~R!vec~R!1 and at low signal-to-noise ratio~SNR! has an
effect similar to a signal field mismatch which is not due to
environmental uncertainty. In long observation time settings,
the coherent MV-EPC performance at lower SNRs can be
improved by using

R̃l5R̂l2alminI ~23!

in place ofR̂l in Eq. ~22!, wherelmin is the minimum eigen-
value of R̂l and 0,a,1 is close to unity. The performance
of the resulting ‘‘modified’’ coherent wideband MV-EPC
processor is better at low SNRs, as shown in Sec. IV. Sub-
tracting alminI in Eq. ~23! has the effect of reducing the
mean noise contribution to the data CSDMs used in Eq.~22!
which in turn reduces the noise component of
vec~R!vec~R!1. Note that although the mean noise contribu-
tion toR is reduced by usingR̃l , the variance of the fourth-
order moment estimate increases which will degrade the per-
formance of the modified coherent MV-EPC in short
observation time scenarios. Indeed, the low SNR, limited
observation time, short array case can be expected to pose
difficulties for all source localization methods.

The coherent wideband processor presented here is to
some extent a generalization of the ‘‘matched processor’’
proposed by Vural in Ref. 18 for dealing with random signal
fields described by a non-rank-one covariance matrix,S.
Vural’s approach considers a Hermetian quadratic product of
the formx1Kx with the vector,x, representing the input data
operated on by the Hermetian weight matrix,K . The
‘‘spectral-spatial’’ minimum variance matched-field proces-
sor developed in Ref. 18 minimizes the variance ofx1Kx
subject to trace~KS!51. In conventional minimum variance
adaptive beamforming, the weight vector,w, is chosen to
minimize the variance ofw1x subject to constraints. Sincex
is zero mean, the MV beamformer equivalently minimizes
beamformer output power. However,x1Kx is typically not
zero mean and so it makes sense to minimize the fourth-
order moment corresponding to the beamformer output
power squared,ux1Kx u2, rather than the variance ofx1Kx .
The squared sum of beamformer output powers is the quan-
tity minimized by the coherent wideband MV-EPC MFP.
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IV. SIMULATION RESULTS

In this section, the probability of correct source localiza-
tion and typical ambiguity surfaces are evaluated for the in-
coherent Bartlett and coherent MV-EPC wideband matched-
field processing methods. In order to demonstrate that the
impact of environmental mismatch on wideband matched-
field processing performance is scenario dependent, two dif-
ferent environments are considered. The first environment,
shown in Fig. 1, models a set of matched-field experiments
conducted by NRaD/NCCOSC off the coast near San Diego,
CA. These experiments are known as the SWELL-EX
trials.13 The uncertain environmental parameters are assumed
to be uniformly distributed between the minimum and maxi-
mum values given in the brackets within Fig. 1. Note that the
sound-speed profile in the water column is assumed known
and is isovelocity over most of the approximately 200-m-
deep channel. Environmental mismatch is limited to the bot-
tom parameters. The environmental parameters assumed by
the Bartlett MFP wereD5198.5 m,c(Su)51554 m/s,c(Sl)
51576 m/s,a50.20 dB/~km Hz!, r51.78 g/cm3, DS530 m,
and c(B)51861 m/s. The second environment considered
here is modeled after the ‘‘general mismatch’’ benchmark
scenario used in the 1993 NRL/ONR matched-field
Workshop.14 This model is referred to below as the ‘‘NRL
environment’’ and is illustrated in Fig. 2. The uncertain pa-
rameters for this case are again assumed to be uniformly
distributed between the minimum and maximum values
shown in Fig. 2. Note that the NRL environment includes an
uncertain downward refracting sound-speed profile as well as
uncertain geoacoustic parameters in the approximately 100-
m-deep ocean. For this scenario the expected values of the

seven uncertain parameters shown in Fig. 2 were used as the
assumed environmental parameters for the Bartlett MFP. For
both scenarios, the source spectrum and the noise spectrum
were assumed to be flat from 100 to 600 Hz. Because of the
multipath nature of the propagation, the signal power varies
with depth along the receiving array as well as with fre-
quency. Therefore, in these simulations, the SNR is defined
by averaging across both depth and frequency, i.e.,

SNR5
1

L (
l50

L21 trace~ss
2Pl !

trace~sn
2I !

. ~24!

A short, nonuniformly spaced, five-sensor array was consid-
ered in both scenarios. In the SWELL-EX case, the sensor
depths were 76, 88, 104, 114, and 122 m. In the NRL case,
the sensors were at depths of 38, 44, 52, 57, and 61 m,
corresponding to roughly the same fractional depths in the
water column. Eleven narrow-band frequencies were chosen
for processing at a spacing of roughly 45.5 Hz. These fre-
quencies were: 106.6, 151.5, 197.0, 242.4, 287.9, 333.3,
378.8, 424.2, 469.7, 515.2, and 560.6 Hz. At each frequency,
the data cross-spectral density matrices were estimated using
Ns5200 uncorrelated snapshots. This corresponds to a total
integration time which depends on the length of each snap-
shot, T. As noted in Sec. I, for a typical choice ofT of
between 0.5 and 1 s and 50% overlap of the snapshots, 200
snapshots would correspond to an integration time of be-
tween 50 and 100 s. Note that over 65 s, a 3-knot target
could move 100 m which may result in some degradation in
the ambiguity surface peak. In practice, the conflicting re-
quirements of a long observation in order to detect low SNR
sources and a short observation time to track moving targets
poses a fundamental limit on localization performance. Note
that the choice of only 11 distinct frequencies was for com-
putational convenience only and should not be misconstrued
as implying that this is a multi-frequency rather than a broad-
band approach. Additional frequencies could also be used or
this processor could likewise be formulated in the time do-
main, as discussed briefly in Sec. I, although this necessitates
the generation of an extensive number of narrow-band rep-
lica vectors to be able to synthesize the hypothesized time-
domain waveforms without aliasing.

The main performance measure used here is the prob-
ability of correct localization~PCL! computed usingKP550
Monte Carlo realizations for each of the two environments.
The source was placed at a range of 8900 m and a depth of
55 m. For each trial, the source location estimate was taken
as the position of the ambiguity surface peak between 5000
m and 12 000 m in range and between the surface and the
bottom in depth. Ambiguity surfaces were computed using a
100-m step size in range and 2-m step size in depth. For the
SWELL-EX case, the probability of correct localization was
then the proportion of trials that gave location estimates
within 6600 m in range and610 m in depth of the true
source position. For the modified NRL scenario, correct lo-
cation estimates were defined as being within6300 m in
range and65 m in depth of the true source position. Note
that the size of the search regions used scales with channel
depth for the two environments.

FIG. 1. SWELL-EX ocean environment.

FIG. 2. Modified NRL workshop general mismatch ocean environment.
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The performance of the narrow-band Bartlett MFP with
a short array as a function of frequency for the two environ-
mental scenarios at an SNR of 0 dB is shown in Fig. 3.
While the performance of the narrow-band Bartlett MFP dif-
fered both as a function of frequency and environmental sce-
nario, it was consistently less than 50% for both environ-
ments. Three significant effects influence the PCL
performance of the narrow-band Bartlett MFP. First, under-
sampling of the modal depth eigenfunctions increases both
the number and the heights of range and depth sidelobes in
the narrow-band ambiguity surfaces. Undersampling occurs
when the number of sensors in the array~in this case, 5! is
less than the number of propagating modes supported by the
water column~e.g., at 333 Hz there were 35 modes in the
NRL scenario and 60 modes in the SWELL-EX case!. Sec-
ond, mismatch of the environmental parameters can cause
either a shift and/or a reduction in the ambiguity surface
peak, depending on the scenario. The effect of environmental
mismatch on shallow-water matched-field processors has
been extensively studied previously.3,4,19 Mismatch in the
SWELL-EX scenario most closely approximates a Pekeris
waveguide where it has been shown that channel depth or the
sediment parameter errors result in a frequency-independent
shift of the ambiguity surface peak position.4,19 In contrast,
the NRL scenario includes both water-column sound-speed
profile and bottom mismatch which has been shown to result
in a serious reduction and distortion of the ambiguity surface
peak.3,4 Third, finite observation time introduces variance to
the ambiguity surface. Statistical variability in the ambiguity
surface can cause secondary peaks to exceed the peak near
the true source position, therefore further degrading PCL
performance. Statistical variability can be reduced both by
increasing the observation time and by incoherently averag-
ing across frequency.12

Incoherent wideband averaging will improve robustness
to environmental mismatch when the effect of mismatch is a
frequency-independent shift in the location of the ambiguity
surface peak at the true source location. This occurs because
the sidelobe pattern, relative to the mainlobe position, is a
function of source frequency. As a result, when narrow-band
surfaces are incoherently averaged, the mainlobe peaks add
constructively while the sidelobes average out for suffi-
ciently large frequency separations, thus reducing the num-
ber of localization errors due to exceedingly high sidelobes.

As noted above, of the two scenarios considered here, only
mismatch in the SWELL-EX case results in a frequency-
independent shift of the mainlobe peak. This explains why
incoherent averaging significantly increased the PCL perfor-
mance to 92% in the SWELL-EX case, while the PCL per-
formance in the NRL scenario increased only to 32%, as
indicated in Fig. 3. For these results,Ns5200 snapshots were
used to generate statistically stable estimates of the narrow-
band CSDMs with the result that the narrow-band PCL per-
formance of the Bartlett processor closely tracked the perfor-
mance obtained when the CSDMs were assumed to be
known exactly. This indicates that in these simulations, the
effect of incoherent wideband averaging on PCL perfor-
mance was due to its effectiveness~or ineffectiveness! in
mitigating environmental mismatch rather than reducing sta-
tistical variability in the ambiguity surface.

Incoherently averaged broadband Bartlett ambiguity sur-
faces for the SWELL-EX scenario at 0 dB and the NRL
scenario at 10 dB are shown in Figs. 4 and 5, respectively,
for a typical random realization of the environment. The true
source position is 8900 m in range and 55 m in depth. Note
that for the SWELL-EX scenario a slightly biased estimate
of the source position is obtained, the source being estimated
at 9200 m in range and 55 m in depth. The smooth sidelobes
are the result of averaging out the frequency-dependent range
and depth ambiguities of the individual surfaces. For the
NRL scenario, however, the source is incorrectly estimated
at 10 900 m in range and 95 m in depth and significant side-
lobes persist even after incoherent broadband averaging.

It is worth noting that when a long 50-sensor array
which fully spanned the water column was used in the
SWELL-EX and NRL scenarios, narrow-band PCL perfor-
mance was over 90% for all 11 frequencies in the
SWELL-EX scenario but was between 30% and 50% for the
NRL scenario. For the fully spanning array case, incoherent
averaging resulted in a PCL of close to 100% for the
SWELL-EX scenario but only a PCL of 52% for the NRL
scenario. This again illustrates the inability of incoherent
broadband averaging to compensate for environmental mis-
match in the NRL scenario. The fact that the narrow-band
PCL performance was over 90% for the SWELL-EX sce-
nario was due to the fact that there were significantly fewer
large sidelobes present in the narrow-band ambiguity sur-
faces as a result of using a densely sampled array which fully
spans the water column. Despite the difficulty of the NRL
scenario, incoherent averaging of narrow-band MV-EPC sur-
faces for a fully spanning array yielded near 100% correct
localization. The performance of the MV-EPC method with a
long array is more fully discussed in Ref. 7 for the NRL
scenario and in Ref. 20 using real Mediterranean vertical
array data. Unfortunately, however, for short arrays the num-
ber of constraints required to provide robustness to environ-
mental mismatch can quickly exceed the number of sensors
in the array, leading to an overconstrained beamformer
which is no longer able to adaptively suppress ambiguous
sidelobes. This is illustrated in Fig. 6 by the ambiguity sur-
face for the incoherently averaged wideband MV-EPC beam-
former using the short array in the NRL scenario. The inabil-
ity of the incoherent MV-EPC to adaptively suppress

FIG. 3. Probability of correct localization versus frequency for narrow-band
Bartlett processor.
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sidelobes necessitates the use of an alternative MFP method
when short arrays are involved, as is the case of interest here.
This motivates the use of the coherent wideband MV-EPC
method derived in the previous section.

A typical ambiguity function of the coherent wideband
MV-EPC method applied to the short array in the NRL sce-

nario at 10 dB SNR is shown in Fig. 7. The dominant eigen-
vectors used in Eq.~17! were computed usingK550 inde-
pendent realizations, performing a singular value
decomposition onC~r,z!, and retaining all singular vectors
whose eigenvalues were greater than 10% of the largest sin-
gular value. Note that the dimension ofC~r ,z! is M2L3K

FIG. 4. Incoherent wideband Bartlett ambiguity surface for SWELL-EX scenario of Fig. 1.

FIG. 5. Incoherent wideband Bartlett ambiguity surface for NRL scenario of Fig. 2.
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which in this example corresponds to 275350. This resulted
in between 12 and 20 constraints being used in the coherent
MV-EPC method, depending on hypothesized source posi-
tion. Thus, R is 2753275 and a typical dimension for

H~r ,z! is 275315. Note that although the singular value de-
compositions required to computeH~r ,z! for each hypoth-
esized range and depth may be performed before the data are
processed, the storage requirements and computation time

FIG. 6. Incoherent wideband MV-EPC ambiguity surface for NRL scenario of Fig. 2.

FIG. 7. Coherent wideband MV-EPC ambiguity surface for NRL scenario of Fig. 2.
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are significantly greater for the coherent MV-EPC than inco-
herent MFP methods. In these simulations, for example, co-
herent MV-EPC processing took about six times longer than
any of the incoherent methods@not including the precompu-
tation of H~r ,z!#. Note that since the coherent methods in-
volve the squared power output, to permit comparison with
incoherent Bartlett, 5 log~Zepc! is the dB scale plotted in Fig.
7. Observe that the coherent wideband MV-EPC ambiguity
surface exhibits a peak at the correct source location of 8900
m in range and 55 m in depth with sidelobes which are at
least 3 dB down. It is because the coherent wideband MV-
EPC processor adapts a larger number of degrees of freedom
over the signal band that it is able to achieve better sidelobe
suppression. The probability of correct localization perfor-
mance of the coherent MV-EPC and incoherent Bartlett pro-
cessor for the short array is plotted versus SNR in Fig. 8.
Note that the coherent MV-EPC method exhibited superior
PCL performance at SNRs above25 dB. However, below
25 dB SNR the coherent wideband MV-EPC processor per-
formance falls off very significantly. The reason the coherent
wideband MV-EPC exhibits poor performance at low SNR is
that the noise component of the fourth-order moment matrix,
R, is not simply an identity matrix, as is the case for the
noise component ofRl . As shown in Fig. 8, the modified
coherent MV-EPC method which usesR̃l of ~23! in place of
R̂l in Eq. ~22! gives better performance at lower SNRs pro-
vided sufficient observation time is available.

V. CONCLUSION

In this paper, the problem of matched-field passive lo-
calization of broadband underwater acoustic sources with a
short vertical sensor array has been addressed. A new coher-
ent wideband MFP method has been proposed to improve the
robustness of matched-field processing to environmental un-
certainties. This method has been compared with incoherent
averaging of narrow-band Bartlett ambiguity surfaces across
the signal band. The results indicate that the effectiveness of
the incoherent wideband Bartlett processor is dependent on
the type of environmental mismatch. In particular, incoherent
averaging works well when the environmental mismatch re-
sults in a frequency-independent shift in source position. For
more difficult environments, the incoherently averaged mini-

mum variance beamformer with environmental perturbation
constraints~MV-EPC! provides better performance when
used with large vertical arrays. For short arrays, however, the
MV-EPC beamformer becomes overconstrained, which pre-
cludes the adaptive suppression of beamformer sidelobes.
The coherent wideband MV-EPC processor makes available
a much larger number of adaptive degrees of freedom for
suppressing ambiguous sidelobes and also exploits cross-
frequency dependencies in the random acoustic channel re-
sponse. The method uses environmental constraints defined
across the signal frequency band in order to provide robust-
ness over an ensemble of random environmental realizations.
In particular, the method consists of minimizing the squared
output power of the beamformer subject to these constraints.
Monte Carlo simulation results for a canonical shallow-water
scenario indicate that the coherent wideband MV-EPC
method yields improved probability of correct localization
performance versus incoherent averaging of narrow-band
Bartlett ambiguity functions with a short array above a
threshold SNR.
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APPENDIX: DERIVATION OF R

From Eq.~12!, the fourth-order moment of the data is
defined as

R5E$vec~X!vec~X!1%, ~A1!

where we also defineX5@X1 X2 ••• XL#, X l5xlxl
1,

x̄5vec~X!, x̄l5vec~X l!, and let1 represent the Hermetian
transpose,* represent the complex conjugate, and‘‘ T’ ’ rep-
resent the transpose. For zero-mean, Gaussian random vari-
ables it is known that

E$v1v2* v3v4* %5E$v1v2* %E$v3v4* %1E$v1v4* %E$v3v2* %.
~A2!

The expectationE$Xk
i j Xl

mn* % 5 E$xk
i xk

* xl
m* xl

n%, conditioned
on the environmental parametersz, wherexl

i corresponds to
the value ofxl at thei th sensor, can be evaluated as

E$Xk
i j Xl

mn* %5Rk
i jRl

mn*1Rk
imRl

jn* dkl, ~A3!

whereRk
i j 5 E$xk

i xk
j* % represents thei j th element of the data

cross-spectral density matrix, Rk . Defining
X l5@X l

1 X l
2 ••• X l

M# andX l
i5@X l

1i X l
2i ••• X l

M i#T, it
is possible to write

E$Xk
i X l

j1%5F E$Xk
1iXl

1 j* % ••• E$Xk
1iXl

M j* %

A � A

E$Xk
MiXl

1 j* % ••• E$Xk
MiXl

M j* %
G ,
~A4!

FIG. 8. PCL versus SNR for coherent and incoherent wideband MFP meth-
ods.
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E$Xk
i X l

j1%5F Rk
1iRl

1 j* ••• Rk
1iRl

M j*

A � A

Rk
MiRl

1 j* ••• Rk
MiRl

M j*
G

1F Rk
11Rl

i j * ••• Rk
1MRl

i j *

A � A

Rk
M1Rl

i j * ••• Rk
MMRl

i j *
G dkl ,

~A5!

E$Xk
i X l

j1%5Rk
iRl

j11Rl
i j *Rkdkl , ~A6!

whereRk
i represents thei th column of the data cross-spectral

density matrixRk .
Noting that x̄l5vec~X l!5@X l

1T X l
2T ••• X l

MT#T, it
follows that

E$x̄k x̄l
1%5F Rk

1Rl
11 ••• Rk

1Rl
M1

A � A

Rk
MRl

11 ••• Rk
MRl

M1
G

1F Rl
11*Rk ••• Rl

1M* Rk

A � A

Rl
M1*Rk ••• Rl

MM* Rk

G dkl ,

~A7!

E$x̄k x̄l
1%5 r̄ kr̄ l

11@Rl* ^Rk#dkl , ~A8!

where r̄ l5vec~Rl! and^ represents the Kronecker product.
Defining R5@R1 R2 ••• RL#, r̄5vec~R!, and mak-

ing note thatx̄5@x̄1
T x̄2

T ••• x̄L
T#T it follows that

E$x̄x̄1%5F r̄1r̄11 r̄1r̄2
1 ••• r̄1r̄L

1

r̄2r̄1
1 r̄2r̄2

1 ••• r̄2r̄L
1

A A � A

r̄L r̄1
1 r̄L r̄2

1 ••• r̄L r̄L
1

G
1FR1* ^R1 0 ••• 0

0 R2* ^R2 ••• 0

A A � A

0 0 ••• RL* ^RL

G ,
~A9!

R5 r̄ r̄11diag$R1* ^R1 , R2* ^R2 , ••• RL* ^RL%.
~A10!
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In this article, stable Pade´ approximations to the functionA11z are derived by choosing a branch
cut in the negative half-plane. The Pade´ coefficients are complex and may be derived analytically
to arbitrary order from the corresponding real coefficients associated with the principal branch
defined byz,21, I(z)50 @I(z) denotes the imaginary part ofz#. The characteristics of the
corresponding square-root approximation are illustrated for various segments of the complex plane.
In particular, for waveguide problems it is shown that an increasingly accurate representation may
be obtained of both the evanescent part of the mode spectrum for the acoustic case and the complex
mode spectrum for the elastic case. An elastic parabolic equation algorithm is used to illustrate the
application of the new Pade´ approximations to a realistic ocean environment, including elasticity in
the ocean bottom. ©1997 Acoustical Society of America.@S0001-4966~97!01601-9#

PACS numbers: 43.30.Bp, 43.20.Bi@MBP#

INTRODUCTION

Parabolic equation~PE! approximations to the wave
equation are widely used in propagation algorithms for un-
derwater acoustic applications. Over the years, these algo-
rithms have progressed from a narrow-angle split-step
formulation1 to a wide-angle finite-element approach.2 Moti-
vation for the advancement in the capability of the algo-
rithms stems from the requirement for acoustic predictions in
environments involving high-angle propagation with signifi-
cant ocean–bottom interaction, range dependence, and
acousto-elastic coupling. Because the PE methodology de-
pends critically upon a square-root approximation to a
pseudo-differential operator, it is not surprising that recent
advances can be linked directly to improvements in the
square-root approximations. The Thomson–Chapman wide-
angle approximation3 and Collins’ sum and product Pade´
expansions4,5 are but two examples.

Rational square-root approximations with complex coef-
ficients have been particularly important because they have
extended the range of applicability of the PE to elastic me-
dia. Propagation in elastic media involves interaction of
compressional and shear components and raises important
stability issues for the square-root approximations. Wetton
and Brooke,6 using a first-order rational-linear approxima-
tion, showed that stable elastic wave propagation with the PE
was possible, provided complex square-root coefficients
were employed. Collins4 improved upon the analysis by pre-
senting a method for computing higher-order Pade´ approxi-
mations with complex coefficients.

In this paper, we examine an alternative procedure for
obtaining high-order rational linear square-root approxima-
tions with complex coefficients. We show that a more natural
branch of the square-root function can be defined for PE

algorithms by rotating the principal branch~i.e., the negative
real line! into the lower complex plane. The resulting com-
plex square-root coefficients can be found directly from the
corresponding real-valued Pade´ coefficients, eliminating the
previous requirement for a nonlinear search procedure.4

Since the number of coefficients with this new procedure is
not limited in any theoretical or numerical sense, extremely
high-order approximations are possible. In principle, within
the context of the PE approximation,7 redefining the branch
of the square root allows both real and complex eigenvalues
~i.e., all spectral components! of the corresponding wave-
guide problem to be treated in a stable and accurate manner.
Of course, precise accounting for the entire evanescent part
of the spectrum would require an infinite number of coeffi-
cients. As demonstrated herein, a restricted portion of the
evanescent spectrum can be represented with a reasonable
number of terms. Finally, it is worth noting that finite-
difference acoustic PE algorithms can also benefit from us-
ing complex Pade´ coefficients. That is, the use of appropriate
complex coefficients can result in a natural attenuation of
extremely high-angle energy, including the evanescent part
of the mode spectrum. Generally speaking, this energy is
propagated improperly in algorithms utilizing real coeffi-
cients. Normally, such algorithms would have to eliminate
high-angle energy through a judicious choice of absorbing
layer or boundary condition.

This article is organized in the following manner: first,
we give a brief overview of the square-root approximation
within the context of the PE algorithm. Second, we derive
the complex coefficients for the rotated branch cut of the
square root and demonstrate the behavior of this approxima-
tion in the complex plane. Third, we use numerical examples
to illustrate the spectral properties of the new approximation.
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Finally, we use this approximation in an elastic PE predic-
tion for the ASA benchmark wedge-shaped waveguide~in-
cluding elasticity! and examine its application to acousto-
elastic waveguide propagation problems.

I. BACKGROUND

The formulation of PE methods begins with the reduced
wave equation, or Helmholtz equation,

prr1
1

r
pr1pzz1@k0n~z!#2p50, ~1!

written in cylindrical coordinates. In Eq.~1!, p(r ,z) is the
acoustic pressure due to a point source with time dependence
exp(2ivt). A reference sound speed,c0, is used to define a
reference wave number,k05v/c0, and an index of refrac-
tion, n(z)5c0 /c(z). The sound speed,c(z), is assumed to
depend only on depth. Assuming that the pressure is of the
form p5c(r ,z)exp(ik0r)/Ar , where the envelope function,
c, varies slowly withr , we can obtain the following equation
for k0r@1:

c rr12ik0c r1czz1k0
2@n221#c50. ~2!

Equation~2! can be written as the product of two factors

F ]

]r
1 ik0@12Q#GF ]

]r
1 ik0@11Q#Gc50, ~3!

where we have introduced the pseudo-differential operator
Q5An21(1/k0

2)(]2/]z2). The first factor of Eq.~3! governs
the evolution of the outgoing component ofc, while the
second governs the evolution of the incoming component of
c. PE methods are based on approximations of the pseudo-
differential operators 16Q.

For the purpose of the presentation of this analysis, we
neglect backscattering and concentrate on the outgoing com-
ponent ofc by writing

]c

]r
5 ik0@Q21#c5 ik0@A11Q21#c, ~4!

whereQ5n2211(1/k0
2)(]2/]z2). A number of approxima-

tions of A11Q which are based on Taylor or rational ap-
proximations of the functionA11z appear in the literature
~i.e., Refs. 1, 8, 9!. In particular, rational approximations of
the form

RN~z!511 (
n51

N
anz

11bnz
~5!

to S(z)5A11z are of interest for PE algorithms since they
can provide good estimates for use in Eq.~4! and allow
efficient numerical implementations. As shown in Ref. 10,
the real-valued coefficients

an5
2

2N11
sin2

np

2N11
and bn5cos2

np

2N11
~6!

correspond to Pade´ approximations of the square root with
branch cut along the negative real line fromz521. In Refs.
4 and 5, these approximations are used to implement numeri-

cal marching schemes which are applied to acoustic propa-
gation.

The real-valued coefficients given in Eq.~6!, while use-
ful for certain problems, result in a square-root approxima-
tion which maps the real axis onto itself. In the context of
waveguide propagation, this leads to inappropriate treatment
of eigenvalues corresponding to evanescent modes in acous-
tic media ~which, in the context of this analysis, should be
mapped onto the positive imaginary axis! and to computa-
tional instability in elastic media~where eigenvalues in the
lower half-plane are mapped into the same half-plane, result-
ing in an exponentially growing solution6!. Both these diffi-
culties can be overcome by using complex coefficients, pro-
vided suitable stability conditions are met. Collins4,11

presented a technique to enhance stability whereby one or
more of the derivative constraints used to determine the co-
efficients given by Eq.~6! are replaced by stability con-
straints. Computations indicate that convergence of Collins’
procedure becomes increasingly difficult as the order of the
approximation increases, and above a certain order no solu-
tion can be reasonably obtained.12

In view of the above comments, it is therefore desirable
to define a more direct method for computing complex ratio-
nal coefficients which provide accurate and stable approxi-
mations to the square-root function. In the next section we
show how the coefficients of Eq.~6! can be used to generate
such approximations forA11z, for which the corresponding
branch cut is chosen to lie in the negative half-plane.

II. THE ROTATED BRANCH CUT RATIONAL
APPROXIMATION

A. Derivation

We have noted thatRN(z) approximates the branch of
A11z with a branch cut along the negative real line. To
obtain an approximation with branch cut along the ray
z5211rei (p1a) with r.0, we consider the function

Sa~z!5eia/2A~11z!e2 ia. ~7!

If we take the square root in Eq.~7! to be that branch of
the square-root function with branch cut along the negative
real line, then it is easy to see thatSa(z) is the branch of the
square-root function with branch cut along the desired ray.
Figure 1 gives a schematic showing a position of the branch
cut in thez plane. From Eq.~7!, we have

Sa~z!5eia/2A11@~11z!e2 ia21#. ~8!

FIG. 1. A schematic of thez plane and the position of the branch cut of
Sa(z).
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Using Eq.~5! to approximate the square root in Eq.~8!, we
obtain

Sa~z!'Ra,N~z!

5eia/2F11 (
n51

N
an@~11z!e2 ia21#

11bn@~11z!e2 ia21#G . ~9!

Equation~9! can be put into the form

Ra,N~z!5C01 (
n51

N
Anz

11Bnz
. ~10!

From Eq.~9! and Eq.~10!, we obtain

C05eia/2S 11 (
n51

N
an@e

2 ia21#

11bn~e
2 ia21!D

and

Bn5
bne

2 ia

11bn~e
2 ia21!

. ~11!

The coefficient,An , is determined by noting that the pole at
z521/Bn must have the same strength in both Eq.~9! and
Eq. ~10!. This is accomplished by considering the expression

lim
z→21/Bn

F @Bnz11#FC01 (
k51

N
Akz

11Bkz

2eia/2S 11 (
k51

N
ak@~11z!e2 ia21#

11bk@~11z!e2 ia21# D G G
5 lim

z→21/Bn

FAnz2
eia/2an@~11z!e2 ia21#

@11bn~e
2 ia21!# G50 ~12!

and evaluating the limit to obtain

An5
e2 ia/2an

@11bn~e
2 ia21!#2

. ~13!

The coefficientsAn , Bn , andC0 with an andbn given by
Eq. ~6! are used in the simulations below.

B. Characteristics of the rotated branch cut
approximation in the complex plane

In this and the following sections, we shall define
z5x1 iy and denote the real and imaginary parts ofz by
R(z) andI(z), respectively. The accuracy of the approxima-
tion Ra,N(z) applied to the real line is illustrated in Figs. 2
and 3, which show the differenceA11x2Ra,N(x) for
N52,4,8 anda510°,45°. The absolute values of the differ-
ence of the real parts and the difference of the imaginary
parts are plotted separately. These differences are taken
along the segment@21,10.6# of the real line. It is clear
from the plots that, for fixeda and sufficiently large
N, Ra,N(x) is an excellent approximation to theSa(x) in a
large region corresponding to the real wave-number spec-
trum for waveguide problems. Conversely, for fixedN, the
accuracy of the approximation decreases asa increases.

Figure 4 shows the images of the real line segment
@24,4# whena510°, 45° andN54,7. For comparison the
images obtained using Collins’ coefficients given in Ref. 4

are also presented. Note that in all cases~including those
from Ref. 4! the mapping is stable; the image of the real line
segment lies totally within the upper half-plane. Further-
more, Fig. 5 shows images of the real line segment
@2100,100# for a545° andN58,12,16. It is evident that
increasingN improves the representation of the correspond-

FIG. 2. The differenceA11x2Ra,N(x) for a510° andxe@21.0,10.6#.
The functions DR(x)5uR„A11x2Ra,N(x)…u and DI (x)5uI„A11x
2Ra,N(x)…u are plotted forN52,4,8.

FIG. 3. The differenceA11x2Ra,N(x) for a545° andxe@21.0,10.6#.
The functions DR(x)5uR„A11x2Ra,N(x)…u and DI (x)5uI„A11x
2Ra,N(x)…u are plotted forN52,4,8.
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ing branch of the square root and, correspondingly, the treat-
ment of the evanescent part of the spectrum.

Finally, Fig. 6 shows the contour of zero imaginary part
of Ra,N(z) with a50°,10°,45°, and 90° for different values
of N. For fixeda, it can be seen~as expected! thatRa,N(z)
approaches the appropriate branch of the square-root func-
tion asN increases.

III. RESULTS

A. Stability

Acousto-elastic waveguides place stringent stability con-
straints on the square-root approximations involved in para-
bolic equation propagation models. This is due to compli-
cated spectral behavior which allows modes to have complex
horizontal wave numbers.

Such a case is provided by the following layered wave-
guide example consisting of a fluid layer~100 m thick! over-
laying an elastic layer of thickness 900 m. The waveguide
structure is bounded above and below by free and rigid sur-
faces, respectively. The physical parameters of the liquid are
chosen as 1500–1.00i m/s for the compressional wave speed
and 1.00 g/cm3 for the density. In the elastic layer the com-

pressional and shear wave speeds are taken as
5500.00255.43i m/s and 2400.0026.33i m/s, respectively,
and the density is assumed to be 2.6 g/cm3. Note that com-
plex wave speeds are used to model lossy media. Also, as
demonstrated below, this particular choice of material pa-
rameters, though unrealistic from an underwater acoustics
point of view, leads to complex eigenvalues and allows the
application of the rotated Pade´ approximation to be tested
thoroughly.

The spectral components of this waveguide can be rep-
resented as an infinite set of modes with corresponding com-
plex values of horizontal wave numbers. With reference to
Sec. I, the eigenvalues associated with these modes lie clus-
tered about the real line in the complexz plane. Those ei-
genvalues with positive real parts correspond to propagating
modes in the waveguide and thus also have a positive imagi-
nary part ~i.e., satisfy the radiation condition!. Conversely
those modes with negative real parts correspond to evanes-

FIG. 4. Images of the real line segment@24,4# computed using Collins’
complex coefficients4 and the rotated Pade´ coefficients:~a! Collins, N54;
~b! rotated,N54,a510°; ~c! rotated,N54,a545°; ~d! Collins,N57; ~e!
rotated,N57,a510°; ~f! rotated,N57,a545°.

FIG. 5. Images of the real line segment@2100,100# computed using the
rotated Pade´ coefficients, witha545°: ~a! N58, ~b! N512, ~c! N516.
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cent or nonpropagating modes and can have either positive
or negative imaginary parts.

It is the evanescent modes which pose problems for the
square-root approximation. That is, propagation is cast in
terms of horizontal wave numbers which are defined by the
relationshipA11zk, wherek51, . . . ,̀ is the mode index
andzk is thekth eigenvalue. In order for stable propagation
to occur, all the horizontal wave numbers must lie in the
upper half-plane. Of course, integral transform solutions to
the propagation problem allow one to choose exactly the
proper behavior for the square root, whereas numerical solu-
tion techniques like the PE are only approximate. Nonethe-
less, it is possible to choose rotated complex Pade´ square-
root coefficients to closely represent the exact square-root
behavior.

Figures 7, 8, and 9 demonstrate the performance of the
rotated Pade´ square-root approximation, as a function of ro-
tation angle when applied to the waveguide problem de-
scribed above. Here, the square root maps the eigenvalues in
z space to horizontal wave numbers ink space; thus the
eigenvalues clustered about the negativez axis under the
mapping will lie clustered about the positive imaginary axis
in k space. In each figure, the positions of the exact modal
wave-number locations~boxes! and the approximate loca-
tions obtained with the corresponding rotated square-root ap-
proximation ~crosses! are joined together by straight lines.
Clearly, as the angle of the rotated square-root approxima-
tion is increased, the ability of the Pade´ approximation to
accurately represent the nonpropagating mode wave numbers
is much improved. Indeed, for a rotation angle equal to
90°, an eighth-order Pade´ approximation appears to be
nearly perfect except for a few modes close to the origin.
This example demonstrates that the rotated Pade´ square-root
approximation should extend the applicability of PE model-
ing to those cases such as higher-order rough surface scatter-
ing for which near-field~evanescent mode! effects are im-
portant.

B. Performance of PE using the rotated branch cut
approximation

In the previous section, we discussed the rotated branch
cut rational square-root approximation in the context of
stable representations of the complex eigenvalues in a wave-
guide. In this section, the properties of the rotated branch cut
rational approximation with respect to PE propagation mod-
eling are established. The aim is to verify that suitable values
of N and a can be defined for which the propagation is
reliably modeled. For this purpose, numerical experiments
were conducted using the model environment defined by the
ASA wedge-shaped waveguide benchmark for range-
dependent propagation problems13 modified to include elas-
ticity in the ocean bottom. The main features of this environ-

FIG. 6. Contours ofI„Ra,N(z)…50. The contours ofI„Ra,N(z)…50,
z5x1 iy , are plotted fora50°,10°,45°,90° andN52,4,8.

FIG. 7. A comparison of the exact modal wave-number locations with those
locations obtained using a rotated two term square-root approximation. Re-
sults are given fora50°,10°,45°,90°. The exact locations are marked by
boxes and the approximate locations are marked by crosses. To show the
displacement, each pair of corresponding points is connected by a straight
line.

FIG. 8. A comparison of the exact modal wave-number locations with those
locations obtained using a rotated four term square-root approximation. Re-
sults are given fora50°,10°,45°,90°. The exact locations are marked by
boxes and the approximate locations are marked by crosses. To show the
displacement, each pair of corresponding points is connected by a straight
line.
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ment are:~i! an initial channel depth of 200.0 m, sloping to
zero depth at 4.0-km range,~ii ! a homogeneous water layer
with sound speed 1500.0 m/s and density 1.0 g/cm3, and~iii !
a bottom with constant compressional and shear speeds of
1700.0 and 300.0 m/s, respectively. We have also assumed
that both compressional and shear attenuations in the ocean
bottom are given by 0.5 dB/l. An elastic PE algorithm14,15

was used to compute the acoustic field at a receiver depth of
30.0 m due to a 25.0-Hz source at 100.0-m depth for ranges
from 0.0 to 4.0 km. Step sizes of 0.5 m for depth and 5.0 m
for range were employed in the PE calculations.

Propagation loss curves were computed using the rotated
branch cut rational approximation coefficients for orders
N52, 4, 8, and for angles ofa50.0°, 10.0°, 45.0°, 90.0°.
The results are shown in Figs. 10–12. In Fig. 10, we show

four curves all obtained usingN52 but with different sets of
square-root coefficients. The solid curve was obtained using
Collins’ complex coefficients4 and is used as the reference
solution. The dotted curve was obtained witha50.0°
~equivalent to real Pade´ coefficients! and clearly demon-
strates the numerical instability6 that can occur in elastic PE
calculations when the coefficients are chosen inappropri-
ately. The dashed curve was obtained witha510.0° and
essentially overlays the reference solution. Thus the rotated
coefficients allow for stable propagation. The dot-dash curve
was obtained witha545° and indicates a substantial differ-
ence from the reference solution. The reason for this discrep-
ancy is that rotation of the branch cut to higher angles im-
plies higher-order coefficients are necessary for accurate
representations of the square root. This behavior, first dem-

FIG. 9. A comparison of the exact modal wave-number locations with those locations obtained using a rotated eight term square-root approximation. Results
are given fora50°,10°,45°,90°. The exact locations are marked by boxes and the approximate locations are marked by crosses. To show the displacement,
each pair of corresponding points is connected by a straight line.

FIG. 10. Propagation loss curves computed for the ASA benchmark prob-
lem by an elastic PE algorithm using the orderN52 rotated branch cut
rational approximation, for various angles of rotationa.

FIG. 11. Propagation loss curves computed for the ASA benchmark prob-
lem by an elastic PE algorithm using the orderN54 rotated branch cut
rational approximation, for various angles of rotationa.

765 765J. Acoust. Soc. Am., Vol. 101, No. 2, February 1997 Milinazzo et al. : Square-root approximations for PE



onstrated in Figs. 2 and 3, is confirmed by the results shown
in Figs. 11 and 12. In Fig. 11 we compare the results for
N54 and a545° ~dotted curve! and a590.0° ~dashed
curve! with the reference solution~solid curve!. Here we see
that increasing the order of the approximation has brought
the results fora545.0° into line with the reference but those
for a590.0° are still in error. As shown in Fig. 12, by in-
creasing the order toN58 we can bring the results for
a590.0° into line with the reference as well. Implicit to the
results shown in Fig. 12 is the fact that forN58, all branch
rotation angles to 90.0° produce accurate results for this
problem.

The results shown in this section demonstrate that for
small angles of rotationa, low-order rotated branch cut ra-
tional approximations are accurate for elastic PE propagation
modeling. For many acousto-elastic applications involving
thick elastic layers for which the modal complex eigenvalues
lie below but close to the negative real axis, such low-order
approximations will likely be sufficient to provide the re-
quired accuracy and stability during the computations. Con-
versely, applications which involve a thin elastic layer~e.g.,
an ice cover! can have modal eigenvalues that are located
farther from the negative real axis16 and, hence, require
larger angles of rotation~i.e., in order to place these eigen-
values in the upper half-plane in horizontal wave-number
space!. Consequently, higher-order coefficients will likely be
required in such cases to maintain accuracy and stability.

IV. CONCLUSIONS

In this article, we have derived rational approximations
to A11z which have branch cuts in the lower half-plane.
Exact expressions are given for the coefficients, in contrast to
the approximations given in Ref. 4 where the computation of
the coefficients becomes more ill-conditioned as the order of

the approximation increases. For waveguide problems, it is
demonstrated that increasing the order of the approximation
results in a better representation of the evanescent part of the
mode spectrum. Propagation loss curves for the ASA wedge
waveguide, modified to include elasticity in the ocean bot-
tom, were computed using various angles of branch cut ro-
tation and orders of coefficients. The results demonstrate that
accurate and stable elastic PE propagation modeling is
achieved using appropriate sets of rotated coefficients.
Clearly, the complex Pade´ coefficients based on the proce-
dures outlined in this article not only provide a simple and
straightforward alternative to the coefficients obtained previ-
ously by solving of a set of nonlinear equations, but also
potentially extend the applicability of the PE method to prob-
lems involving near-field calculations.
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A null-field T-matrix formalism is developed for scattering a pressure wave from a stationary elastic
shell immersed in a homogeneous and isotropic fluid half-space and in proximity to a rough
fluid–elastic interface. Helmholtz–Kirchhoff integral representations of the various scattered
pressure and displacement fields are constructed. The surface fields are required to satisfy the elastic
tensor boundary conditions and the scattered fields are required to satisfy the extended boundary
condition. Spherical basis functions are used to construct a free-fieldT-matrix for the elastic shell
and rectangular vector basis functions are used to construct a representation of the free-fieldT-
matrix for the rough fluid–elastic interface. The free-fieldT-matrices are introduced into the
Helmholtz–Kirchhoff and the null-field equations for the shell-interface system and a general
system of equations for the spectral amplitudes of the various fields is obtained. The general system
of equations is specialized to scattering from periodic surface roughness and an exact solution for
the scattered pressure field in the fluid is obtained. Then the general system of equations is
specialized to scattering from small-amplitude arbitrary roughness profiles and a perturbative
solution is obtained. It is shown that the formalism contains multiple scattering effects on the rough
surface and between the rough surface and the shell.@S0001-4966~97!02602-7#

PACS numbers: 43.30.Hw@JHM#

INTRODUCTION

This is the first of two papers in which scattering from
an elastic shell in proximity to a rough fluid–elastic interface
is investigated. In this paper, a null-fieldT-matrix formalism
is developed and in the second paper a variety of numerical
results are shown. The formalism is similar to that used by
Kristensson and Strom1,2 to calculate acoustic scattering
from a buried inhomogeneity and to that developed by Hack-
mann and Sammelmann3–6 to calculate acoustic scattering
from an elastic shell in a waveguide. In the former work, the
elastic properties of the inhomogeneity and of the infinite
solid were not considered, the elastic tensor boundary condi-
tions were not applied, and although the formalism was ap-
plicable for a rough interface, numerical results for a rough
interface were not presented. In the latter work, it was dem-
onstrated that multiple scattering between an elastic shell and
a planar waveguide boundary may result in super-resonant
phenomena and that symmetry breaking produced by the
waveguide boundaries partially splits degenerate free-field
resonances of the shell. However, the effects of surface
roughness were not considered. The formalism developed in
this paper is an extension of this previous work and includes
mode conversion at fluid-solid interfaces and multiple scat-
tering on the rough surface and between the rough surface
and the shell.

The problem admits two points of view: It may be
viewed as scattering from a rough surface in the presence of
a spherical shell, i.e., an inhomogeneity, in which case the
free-fieldT-matrix of the spherical shell modifies the free-
field T-matrix of the rough surface. From this point of view,
it is more convenient to consider Weyl rectangular spectral
amplitudes of the scattered field than spherical spectral am-

plitudes. Alternatively, it may be viewed as scattering from a
spherical shell in the presence of a rough surface, in which
case, the free-fieldT-matrix of the rough surface modifies
the free-fieldT-matrix of spherical shell and it is more con-
venient to consider the spherical spectral amplitudes of the
scattered field than the Weyl rectangular spectral amplitudes.
The former point of view is similar to that of Kristensson and
Strom while the latter is similar to that of Hackmann and
Sammelmann. Since the free-fieldT-matrix for the shell re-
lates the spherical components of the scattered field to the
spherical components of the incident field, while the free-
field T-matrix for the rough surface relates the rectangular
components of the scattered field to the rectangular compo-
nents of the incident field, depending on the point of view, it
is necessary to project the free-fieldT-matrix of the shell
onto a rectangular basis or to project the free-fieldT-matrix
for the rough surface onto a spherical basis. These transfor-
mations complicate both the analytical and numerical solu-
tion to the scattering problem: If the second point of view is
adopted for the problem being considered in this paper, it is
necessary to solve an integral equation for the spectral am-
plitudes of the fields on the rough surface even in zeroth
order perturbation theory, while if the first point of view is
adopted, it is necessary to solve an infinite system of linear
equations to determine the coupling of the free-field
T-matrix of the spherical shell at each order of perturbation
theory. In this paper, the first point of view is adopted and
the construction of theT-matrix for the scattered pressure
field in the fluid is described. A general system of equations
is developed for arbitrary surface roughness. Then two spe-
cial cases are considered: First the equations are specialized
to scattering from periodic surface roughness and an exact
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solution is obtained for the scattered pressure field in the
fluid. Then it is assumed that the maximum height of the
surface roughness is small and a perturbative solution is de-
veloped for an arbitrary roughness profile.

The various volumes and surfaces are denoted in the
following manner: The volumev ~1! is exterior to the shell
and above the rough surface;v ~2! is the volume within the
elastic solid;v ~3! is the volume in the annular region bounded
by the inner and outer surfaces of the shell; andv ~4! is the
volume bounded by the inner surface of the shell. The rough
surface iss~2! ands~3! ands~4! are, respectively, the outer and
inner surfaces of the shell. These volumes and surfaces are
shown in Fig. 1. The origin of coordinates is at the center of
the shell with thez axis directed upward. The outer and inner
radii of the shell are, respectively,a andb. The mean plane
of the rough surface is located a distanced~2! below the
center of the shell so that the surface of the elastic solid is
given by z852d(2)1j (2)(x8,y) where j~2!(x8,y8) is the
roughness profile function. It is assumed thatj~2!(x8,y8) is
homogeneous, nonisotropic, and has zero mean, and that the
maximum amplitudes of the roughness in thex andy direc-
tions are, respectively,hx andhy . It is assumed that all fluid
and solid media are homogeneous and isotropic. The Lame
parameters in thenth volume arel(n) andm(n) ~for elastic
media!, the mass density isr(n), and the wave speeds forp

andswaves are, respectively,cp
(n)2 5 (l (n) 1 2m (n))/r (n) and

cs
(n)2 5 m (n)/r (n). It is assumed that a stationary time har-
monic sourcep( i )~r !e2 ivt is present in the volumev ~1! and
all fields are time harmonic. The wave vectors forp and s
waves in thenth medium are, respectively,kp

(n) with kp
(n)

5 v /cp
(n) andks

(n) with ks
(n) 5 v /cs

(n). In the following the
factore2 ivt and explicit dependence on time are omitted.

The unknown fields are the scattered pressure fields
p(1s)~r ! exterior to the shell and above the rough fluid–
elastic surface andp(4s)~r ! interior to the shell and the dis-
placement fieldsu(2s)~r ! within the elastic solid andu(3s)~r !
within the elastic shell. The unknown surface fields are the
pressure fieldp1

~2!~r 8! and the displacement fieldu2
~2!~r 8! on

the surface of the rough elastic solid, and the pressure fields

p1
~3!~r 8! and p2

~4!~r 8! and displacement fieldsu2
~3!~r 8! and

u1
~4!~r 8! on, respectively, the outer and inner surfaces of the
elastic shell. The subscripts ‘‘plus’’ and ‘‘minus’’ are used,
respectively, to indicate that a surface field is evaluated in
the limit in which r 8 approaches the surface from the volume
above and below the surface.

On fluid–elastic interfaces, the normal component of the
particle displacement and traction are continuous and the
tangential component of the traction vanishes: The equations
that follow from these boundary conditions are given by

n̂~n!~r 8!–u~n!~r 8!5n̂~n!~r 8!–“8p~n!~r 8!/l~m!kp
~m!2, ~1!

n̂~n!~r !–@ n̂~n!~r 8!–tI2
~n!~r 8!#52p1

~n!~r 8!, ~2!

and

n̂~n!~r 8!3@ n̂~n!~r 8!–t~n!~r 8!#50. ~3!

In Eqs.~1!–~3!, (m,n)P@~1,2!,~1,3!,~4,4!#,u(n)~r 8!P@u2
~2! ~r 8!,

u2
~3!~r 8!,u1

~4!~r 8!#, p(n)~r 8!P@p1
~2!~r 8!,p1

~3!~r 8!,p2
~4!~r 8!#, andl(m)

and kp
(m) are, respectively, the Lame parameter and wave

number of the fluid medium bounding the interface. The
quantity t(n)~r 8!P@t2

~2!~r 8!,t2
~3!~r 8!,t1

~4!~r 8!#, where t2
~2!~r 8! is

the stress tensor on the surface of the elastic solid andt2
~3!~r 8!

andt1
~4!~r 8! are, respectively, the stress tensors on outer and

inner surfaces of the elastic shell. The subscripts ‘‘plus’’ and
‘‘minus’’ are used to denote the same limiting process used
to evaluate the surface pressure and displacement fields. The
unit vectorn̂~2!~r 8! is normal to the rough surface, has itsz
component directed in the positivez direction, and is given
by

n̂~2!~r 8!5
ẑ82]x8j

~2!~x8,y8!x̂82]y8j
~2!~x8,y8!ŷ8

A11@]x8j
~2!~x8,y8!#21@]y8j

~2!~x8,y8!#2
.

~4!

The unit vectorsn̂~3!~r 8! andn̂~4!~r 8! are normal, respectively,
to the outer and inner surfaces of the shell and are directed
radially outward.

The scattered fields are forced to satisfy the extended
boundary condition or null-field hypothesis: In regions exte-
rior to v ~1!, the total pressure fieldp~1!~r ! exactly cancels the
incident field and since there are no other sources, the fields
p(4s)~r !, u(2s)~r !, andu(3s)~r ! vanish in volumes exterior to
those in which these fields are defined.

I. HELMHOLTZ–KIRCHHOFF INTEGRAL
REPRESENTATION OF FIELDS

The Helmholtz–Kirchhoff integral equation representa-
tion of the scattered fields and the equations that follow from
the null-field hypothesis are given by

FIG. 1. Shell-rough interface geometry.
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E
s~2!

ds8~2!@p1
~2!~r 8!n̂~2!~r 8!–“8g0~r 8,r ;kp

~1!!

2l~1!kp
~1!2g0~r 8,r ;kp

~1!!n̂~2!~r 8!•u2
~2!~r 8!#

1E
s~3!

ds8~3!@p1
~3!~r 8!n̂~3!~r 8!•“8g0~r 8,r ;kp

~1!!

2l~1!kp
~1!2g0~r 8,r ;kp

~1!!n̂~3!~r 8!•u2
~3!~r 8!#

5 H p~1s!~r !5p~1!~r !2p~ i !~r ! ~rPv ~1!!

2p~ i !~r ! ~r¹v ~1!!
, ~5!

E
s~2!

ds8~2!$2p1
~2!~r 8!n̂~2!~r 8!•G0~r 8,r ;kp

~2! ,ks
~2!!

2u2
~2!~r 8!•@ n̂~2!~r 8!•S0~r 8,r ;kp

~2! ,ks
~2!!#%

5 H u~2s!~r ! ~rPv ~2!!

0 ~r¹v ~2!!
, ~6!

E
s~3!

ds8~3!$2p1
~3!~r 8!n̂~3!~r 8!•G0~r 8,r ;kp

~3! ,ks
~3!!

2u2
~3!~r 8!•@ n̂~3!~r 8!•S0~r 8,r ;kp

~3! ,ks
~3!!#%

1E
s~4!

ds8~4!$p2
~4!~r 8!n̂~4!~r 8!•G0~r 8,r ;kp

~3! ,ks
~3!!

1u1
~4!~r 8!•@ n̂~4!~r 8!•S0~r 8,r ;kp

~3! ,ks
~3!!#%

5 H u~3s!~r ! ~rPv ~3!!

0 ~r¹v ~3!!
, ~7!

and

E
s~4!

ds8~4!@2p2
~4!~r 8!n̂~4!~r 8!•“8g0~r 8,r ;kp

~4!!

1l~4!kp
~4!2g0~r 8,r ;kp

~4!!n̂~4!~r 8!•u1
~4!~r 8!]

5 H p~4s!~r ! ~rPv ~4!!

0 ~r¹v ~4!!
. ~8!

When the Helmholtz–Kirchhoff integral is used to rep-
resent a field, the unit vector normal to the surface that
bounds the scattering volume is directed outward. Since the
unit vectors defined here are directed into the scattering vol-
ume, minus signs are included in Eq.~5! in the integrals over
the surfaces of the elastic solid and the shell. The pressure
field p(1s)~r !5p~1!~r !2p( i )~r ! is the scattered pressure field
in the fluid volume and the vectorsr5xx̂1yŷ1zẑ and
r 85x8x̂81y8ŷ81z8ẑ8 are, respectively, radius vectors to a
field point and to a point on a scattering surface. The quan-
tities ds8~3! andds8~4! are, respectively, area elements on the
outer and inner surfaces of the shell andds8~2! is an area
element on the rough surface and is given by

ds8~2!5dx8~2! dy8~2!

3A11@]x8j
~2!~x8,y8!#21@]y8j

~2!~x8,y8!#2.

~9!

The quantityg0~r 8,r ;kp
(n)! is the scalar Green function for a

point source in an unbounded region and the quantities

G0~r 8,r ;kp
(n),ks

(n)! andS0~r 8,r ;kp
(n),ks

(n)! are, respectively, the
Green displacement dyadic and Green stress triadic for an
unbounded region. Representations of these functions as well
as the surface and scattered fields that appear in Eqs.~5!–~8!
are given in Sec. III.

Since the solution for the scattered pressure field in the
fluid is the quantity of interest, and since the scattered dis-
placement fields in the infinite elastic solid and in the annular
region of the shell, and the pressure field interior to the shell
are not necessary for the solution, these fields are not con-
sidered further. However, when these fields are required to
satisfy the null-field condition, equations for fields on the
surface of the rough elastic solid and on the surfaces of the
elastic shell are obtained. These equations are necessary for a
solution to the system of surface fields and need to be con-
sidered.

II. BASIS FUNCTIONS

Fundamental to theT-matrix formalism is the represen-
tation of the unknown scattered and surface fields, and scalar
and tensor Green functions in terms of appropriate scalar and
vector basis functions. When scattering from an elastic shell,
the most appropriate basis functions are spherical basis func-
tions. However, when scattering from nonisotropic surface
roughness, rectangular basis functions are appropriate. The
properties of spherical scalar and vector basis functions are
well known.1,2,3,5,7–12However, a variety of definitions and
normalizations are used for these functions and the proper-
ties of rectangular scalar and vector basis functions are less
well known. Therefore, in the following these basis functions
are defined and their properties as well as some useful trans-
formations between the two basis functions are described.

A. Spherical basis functions

The spherical scalar basis functions are given by

cls~r ;k!5Yl~u,f!zn
~s!~kr !, ~10a!

where

zn
~s!~kr !5H j n~kr !, s51,

hn
~1!~kr !, s52. ~10b!

The functions j n(kr) and hn
(1)(kr) are, respectively, the

spherical Bessel and Hankel functions of the first kind. The
functionsYl~u,f! are orthonormal real scalar spherical har-
monics and are given by13

Yl~u,f!5Aem

2n11

4p

~n2m!!

~n1m!!
Pn

m~cosu!

3H cosmf, l52,
sin mf, l51; mÞ0, ~11!

wherePn
m~cosu! is an associated Legendre polynomial and

em is the Neumann factor. The anglesu andf are, respec-
tively, the polar and azimuthal angles of the radius vector
and the indexl5~l,m,n! is used to simplify notation with
l51,2, 0<n<`, and 0<m<n. The inner products of scalar
spherical harmonics and basis functions are given by
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^Yl8~u,f!uYl~u,f!&5E dV Yl8~u,f!Yl~u,f!

5dl,l8 ~12a!

and

^cl8s8~r ;k8!ucls~r ;k!&5E dV cl8s8
* ~r ;k8!cls~r ;k!

5zn8
~s8!* ~k8r !zn

~s!~kr !dl,l8 ,

~12b!

where *dV5*0
2pdf*0

pdu sinu and an asterisk denotes the
complex conjugate.

Preliminary to constructing spherical vector basis func-
tions, it is convenient to define the following vector spherical
harmonics:14

Y1l~u,f!5
1

An~n11!
“3@rYl~u,f!#

52 r̂3Y2l~u,f!, ~13a!

Y2l~u,f!5
1

An~n11!
r“Yl~u,f!

5
1

An~n11!
r̂3“3@rYl~u,f!#

5 r̂3Y1l~u,f!, ~13b!

and

Y3l~u,f!5 r̂ Yl~u,f!. ~13c!

The normalization of the vector spherical harmonics is cho-
sen so that their inner product is given by

^Yk8l8~u,f!uYkl~u,f!&

5E dV Yk8l8~u,f!•Ykl~u,f!5dk,k8dl,l8 , ~14!

wherek,k851,2,3.
Vector spherical basis functions are constructed from the

scalar spherical basis functionscls(r ;k) and are given by15

C1ls~r ;ks!5
1

An~n11!
“3@rcls~r ;ks!#

5zn
~s!~ksr !Y1l~u,f!, ~15a!

C2ls~r ;ks!5
1

ks
“3C1ls~r ;ks!, ~15b!

and

C3ls~r ;kp!5S kpksD
3/2 1

kp
“cls~r ;kp!. ~15c!

The inner product of vector spherical basis functions is
defined by

^Ck8l8s8~r ;k8!uCkls~r ;k!&

5E dVCk8l8s8
* ~r ;k8!•Ckls~r ;k!. ~16!

The inner products of all pairs of vector spherical basis func-
tions are given by

^C1l8s8~r ;ks!uC1ls~r ;ks!&5uzn
~s!~ksr !u2dl,l8 , ~17a!

^C2l8s8~r ;ks!uC2ls~r ;ks!&

5
1

~ksr !2 H U ddr @rzn
~s!~ksr !#U2

1n~n11!uzn
~s!~ksr !u2J dl,l8 , ~17b!

^C3l8s8~r ;kp!uC3ls~r ;kp!&

5
kp
ks
3 H U ddr @zn

~s!~kpr !#U2

1n~n11!Uzn
~s!~kpr !

r
U2J dl,l8 , ~17c!

^C1l8s8~r ;ks!uC2ls~r ;ks!&

5^C1l8s8~r ;ks!uC3ls~r ;kp!&50, ~17d!

and

^C2l8s8~r ;ks!uC3ls~r ;kp!&

5S kp
ks

D 3/2 An~n11!

kpks
H zn

~s!~kpr !

r 2
d

dr
@rzn

~s!* ~ksr !#

1
zn

~s!* ~ksr !

r

d

dr
@zn

~s!~kpr !#J dl,l8 . ~17e!

B. Nonperiodic rectangular basis functions

To calculate scattering from a surface with arbitrary
roughness, the most convenient and appropriate scalar basis
functions are Weyl plane waves. A Weyl plane wave is a
solution to the scalar wave equation in rectangular coordi-
nates and is given by

x~r ;K ~6 !!5eiK
~6 !

•r ~18!

with

K ~6 !5K'6Kzẑ, ~19a!

K'5Kxx̂1Kyŷ, ~19b!

Kz5Ak22K'
2Q~k22K'

2 !1 iAK'
22k2Q~K'

22k2!,
~19c!

and

K'
25Kx

21Ky
2, ~19d!

whereQ(K) is the Heaviside step function. The inner prod-
uct of Weyl plane waves is given by
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^x~r ;K 8~6 !!ux~r ;K ~6 !!&

5
1

~2p!2
E

2`

`

dr' x* ~r ;K 8~6 !!x~r ;K ~6 !!

5d~K'2K 8'!H 1, K8z real,
exp~72uK8z

~6 !uz!, K8z imag. ~20!

In Eq. ~20!, the symbol*2`
` dr' 5 *2`

` dx*2`
` dy. Equations

~18!–~20! show that Weyl plane waves include both propa-
gating and evanescent waves and that the propagating waves
are orthonormal but the evanescent waves are not.

Rectangular vector basis functions are constructed from
the scalar plane waves and are given by

X̂1~6r ;K s
~6 !!5

1

Kt
“3ẑx~6r ;K s

~6 !!

56 iK̂ tx~6r ;K s
~6 !!, ~21a!

X̂2~6r ;K s
~6 !!5

1

ksKt
“3“3ẑx~6r ;K s

~6 !!

52K̂s
~6 !3K̂ tx~6r ;K s

~6 !!, ~21b!

and

X̂3~6r ;K p
~6 !!5S kpksD

3/2 1

kp
“x~6r ;K p

~6 !!

56 i S kpksD
3/2

K̂p
~6 !x~6r ;K p

~6 !!. ~21c!

On the right-hand side of Eqs.~21a!–~21c!, the 6 sign in
front of the expressions refers to the sign ofr . The vector
K̂t5K s3ẑ/Kt with Kt5uK s3ẑu and is the transverse wave
vector so thatK s•K̂ t5 ẑ•K t50. The normalization is chosen
to be consistent with the normalization of the spherical vec-
tor basis functions and to provide a simple representation of
the Green dyadic when expressed in terms of rectangular
vector basis functions. The inner product of rectangular vec-
tor basis functions is defined by

^X̂k8~r ;K 8~6 !uX̂k~r ;K ~6 !!&

5
1

~2p!2
E

2`

`

dr'X̂k8
* ~r ;K 8~6 !!•X̂k~r ;K ~6 !!

~k,k85123!. ~22!

The inner products of the rectangular vector basis functions
are given by

^X̂1~r ;K s8
~6 !!uX̂1~r ;K s

~6 !!&

5^X̂2~r ;K 8s
~6 !!uX̂2~r ;K s

~6 !!&

5d~K'2K 8'!H 1, K8sz real,
exp~72uKsz8 uz!, K8sz imag.,

~23a!

^X̂3~r ;K 8p
~6 !!uX̂3~r ;K p

~6 !!&

5d~K'2K 8'!S kpksD
3H1, K8pz real,
exp~72uK8pzuz!, K8pz imag.,

~23b!

^X̂1~r ;K s8
~6 !!uX̂2~r ;K s

~6 !!&5^X̂1~r ;K s8
~6 !!uX̂3~r ;K p

~6 !!&

50, ~23c!

and

^X̂2~r ;K s8
~6 !!uX̂3~r ;K p

~6 !!&

52 id~K'2K 8'!S kpksD
3/2

~K̂s
~6 !3K̂ t!*

•K̂p
~6 ! exp@6 i ~Kpz2Ksz* !#. ~23d!

C. Periodic rectangular basis functions

When scattering from periodic surface roughness, it is
more convenient to use periodic basis functions constructed
from Floquet plane waves. Themth order Floquet plane-
wave mode is denotedx(r ;km

(6)) and is obtained from Eq.
~18! by replacingK ~6! by km

(6) where

km
~6 !5kxmxx̂1kymyŷ6kzmẑ, ~24a!

kxmx5k sin umx
cosfmx

5kS sin u~ i ! cosf~ i !1
mxKx

k D
5kamx

, ~24b!

kymy5k sin umy
sin fmy

5kS sin u~ i ! sin f~ i !1
myKy

k D
5kbmy

, ~24c!

and

kzm5Ak22kxmx
2 2kymy

2 5kgm . ~24d!

The symbolm is used to denote the ordered pair of indices
(mx ,my) wheremx andmy are positive or negative integers
that specify the order of the mode. The quantityKx52p/Lx

and Ky52p/Ly , whereLx and Ly are, respectively, the
periods of the roughness in thex andy directions. Equation
~24d! shows thatkzm is double valued and may be real or
imaginary so that the spectrum of Floquet modes includes
both upwardly and downwardly propagating modes as well
as evanescent modes. The branch cut is chosen so that the
evanescent waves obey the radiation boundary condition.

D. Transformations between spherical and
rectangular basis functions

In the development of the shell-rough surfaceT-matrix,
both spherical and rectangular basis functions appear. These
functions appear not only in different equations that result
from the application of the Helmholtz–Kirchhoff integral to
different scatterers, but also within the same equation. There-
fore, it is necessary to transform from one basis to the other.
The expansion of a plane wave in terms of scalar spherical
harmonics is given by16

x~r ;K !5eiK•r5(
l

al~K̂ !cl1~r ;k! ~25a!

with
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al~K̂ !54p i nYl~K̂ !. ~25b!

The symbol(l5(l51
2 (n50

` (m50
n andK̂ is used to denote the

polar angleuK 5 sin21@AKx
21Ky

2/k# and the azimuthal angle
fK5tan21 [Ky/Kx] of the wave vectorK . Similarly, the
symbol r̂ is used to denote the polar angleur and azimuthal
anglefr of the field point. This expansion is valid not only
for propagating waves, but also for evanescent waves when
the analytic continuation of the Legendre functions for com-
plex arguments is evaluated on the physical Riemann sheet.
In the problems considered in this paper, the argument of the
Legendre functions is purely real for propagating waves or
purely imaginary for evanescent waves. The proper analytic
continuation of the Legendre function onto the physical Rie-
mann sheet for an imaginary argumenti uzu with uzu.1 is
Pn

m( i uzu). Equation~25! can be used to evaluate the inner
products of a Weyl plane wave with acl1(r ;k) spherical
basis function and with a spherical harmonic:

^cl1~r ;k!ux~r ;K !&5al~K̂ ! ~26a!

and

^Yl~ r̂ !ux~r ;K !&5al~K̂ ! j n~kr !. ~26b!

A integral representation ofCl2(r ;k) in terms of the
rectangular scalar basis functions is given by1

cl2~r ;k!5
1

2p i n E0
2p

dfK

3E
c6

sin uKduKYl~K̂ !eiK•r ~z:0! ~27!

with Kx5k sinuK cosfK , Ky5k sinuK sinfK , and
Kz5k cosfK andx5r sinur cosfr , y5r sinur sinfr , and
z5r cosur . The curvesc6 are shown in Fig. 2. Equation
~27! provides the transformation from acl2(r ;k) spherical
scalar basis function to rectangular scalar basis functions.
Another representation forcl2(r ;k) may be obtained from
the representation given by Eq.~27! by transforming the in-
tegration over polar angles to an integration over the rectan-
gular components of the transverse wave vector. The Jaco-
bian of the transformation isJ(Kx ,Ky)5(KzAKx

21Ky
2)21

and a representation ofCl2(r ;k) is given by

cl2~r ;k!5E
2`

`

dK'bl~K̂ !x~r ;K6! ~z:0!. ~28a!

with

bl~K̂ !5
1

2p i n
1

kKz
Yl~K̂ !. ~28b!

Equation~28! can be used to evaluate the inner product of a
Cl2(r ;k) spherical basis function and a Weyl plane wave:

^x~r' ;K'!ucl2~r ;k!&5bl~K̂ !e6 iK zz ~z"0!. ~29!

III. FIELD REPRESENTATIONS

In the following, scalar and vector spherical and rectan-
gular basis functions are used to construct representations of
scalar and tensor-fields that are convenient for the construc-
tion of theT matrix for the shell-interface system for arbi-
trary surface roughness. It is convenient to construct repre-
sentations of the incident field in terms of both spherical and
rectangular basis functions and these representations are
given by

p~ i !~r !5l~1!kp
~1!(

l
pl

~ i !cls~r ;kp
~1!! ~30a!

and

p~ i !~r !5
l~1!

kp
~1!

1

~2p!2
E

2`

`

dK'p
~ i !~K'!x~r ;K p

~12 !!.

~30b!

The factorsl~1!/kp
(1) andl~1! kp

(1) are introduced so that the
spectral amplitudespl

( i ) andp( i )(K') have the same physical
dimension as the spectral amplitudes for the displacement
fields. For plane-wave incidences51 and for a point source
s52.

The representation of the scattered pressure field in the
fluid and the surface pressure and displacement fields are
given by

p~1s!~r !5
l~1!

kp
~1!

1

~2p!2
E

2`

`

dK'p
~1s!~K'!x~r ;K p

~11 !!,

~31!

p1
~2!~r 8!5

l~1!

kp
~1!

1

~2p!2
E

2`

`

dK 8'

3p~2!~K 8'!x~r 8' ;K 8'!, ~32!

p1
~3!~r 8!5l~1!kp

~1!(
l8

pl8
~3!Yl8~ r̂ 8!, ~33!

p2
~4!~r 8!5l~4!kp

~4!(
l8

pl8
~4!Yl8~ r̂ 8!, ~34!

u2
~2!~r 8!5

1

~2p!2
E

2`

`

dK 8'

3 (
k851

3
1

kk8
~2!2

uk8
~2!

~K 8'!X̂k8~r 8' ;K 8'!, ~35!

u2
~3!~r 8!5 (

k851

3

(
l8

uk8l8
~3! Yk8l8~ r̂ 8!, ~36!

and

u1
~4!~r 8!5 (

k851

3

(
l8

uk8l8
~4! Yk8l8~ r̂ 8!. ~37!

FIG. 2. Curvesc6 for the evaluation ofcl2(r ;k).
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where

kk
~n!5ks

~n!~dk11dk2!1kp
~n!dk3 ~38a!

and

Kk
~n6 !5K s

~n6 !~dk11dk2!1K p
~n6 !dk3 . ~38b!

The factor of 1/kk
(n)2 in the representation ofu2

~2!~r 8! is intro-
duced so that spectral amplitudes in the spherical and rect-
angular representations have the same dimension. It is im-
portant to note that the fieldsp1

~3!~r 8!, p2
~4!~r 8!, u2

~3!~r 8!, and
u1

~4!~r 8! are represented in terms of spherical harmonics in-
stead of the spherical vector basis functions as is sometimes
done in null-fieldT-matrix formalisms.4 Representations of
this type have been used previously5,7,17 and it has been
shown that they improve the numerical properties of theT
matrix. Similarly, the representations of the fieldsp1

~2!~r 8!
and u2

~2!~r 8! are in the form of a two-dimensional Fourier
transform in the horizontal wave number and do not include
explicit dependence onz8 so that a representation that ap-
pears to invoke the Rayleigh hypothesis is not used.

In the following, representations for scalar and tensor
Green functions are given for arbitrary media and specific
reference to the various media in the present problem is tem-
porarily suppressed. The scalar Green function in terms of
spherical scalar basis functions is given by16

g0~r 8,r ;k!5H ik(
l

cl1~r 8;k!cl2~r ;k! ~r.r 8!

ik(
l

cl2~r 8;k!cl1~r ;k! ~r,r 8!

~39!

and in terms of rectangular scalar basis functions is given by

g0~r 8,r ;k!5
i

8p2

3E
2`

`

dK'

x~2r 8;K ~6 !!x~r ;K ~6 !!

Kz
~z:z8!.

~40!

The Green dyadic represented in terms of spherical vector
basis functions is given by18

G0~r 8,r ;kp ,ks!

55
iks
m (

k51

3

(
l

Ckl1~r 8;kk!Ckl2~r ;kk! ~r.r 8!

iks
m (

k51

3

(
l

Ckl2~r 8;kk!Ckl1~r ;kk! ~r,r 8!

~41!

and in terms of rectangular vector basis functions is given by

G0~r 8,r ;kp ,ks!5
i

8p2

ks
m E

2`

`

dK' (
k51

3
1

kk

1

Kkz

3 X̂k~2r 8;Kk
~6 !!X̂k~r ;Kk

~6 !! ~z:z8!.

~42!

Similarly, the Green stress triadic is represented in terms of
both spherical and rectangular vector basis functions:

S0~r 8,r ;kp ,ks!5
iks
m (

k51

3

(
l

$lI“–C3l1~r 8;kk!dd,31m@“8Ckl1~r 8;kk!1Ckl1~r 8;kk!“8#%Ckl2~r ;kk! ~r.r 8!

5
iks
m (

k51

3

(
l

$lI“8•C3l2~r 8;kk!dk,31m@“8Ckl2~r 8;kk!1Ckl2~r 8;kk!“8#%Ckl1~r ;kk! ~r,r 8!

~43!

and

S0~r 8,r ;kp ,ks!5
i

8p2

ks
m E

2`

`

dK' (
k51

3 H l

kp

1

Kpz
I“8•X̂3~2r 8;K p

~6 !!dk,31
m

kk

1

Kkz
@“8X̂k~2r ;Kk

~6 !!

1X̂k~2r 8;Kk
~6 !!“8#X̂k~r ;Kk

~6 !!J ~z:z8!. ~44!

To obtain equations for the spectral amplitudes of the various fields, the representations of the various fields are used in
the Helmholtz–Kirchhoff equations, Eqs.~5!–~8!. Then Eq.~5! is used to evaluate the inner products^x~r' ;K 9'!up(1s)~r !& in
v ~1! with z.2d~2!1max(hx ,hy), ^x~r' ;K 9'!u2p( i )~r !& in v ~2! with z,2d~2!2max(hx ,hy), and^cl81(r ;kp

(1))up(1s)(r )& in v ~3!.
To simplify notation, the inner products are evaluated and then a notational change is made fromK 9' to K' and froml8 to
l. The results of these calculations are given by
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p~1s!~K'!5
1

~2p!2
E

2`

`

dK 8'F (
k851

3

V4k
~22 !~K' ,K 8'!uk8

~2!
~K 8'!1V44

~22 !~K' ,K 8'!p~2!~K 8'!GeiKpz
~1!d~2!

1~2p!2kp
~1!2(

l
(
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FQl1;l8
~3! pl8

~3!
2 (

k851

3

Bl1;k8l8
~3! uk8l8

~3! Gbl~K̂p
~11 !! ~rPv ~1!!, ~45a!

2p~ i !~K'!5
1

~2p!2
E

2`

`

dK 8'F (
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3

V4k8
~21 !

~K' ,K 8'!uk8
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~K 8'!1V44
~21 !~K' ,K 8'!p~2!~K 8'!Ge2 iK pz

~1!d~2!

1~2p!2kp
~1!2(

l
(
l8

FQl1;l8
~3! pl8

~3!
2 (

k851

3

Bl1;k8l8
~3! uk8l8

~3! Gbl~K̂p
~12 !! ~rPv ~2!!, ~45b!

and

2pl
~ i !5

1

kp
~1!2

1

~2p!4
E

2`

`

dK 8'E
2`

`

dK 9'F (
k851

3

V4k8
~22 !

~K 8' ,K 9'!uk8
~2!

~K 9'!1V44
~22 !~K 8' ,K 9'!p~2!~K 9'!G

3al~K̂8p
~11 !!eiK 8pz

~1!d~2!
1(

l8
FQl2;l8

~3! pl8
~3!

2 (
k851

3

Bl2;k8l8
~3! uk8l8

~3! G ~rPv ~3!!. ~45c!

In Eqs.~45a!–~45c!, the volume in which an equation is
obtained is indicated in parentheses. The matrix elements
Bls;k8l8
(3) andQls;l8

(3) are those for the elastic shell and these
and all subsequent matrix elements related to the shell are
given in Appendix A. The matrix elements
V4k8
(26)(K 8' ,K 9') and V44

~26!~K 8' ,K 9'! are those for the
rough elastic solid and these all subsequent matrix elements
related to the elastic solid are given in Appendix B. The sign
convention for these matrix elements is chosen so that the
matrix of coefficients of the null-field equations is
V~21!~K 8' ,K 9'! and the matrix of coefficients for the scat-
tered field equations isV~22!~K 8' ,K 9'!. The matrix
V~22!~K 8' ,K 9'! arises when the solution for the scattered
displacement field in the elastic solid is obtained in addition
to that for the scattered pressure field in fluid. In this paper,
however, only the solution for the scattered pressure field is
being considered and only the matrix elements
V4g

~22!~K 8' ,K 9'! arise explicitly. It is important to note that
the displacement field in the solid and the pressure field scat-
tered from its surface propagate in opposite directions so that
the scattered displacement field depends on the wave vector
Kk

~22! while the scattered pressure field depends on the wave
vector K p

(11), and V~22!~K 8' ,K 9'! depends onKk
~22! and

K p
(11). The superscript on these matrix elements refers to the

surface from which scattering occurs.
Equations for the displacement field on the surface of

the infinite elastic solid are obtained by enforcing the null-
field condition on the scattered displacement field in the elas-
tic solid and are obtained by using Eq.~6! to evaluate the
inner products ^X1~r' ;K 9'!u“3u(2s)~r !&, ^X2~r' ;K 9'!u“
3u(2s)~r !&, and ^x~r' ;K 9'!u“•u(2s)~r !& in v ~1! with
z.2d~2!1max(hx ,hy) and are given by

05
1

~2p!2
E

2`

`

dK 8'F (
k851

3

Vkk8
~21 !

~K' ,K 8'!uk8
~2!

~K 8'!

1Vk4
~21 !~K' ,K 8'!p~2!~K 8'!GeiKkz

~2!d~2!
~r¹v ~2!!.

~46!

Equations for the fields on the surfaces of the shell are
obtained when the displacement field in the annular region of
the shell is forced to satisfy the null-field hypothesis inv ~4!

with r,b and inv ~1! with r.a and when the pressure field
in the interior of the shell is forced to satisfy the null-field
hypothesis in the regionr.b:

05(
l8

F2Pkl2;l8
~3! pl8

~3!
2 (

k851

3

Rkl2;k8l8
~3! uk8l8

~3!
1Pkl2;l8

~4! pl8
~4!

1 (
k851

3

Rkl2;k8l8
~4! uk8l8

~4! G ~r,b!, ~47a!

05(
l8

F2Pkl1;l8
~3! pl8

~3!
2 (

k851

3

Rkl1;k8l8
~3! uk8l8

~3!
1Pkl1;l8

~4! pl8
~4!

1 (
k851

3

Rkl1;k8l8
~4! uk8l8

~4! G ~r.a!, ~47b!

and

05(
l8

F2Ql1;l8
~4! pl8

~4!
1 (

k851

3

Bl1;k8l8
~4! uk8l8

~4! G ~r.b!.

~48!
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In Appendix C, the equations that follow from Eqs.
~45a! and ~45c! when the terms that depend on the surface
s~2! are omitted and Eqs.~47! and ~48! are used to construct
a representation of the free-fieldT-matrix for the shell. These
results may be used to introduce the free-fieldT-matrix of
the shell in the remaining field equations and to eliminate
explicit dependence on the surface fields of the shell. This is
the same procedure used by Hackman and Sammelmann.5 To
introduce the free-fieldT-matrix for the elastic shell, the co-
efficient cl

(3) is defined in the following manner:

cl
~3!5(

l8
FQl2;l8

~3! pl8
~3!

2 (
k851

3

Bl2;k8l8
~3! uk8l8

~3! G . ~49!

Then, when Eq.~C9! and the definition ofUl2;l8
(3) given by

Eq. ~C12b! is used in Eq.~49!, cl
(3) is given by

cl
~3!5(

l8
Ul2;l8

~3! pl8
~3! . ~50!

When the result of inverting this equation and the matrices
Ul1;l8
(3) andUl2;l8

(3) given by Eq.~C12! and the free-fieldT-
matrix for the shellTl8l

(3) are used in Eqs.~45a!–~45c!, the
results are given by

p~1s!~K'!5
1

~2p!2
E

2`

`

dK 8'

3F (
k851

3

V4k8
~22 !

~K' ,K 8'!uk8
~2!

~K 8'!

1V44
~22 !~K' ,K 8'!p~2!~K 8'!GeiKpz

~1!d~2!

2~2p!2kp
~1!2(

l
(
l8

Tl;l8
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~3!bl~K̂p
~11 !!, ~51!

2p~ i !~K'!5
1
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E
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`

dK 8'

3F (
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3

V4k8
~21 !

~K' ,K 8'!uk8
~2!

~K 8'!

1V44
~21 !~K' ,K 8'!p~2!~K 8'!Ge2 iK pz

~1!d~2!

2~2p!2kp
~1!2(

l
(
l8

Tl;l8
~3! cl8

~3!bl~K̂p
~12 !!, ~52!

and

2pl
~ i !5cl

~3!1
1

kp
~1!2

1

~2p!4
E

2`

`

dK 8'E
2`

`

dK 9'

3F (
k851

3

V4k8
~22 !

~K 8' ,K 9'!uk8
~2!

~K 9'!

1V44
~22 !~K 8' ,K 9'!p~2!~K 9'!G

3al~K̂8p
~11 !!eiK 8pz

~1!d~2!
. ~53!

These equations are regarded as the free-field equations
for scattering from a rough fluid–elastic interface of an inci-
dent field that consists of the field produced by the source
and that scattered from the shell and whose spectral ampli-
tudes4~K'! is given by

s4~K'!5Fp~ i !~K'!2~2p!2kp
~1!2

3(
l

(
l8

Tl;l8
~3! cl8

~3!bl~K̂p
~12 !!GeiKpz

~1!d~2!
. ~54!

The solution to the rough surface problem is obtained and
then used in Eq.~53! to determinecl

(3) . This procedure al-
lows the free-fieldT-matrix for the fluid–elastic interface to
be introduced in a relatively simple manner.

Although Eqs.~47! and~51!–~53! are valid for arbitrary
surface roughness, they are a complicated system of integral
equations for the surface and scattered fields and as a prac-
tical matter, they are very difficult to solve in general. There-
fore in the following, two special cases of these general
equations are considered: First, the system of equations is
specialized to scattering from periodic surface roughness and
an ‘‘exact’’ solution is obtained. Then, it is specialized to
scattering from small amplitude arbitrary surface roughness
and a perturbative solution is obtained. It is shown that the
analytic form of the solution for scattering from periodic
surface roughness is considerably simpler than that of the
perturbative solution and the details of the scattering process
are considerably more transparent than in the perturbative
solution.

IV. AN ‘‘EXACT’’ SOLUTION FOR SCATTERING FROM
PERIODIC SURFACE ROUGHNESS

To begin, it is assumed that the roughness on the inter-
face is periodic with periodsLx andLy in thex andy direc-
tions, respectively, so that the surface-field spectral ampli-
tudes become

p~2!~K 8'!5~2p!2kp
~1!2 (

n52`

`

pn
~2!d~K 8'2k'n! ~55a!

and

uk8
~2!

~K 8'!5~2p!2kk8
~2!2 (

n52`

`

uk8n
~2! d~K 8'2k'n!. ~55b!

The amplitudespn
(2) anduk8n

(2) are the Floquet spectral ampli-
tudes for the pressure and displacement fields on the rough
surface. These equations transform the representations of the
surface fields from infinite integrals over Weyl plane waves
into discrete sums of Floquet plane-wave modes and when
they are introduced into the field equations, the infinite inte-
grations over the transverse wave numbers that occur in
these equations are also transformed into infinite sums of
Floquet plane-wave modes. In addition, in Appendix B, it is
shown that for periodic surface roughness, the Fourier trans-
form of the rough surface phaseC(K' 2 k'n , 6 Kz) that oc-
curs in the matrix elements can be written in the following
manner:
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C~K'2k'n ,6Kz!5 (
m852`

`

Cm82n~6kzm8!

3d~2K'1k'm8!, ~56!

whereCm82n( 6 kzm) is the spectral amplitude in a Fourier
series representation of the rough surface phase
exp@6iK zj~r 8'!#.7 When Eq.~56! is introduced into the sys-
tem of field equations,Cm82n(6kzm8) replaces C(K'

2 k'n , 6 Kz) in the rough surface matrix elements and the
Dirac delta function and the infinite sum overm8 are retained
in the field equations. However, this process produces only
four null-field equations for the surface-field Floquet spectral
amplitudes, i.e., the equations that follow from Eqs.~46! and
~52!. An infinite system of linear equations for the Floquet
spectral amplitudes of the fields on the rough interface is
obtained by projecting the rough surface null-field equations
onto a Floquet basis by operating on these equations with the
projection operatorPm defined in the following manner:19

PmC~K'![
LxLy

p2 E
2`

`

dK' exp@ iK pz
~1!/kp

~1!#

3 j 0@~kxmx2Kx!Lx/2#

3 j 0@~kymy2Ky!Ly/2#C~K'!. ~57!

The resulting equation for the scattered pressure field spec-
tral amplitude and the rough surface and shell null-field
equations for scattering from periodic surface roughness are
given by

p~1s!~K'!5kp
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where the source term in Eq.~60! is

sm
~ i ![~2p!2Fpm~ i !2(

l
(
l8

bml8Tl;l8
~3! cl8

~3!Geikpzm~1! d~2!
~62!

and pm
( i )5dmx,0

dmy,0
and bml5(p2/LxLy)exp@2ikpzm

(1) /

kp
(1)]Pmbl(K̂p

(12)). It is important to note that the sum in Eq.
~62! is convergent forkp

(1)d~2!.1. The quantitiesVgg8mn
(21) are

the matrix elements for scattering from periodic roughness
and their derivation from the general matrix elements
Vgg8
(26)(K 8' ,K 9') is described in Appendix B.
The system of null-field equations~58!–~60! is identical

to that for scattering from a fluid-elastic interface with peri-
odic surface roughness of a source field with a spectral am-
plitude sm

( i ) . When the matrix@Vmn
(21)#21 is nonsingular,

these equations may be solved and the results used in Eq.
~61! to obtain a solution forcl

(3) . Then both results can be
used to obtain an ‘‘exact’’ expression forp(1s)~K'! and then
p(1s)~r !:
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the projections
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Tmn
~32!5(

l
bmlTln

~32! , ~63j!

and the shell-interface multiple scattering vertex
vll8

~3!
5@ I1A#ll8

21 ~63k!

with

All852 (
n52`

`

Tln
~2!~d~2!!Tnl8

~3! . ~63l!

For plane-wave incidence considered in this paper,pl
( i )

5al( k̂p
( i )).

In Eqs.~63a!–~63e!, the first superscript denotes the sur-
face from which the wave is scattered and the second denotes
the surface on which the plane wave is incident. The quantity

Tmn
(2)5V4gmn

(22) Vg4mn
(21)21

and is the free-fieldT-matrix for the
periodic surface andTmn

(2)(d(2)) simply includes the phase
produced by the displacement of the interface below the ori-
gin a distanced~2!. The quantitiesTln

(2)(d(2)) and Tmn
(3) are,

respectively, the projection of the free-fieldT-matrix for the
periodic surface onto spherical basis functions and the free-
field T-matrix for the shell onto Floquet basis functions.
Since the formal infinite series expansion ofvll8

(3) in terms of
powers ofAll8 , may be understood as describing a multiple-
scattering process between the rough interface and the shell,
vll8
(3) is called the shell-interface multiple-scattering vertex.

The expression forp(1s)~r ! given by Eq.~63! shows that
p(1s)~r ! is a superposition of both Floquet and spherical
waves and is given by a sum of five scattering processes:
These five scattering process are shown schematically in
Table I. The first term describes free-field scattering of the
incident plane wave from surface roughness and the second
describes rough surface scattering accompanied by shell-
interface multiple scattering. The third term describes scat-
tering from surface roughness of the field produced by plane-
wave scattering from an elastic shell accompanied by shell-
interface multiple scattering. The fourth process is
essentially the inverse of the third and describes scattering
from the shell of the field produced by the shell-interface

multiple scatter of the plane-wave scatter from the rough
interface. The last term describes plane-wave scattering from
the shell accompanied by shell-interface multiple scattering.
In the absence of the interface, this term describes free-field
scattering from the shell.

The expression forp(1s)~r ! shows that it does not exhibit
the periodic translational symmetry of the surface roughness
nor the spherical symmetry of the shell: The symmetry
breaking is complete. Some of the consequences of symme-
try breaking may be made apparent by comparing the present
problem with a problem considered by Sammelmann and
Hackman.4 They developed aT-matrix formalism for scat-
tering from a spherical target in a homogeneous waveguide
with planar boundaries. They showed that the spherical sym-
metry is partially broken by the planar boundaries and that
the degeneracy of the free-field resonance spectrum of the
target is partially removed and exhibits what might be called
‘‘fine structure’’ that depends on the shell-interface separa-
tion. In this problem, the symmetry breaking is not complete
since there is a residual cylindrical symmetry. In addition,
they showed that super-resonant phenomena, i.e., the en-
hancement of a free-field resonance due to coherent target-
interface scattering, are present, and that the monostatic and
bistatic scattering strengths of the target are changed relative
to their free-field values and depend on incidence angle and
shell-interface separation. In the problem being considered
here, the surface roughness breaks the residual cylindrical
symmetry and it appears that the free-field resonance spec-
trum of the target may exhibit ‘‘hyperfine structure’’ that
depends on the surface roughness. However, scattering from
periodic surface roughness causes energy to be scattered out
of the specular mode and into higher-order Floquet modes
and it is not clear to what extent the scattering strength of the
target is changed relative to its free-field value or to the
values noted by Sammelmann and Hackman or whether
super-resonant phenomena are excited. It is anticipated that
the effects of surface roughness and elastic-wave excitation
on these phenomena can be shown by numerical calculation
and some of these phenomena will be discussed in a subse-
quent paper devoted to numerical results.

Equation~63! could be used to obtain an approximate
expression forp(1s)~r ! by replacing the exact form of the
roughness profile by the leading terms in its perturbative or
small-slope representation. Although such a representation
might provide satisfactory numerical results with consider-
ably less computational effort for some special cases, in gen-
eral, such a procedure would not provide a consistent pertur-
bative or small-slope representation for the entire shell-
interface problem since scattering from the rough surface is
included in the shell-interface multiple scattering vertex. In
the following, the general equations for the shell-interface
system are specialized to scattering from arbitrary small-
amplitude surface roughness and a perturbative representa-
tion for the scattered pressure field is obtained.

V. A PERTURBATIVE SOLUTION FOR SCATTERING
FROM ARBITRARY SURFACE ROUGHNESS

In this section, it is assumed that the roughness on the
fluid-elastic interface has arbitrary geometry and that

TABLE I. Schematic representation of scattering from an elastic target in
proximity to a fluid elastic interface with periodic roughness.
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kp
(1)h,1, ks

(2)h,1, and kp
(2)h,1, where h5max[hx ,hy],

then techniques similar to those used previously20–22 are
used to obtain a perturbative solution for the scattered pres-
sure field in the fluid. To begin, it is assumed that the
scattered-field spectral amplitudes, the surface-field spectral
amplitudes, the matrix elementsVgg

~26!~K' ,K 8'!, and the cou-
pling coefficientcl8

(3) may be expanded as power series in
hkg :
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In Appendix B, the matrix elementsvgg8
(26)(K' ,K 8') are

given as well as a description of their derivation from the
matrix elements Vgg8

(26)(K' ,K 8'). The vector Kg
~6!

5K'1[6Ksz
(2)(dg,11dg,2)6Kpz

(2)dg,37Kpz
(1)dg,4] ẑ and kg

5ks
(2)(dg,11dg,2)1kp

(2)dg,31kp
(1)dg,4. The termhj̃ (m)~K 8'!

is the Fourier transform of themth power of the roughness
profile function andv (g,m)~K ~6!,K 8'! is the geometric or
rough surface vertex function. A representation of
v (g,m)~K ~6!,K 8'! that is convenient for perturbation theory is
given in Appendix B. It is important to note that
v (g,0)~K ~6!,K 8'!5~2p!2d~K'2K 8'! and thatv1g8

(26)(K' ,K')
5 vg1

(26)(K' ,K') 5 0 forg, g8Þ1 so that theSHcomponent
of the displacement field is not excited in zeroth order per-
turbation theory and is decoupled from the other field com-
ponents for all nonzero orders, i.e., a pressure-wave incident
on a planar fluid–elastic interface cannot excite anSH po-
larized shear wave.

To obtain a representation forp1s,n~K'!, Eqs.~64!–~68!
are used in Eqs.~46!, ~51!–~53! and the resulting equations
are evaluated for each order of (hk)n. The equation for the
nth-order scattered pressure field spectral amplitude, and
rough surface and shell null-field equations are given by
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~K' ,K'!kk8
~2!nuk8

~2,n!
~K'!1v44

~21 !~K' ,K'!kp
~1!np~2,n!~K'!, ~71!
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1
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~2p!2
E
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`

dK 8'

1
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E
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n
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m!
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~1!n2m
v @g,~n2m!#~K 8p

~12 ! ,K 9'!

3@kk8
~2!mv4k8

~22 !
~K 8' ,K 9'!uk8

~2,m!
~K 9'!1kp

~1!mv44
~22 !~K 8' ,K 9'!p~2,m!~K 9'!#al~K̂8p

~11 !!eiK 8pz
~1!d~2!

. ~72!

with the source termsg
(n)~K'! given by
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sg
~n!~K'!5Fp~ i !~K'!2~2p!2kp

~1!2(
l

(
l8

Tl;l8
~3! cl8

~3,0!bl~K̂p
~12 !!eiKpz

~1!d~2!Gdg,4 ~n50!,

5
1

~2p!2
E

2`

`

dK 8' (
m50

n21
n!

m!
kg
n2mv @g~n2m!#~Kg ,K 8'!@vgk

~21 !~K' ,K 8'!kk
~2!muk

~2,m!~K 8'!

1vg4
~21 !~K' ,K 8'!kp

~1!mp~1,m!~K 8'!#2~2p!2kp
~1!2(

l
(
l8

Tl;l8
~3! kp

~1!ncl8
~3,n!bl~K̂p

~12 !!eiKpz
~1!d~2!

dg,4 ~nÞ0!. ~73!

These equations form the basis for the perturbative formal-
ism and are analogous to Eqs.~58!–~62! for scattering from
periodic surface roughness. However, since none of the
source terms for thenth surface-field spectral amplitudes
vanish and since thenth-order source term depends on all the
n21 lower-order source terms, the solution to this system of
equations is considerably more complicated and tedious than
that for the system of equations for periodic roughness.

Since quantities that appear in zeroth-order perturbation
theory are fundamental to the perturbative formalism, and
since the method used to obtain the zeroth-order solution is
similar to that used to obtain the solution for arbitrary order,
zeroth-order perturbation theory is considered in detail. At
zeroth order, the system of null-field integral equations is a
system of linear equations for the unknown surface-field
spectral amplitudes. This system of equations is solved and
the result used to obtain a solution forcl

(3,0) then both results
are used to obtain the solution for the zeroth-orderT-matrix:

t ~0!~K' ,K 8'!5t ~2,0!~K' ,K 8' ;d~2!!1t ~22,0!~K' ,K 8'!

1(
l

tl
~23,0!~K'!al~K̂8p

~12 !!

1~2p!2(
l

bl~K̂p
~11 !!tl

~32,0!~K 8'!

1~2p!2(
l

(
l8

bl~K̂p
~11 !!tll8

~33,0!al8~K̂8p
~12 !!

~74a!

with the zeroth-orderT-matrices

t ~2,0!~K' ,K 8' ;d~2!!5eiKpzd
~2!
t ~2,0!~K' ,K 8'!eiK 8pzd

~2!
,
~74b!

t ~22,0!~K' ,K 8'!5
1

~2p!2
E

2`

`

dK 9'

3t ~2,0!~K' ,K 9' ;d~2!!t ~32,0!~K 9' ,K 8'!,

~74c!

tl
~23,0!~K'!5

1

~2p!2
E

2`

`

dK 8't
~2,0!~K' ,K 8' ;d~2!!

3tl8
~33,0!

~K'!, ~74d!

tl
~32,0!~K 8'!5(

l8
tll8
~33,0!tl8

~2,0!
~K 8' ;d~2!!, ~74e!

and

tll8
~33,0!

5(
l9

Tl;l9
~3! vl9l8

~3,0! , ~74f!

and their projections

tl
~2,0!~K 8' ;d~2!!5

1

~2p!2
E

2`

`

dK'al~K̂p
~12 !!

3t ~2,0!~K' ,K 8' ;d~2!!, ~74g!

Tl
~3!~K'!5(

l8
bl8~K̂p

~12 !!Tl8l
~3! , ~74h!

tl8
~33,0!

~K'!5~2p!2(
l

bl8~K̂p
~12 !!Tl8l

~33! , ~74i!

t ~32,0!~K' ,K 8'!5(
l

bl~K̂p
~12 !!tl

~32,0!~K 8'!, ~74j!

and the zeroth-order shell-interface multiple scattering vertex

vll8
~3,0!

5@ I1A~0!#ll8
21 ~74k!

with

All8
~0!

52E
2`

`

dK 8' tl
~2,0!~K 8' ;d~2!!Tl8

~3!
~K̂8!. ~74l!

To obtain this result, the spherical-wave spectral ampli-
tude of the incident field was projected onto the rectangular
basis functions. The quantities defined in Eq.~74! are analo-
gous to the quantities defined in Eq.~63! for periodic rough-
ness: The quantityTl

(3)(K̂) is the projection of the free-field
T-matrix of the shell onto Weyl basis functions;
t ~2,0!~K' ,K 8'! is the zeroth-order free-fieldT-matrix for the
rough fluid-elastic interface;t ~2,0!~K' ,K 8' ;d

~2!! includes the
phase produced by the displacement of the interface below
the origin; and tl

(2,0)(K' ;d2) is the projection of
t ~2,0!~K' ,K 8' ;d

~2!! onto spherical basis functions.
In zeroth-order perturbation theory

t ~2,0!~K' ,K 8'!5~2p!2d~K'2K 8'!t44
~22 !~K' ,K 8'!

and t44
(22)(K' ,K 8') is the 44-element of the matrix

t~26 !~K' ,K 8'!52@v~26 !~K' ,K 8'!

3v~26 !~K 8' ,K 8'!21#.

TheT-matrix t44
~22!~K' ,K 8'! is given by

t44
~22 !~K' ,K'!5

A2B

A1B
, ~75a!

where
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A5Kpz
~1!@~Ksz

~2!22K'
2 !214K'

2Ksz
~2!Kpz

~2!# ~75b!

and

B5
r~1!

r~2! ks
~2!4Kpz

~2! . ~75c!

This result agrees with that given by Brekhovskikh23 for the
plane-wave reflection coefficient for a planar fluid–elastic
interface. Although at zeroth-order, onlyt44

~22!~K' ,K'! oc-
curs, beyond zeroth order, all the elements of the matrix
t~26!~K' ,K 8'! occur. The elements oft~26!~K' ,K 8'! and the
rough surface vertex function are the fundamental quantities
of the perturbative formalism and thenth-order free-fieldT-
matrix for the rough fluid–elastic interfacet (2,n)~K' ,K 8'! is
expressed entirely in terms of these quantities.

Although Eq. ~74! describes the same five scattering
process that occurred in the exact solution, the details of the
scattering process differ significantly. In particular, in zeroth-
order perturbation theory, the interface is planar and the sym-
metry breaking produced by the interface is not complete:
The shell-interface system retains cylindrical symmetry and
phenomena similar to those noted by Sammelmann and
Hackman should be excited.

To begin the calculation ofnth-order scattering, it is
necessary to obtain a solution for thenth-order surface-field
spectral amplitudes. However, Eq.~73! shows that the source
terms for thenth-order surface-field spectral amplitudes de-
pend on all then21 lower-order surface-field spectral am-
plitudes. Therefore, it is necessary to solve these equations
iteratively. The result of this process is used in the equations
for the spectral amplitude of the scattered pressure field and
the equation for the coefficientcl

(3,n) . After a very lengthy
calculation,p(1s,n)~K'! andc(3,n) are given by

p~1s,n!~K'!5
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~2p!2
E
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~2,n!~K' ,K 8' ;d~2!!
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l
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`

dK 8' (
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n
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1

m!
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l

Tl
~3!~K̂8!cl
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~76!
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kp
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~K̂8!cl9

~3,m! . ~77!

To complete the solution, Eq.~77! is iterated so that
cl
(3,n) is expressed in terms of the spectral amplitudes of the
incident field. This calculation is simplified somewhat by
noting that the equations forcl

(3,n) andsg
(2,n)(K') have simi-

lar functional forms, so that the solution forsg
(2,n)(K') may

be used to construct the solution forcl
(3,n) . After a very

lengthy calculation, thenth-orderT-matrix for the scattered
pressure field spectral amplitudes is given by

1

n!
t ~n!~K' ,K 8'!5

1

n!
t ~2,n!~K' ,K 8' ;d~2!!

1t ~22,n!~K' ,K 8'!
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with thenth-orderT-matrices
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~2!
,

~78b!

t ~22,n!~K' ,K 8'!5
1

~2p!2
E

2`

`

dK 9' (
m50

n
1

~n2m!!

3t ~2,n2m!~K' ,K 9' ;d~2!!

3t ~32,m!~K 9' ,K 8'!, ~78c!
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and their projections
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and the vertexVl9
(3,n)(Q') is given by
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Although the expression fort (n)~K' ,K 8'! is qualita-
tively similar to t ~0!~K' ,K 8'! and describes the same five
scattering processes, the fields that are involved are consid-
erably more complicated since, among other factors, they are
expressed in terms of products of the vertex functionW ll8

(m)

in much the same way thatt (2,n)~K' ,K 8'! is expressed in
terms of products of the vertex functionV gs

(2,n)~Qg ,Q8'! @see
Eq. ~B11!#.

Although the general expression fort (n)~K' ,K 8'! is for-
midable, the scattering processes described byt (n)~K' ,K 8'!
can be made transparent by constructing its diagrammatic
representation. Examination oft (n)~K' ,K 8'! shows that
there are two fundamental scattering elements; the shell-
interface multiple-scattering vertex functionTl

(3)(Q')vll8
(3,0)

and the rough surface vertex functionV gg8
(2,n)(Qg ,Q8'): The

shell-interface vertex function describes the multiple scatter-
ing that occurs between the shell and a planar fluid–elastic
interface even innth order. The rough surface vertex func-
tions describe three processes:V 44

(2,n)~Q4,Q8'! describes a
scalar scattering process in which the incident pressure field
scatters without mode conversion;V 4k8

(2,n)(Q4 ,Q8') and
V k4

(2,n)~Qk ,Q8'! describe vector scattering process in which
the incident pressure field scatters and mode converts to a
displacement field and vice versa; andV kk8

(2,n)(Qk ,Q8') de-
scribes a tensor scattering process in which a displacement
field scatters and mode converts. Table II shows the corre-
spondence between the mathematical expression and graphi-
cal representation for each type of scattering process. To

simplify the diagrammatics, the shell-interface multiple-
scattering vertex is represented by a single graphical element
in which the double-pointed arrow indicates the infinite
shell-interface multiple-scattering series and a single saw-
tooth line is used to represent any of the three polarization
states of the displacement field. However, when scattering
from a zeroth-order geometric vertex,tg1

~2,0!~K' ,K 8'!
5t1g

~2,0!~K' ,K 8'!50 for gÞ1 so that the SH polarization state
is decoupled completely from all other states and diagrams
that include these processes should be neglected. Wavy lines
are used to indicate scattering from the rough surface and the
number of lines indicates the number of times scattering
from the rough surface occurs. The open circle is used to
indicate that the wave numbers of the incident and scattered
states and the transverse wave numbers of the surface inter-
action are constrained by the delta function that appears in
Eq. ~B10!. The rules that determine the manner in which
these fundamental vertices are iterated are determined by
t (n)~K' ,K 8'! and are given in Table III. These rules deter-
mine the diagrammatic representation oft (n)~K' ,K 8'! and,
conversely, may be used to construct the analytic expression
for any scattering diagram.

The diagrammatic representation ofT~K' ,K 8'! through
first order is shown in Fig. 3. To simplify the diagrammatics,
all first-order rough surface vertices are shown enclosed in a
box. The complete diagrammatic representation of the scat-
tering process is obtained by connecting all rough surface
vertices within each box to the shell-interface multiple-
scattering vertices exterior to the box. The first four diagrams
in the series represent free-field scattering from the rough
interface: The first diagram of this series is a zeroth-order
diagram and represents coherent scattering from a planar
fluid–elastic interface. The next three diagrams are first-
order diagrams and represent scattering from the surface
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without excitation of intermediate surface-field states and
scattering in which intermediate surface pressure and dis-
placement field states are excited, propagated, and then scat-
tered from a planar fluid-elastic interface. So that even in
first-order perturbation theory multiple scattering on the
rough surface occurs. Although it is not apparent in the first-
order diagrams, in general, there are two types of multiple
scattering on the rough surface;~1! multiple scattering be-
tween vertices with a single-surface interactions that occurs
with excitation and propagation of intermediate surface-field
states and~2! multiple scattering from a single vertex with
multiple-surface interactions that occurs without excitation
and propagation of intermediate surface pressure and dis-
placement field states. These latter multiple-scattering dia-
grams represent scattering from the rough surface at points
that are displaced vertically from the same location in the
horizontal plane.

These figures show that the total field consists of a sum
of spherical-wave modes scattered from the shell and the
Weyl wave modes scattered from the rough interface and
that each of these fields is produced in two ways: Scattering
from the shell is produced by the scatter of the incident field
and the field scattered from the rough surface and, similarly,

scattering from the rough interface is produced by the scatter
of the incident field and the field produced by shell-planar
interface multiple scattering. In addition, it is shown that the
multiple-scattering processes on the rough interface and be-

TABLE III. Diagrammatic rules for scattering from an elastic shell in prox-
imity to a fluid–elastic interface.

1. Construct all topologically distinct diagrams consistent with the funda-
mental vertices.

2. Include a factoral8(K 8p
(12)) for each external line incident on the

shell.
3. Include a factorTl9

(3)(Q8')vl9l8
(3) for each multiple-scattering vertex.

~The indexl8 denotes the spectrum of spherical waves incident on the
multiple-scattering vertex;l9 denotes the spectrum of spherical waves
incident on the shell; and the wave vectorQ8' is the wave vector of
the field scattered from the shell.!

4. Include a factortl-
(2,n)(Q8' ;d(2)) for each internaln-th order rough

surface vertex.~The wave vectorQ8' is the incident wave vector and
l- denotes the spectrum of spherical waves scattered from the rough
surface.!

5. Include a factor 1/m! for eachmth-order rough surface vertex.~The
order of a vertex is determined by the number of surface interactions.!

6. Integrate over all internal wave numbers.
7. Sum over all spherical wave modes.

TABLE II. Fundamental vertices for scattering a pressure wave from an elastic shell in proximity to a
rough fluid-elastic interface.
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tween the shell and the planar interface are independent and
that the total scattering amplitude is obtained by inserting
rough surface multiple-scattering vertices into shell-interface
multiple-scattering vertices and vice versa.

The same shell-interface multiple-scattering vertex that
occurs innth-order is the same vertex that occurs in zeroth
order. Therefore, rough surface symmetry breaking phenom-
ena do not occur as a result of shell-interface multiple-
scattering, but occur when the field produced by the shell-
interface multiple scatter, is scattered from the rough surface.
In general, however, the successive scattering of the shell-
interface multiple scatter from the rough surface may signifi-
cantly change phenomena that arise due to shell-interface
coherent scattering. The extent to which surface roughness
and mode conversion effect super-resonant and similar phe-
nomena needs to be determined numerically.

In general, perturbative formalisms of scattering from a
rough fluid-elastic interface are subject to divergent phenom-
ena when the transverse wave number approaches a Stoneley
wave pole and in the formalism described in this paper, a
Stoneley wave occurs when the determinant
uv~2!~Q8' ,Q8'!u50. Sincev~2!~Q8' ;Q8'! is the matrix of co-
efficients of the zeroth-order surface-field spectral ampli-
tudes, the equations that determine the phase speed of the
Stoneley wave do not depend on the order of perturbation
and the SH component of the displacement field is not a
component of the Stoneley wave. It has been shown that it is
always possible to excite a Stoneley wave with a phase speed
c<min(cp

(1) ,cs
(2)) ~Ref. 24! so thatv/c is greater thankp

(1),
kp
(2), andks

(2) and thez component of the wave vectors in the
fluid and solid are imaginary and the Stoneley wave is con-
strained to the interface region. Since the perturbative repre-
sentation of the rough surfaceT-matrix contains doubly in-
finite integrals over transverse wave numbers, in general,
Stoneley waves are excited and the transverse wave number
integrations need to be treated carefully.

Dacol and Berman20 calculated scattering from a ran-

domly rough surface that depended on a single horizontal
coordinate so that the horizontal wave number integration
was one dimensional. They showed that when a Stoneley
wave is excited, it is necessary to evaluate the residue at the
pole of the Stoneley wave and to evaluate a principal value
integral, and that the contribution from the Stoneley wave to
the coherent field reflection coefficient for a randomly rough
fluid–elastic interface is strongest when the compressional
and shear waves are evanescent. If the formalism described
in this paper is applied to scattering from a fluid–elastic
interface with random roughness, the integrals over horizon-
tal wave numbers that occur in the perturbative representa-
tion of the rough surfaceT-matrix would have to be evalu-
ated in a similar manner. In the shell-interface scattering
problem described in this paper, Stoneley wave contributions
may be particularly important in the shell-interface multiple-
scattering process, especially when the shell is close to the
interface.

VI. CONCLUSIONS

It was shown that when scattering from an elastic target
in proximity to a rough fluid–elastic interface, the scattered
field is produced by five separate scattering process: The first
process is simply free-field scattering from the rough surface.
The second two processes involve scattering from the shell
in the presence of a rough interface and include scattering
from the shell of the incident field and the field scattered
from the rough interface. The last two processes involve
scattering from the rough surface in the presence of the shell
and include scattering from the rough surface of the incident
field and the field scattered from the shell. Therefore the
scattered field is a superposition of spherical wave modes
scattered from the shell and Floquet~Weyl! wave modes
scattered from a fluid–elastic interface with periodic~ran-
dom! roughness. The form of theT-matrix suggests that sur-
face roughness and elastic effects, i.e., Stoneley wave exci-
tations, may effect excitation of super-resonant phenomena
and that the symmetry breaking produced by nonisotropic
surface roughness may split the free-field resonances of the
shell by an amount that depends on the surface roughness.

When considering the effects of surface roughness on
phenomena that depend on coherent shell-interface scatter-
ing, it may be more appropriate to consider a multiple-
scattering representation of the rough surfaceT-matrix or the
small-slope approximation of Voronovich25 in which the ex-
act form of the rough surface phase appears. The small-slope
approximation for a rough fluid–elastic interface was derived
by Berman26 and used by himself and more recently by Yang
and Borschat27 to calculate scattering from such a surface.
The application of this formalism to the present problem is
very interesting and may be considered following numerical
calculations.

Although the perturbative representation of the shell-
interfaceT-matrix appears formidable, when the fundamen-
tal components are understood, it provides a very intuitive
description of shell-interface scattering. From a computa-
tional point of view, perturbation theory is usually limited to
a few low orders, so that considerable simplification occurs.
The free-field perturbative formalism described here has

FIG. 3. Diagrammatic representation of the first-orderT-matrix for scatter-
ing from an elastic shell in proximity to a rough fluid–elastic interface.
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been applied to free-field scattering from periodic roughness
through fourth order and Dacol and Berman have applied a
similar formalism to scattering from arbitrary surface rough-
ness through second order and, as already noted, they in-
cluded Stoneley wave contributions.T-matrices for elastic
shells and spheres are well known and do not present any
computational problems that would prevent numerical evalu-
ation of the shell-interface scattering problem as described
here. Therefore, aside from constructing the rescattering
terms in the perturbative representation of theT-matrix, the
most difficult computational problem is to determine the
Stoneley wave poles and to evaluate the corresponding resi-
dues.

Although the ‘‘exact’’ form of theT-matrix appears
simpler than the perturbative form, to obtain an ‘‘exact’’
solution it is necessary to solve the system of coupled linear
equations for the surface pressure and displacement fields on
the rough interface. Therefore, although the formalism is not
limited physically to rough surfaces with small amplitudes or
slopes, the maximum order of the system of linear equations
that can be solved imposes numerical constraints on the
physical parameters that can be considered. Since Stoneley
wave excitation can be avoided when scattering from peri-
odic surface roughness, the most formidable computational
problem is the evaluation of the rough surfaceT-matrix.
Both forms of the shell-interfaceT-matrix are being coded
and will be used to generate extensive numerical results
which will be reported in a subsequent paper.
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APPENDIX A: EVALUATION OF MATRIX ELEMENTS
FOR A SPHERICAL SHELL

In the following, the matrix elements for a spherical
shell are cataloged:

Bls;k8l8
~n!

5 i ~jp
~n!/r~n!!2E

s~n!
ds8~n! cls~r 8;jp

~n!/r~n!!

3n̂~n!~r 8!•Yk8l8~u8,f8!

5 i jp
~n!2zn

~s!~jp
~n!!dk83dl,l8 , ~A1!

Pkls;l8
~n!

5
iL~n!jp

~n!zs
~3!

m~3!r~n!2 E
s~n!

ds8~n! n̂~n!~r 8!

•Ckls~r 8;kk
~3!!Yl8~u8,f8!

5
iL~n!jp

~n!zs
~n!

m~3! HAn~n11!
zn

~s!~zs
~n!!

zs
~3! dk,2

1S zp
~n!

zs
~n!D 3/2 d

dzp
~n! zn

~s!~zp
~3!!dk,3J dl,l8 , ~A2!

Qls;l8
~n!

5 i ~jp
~n!/r~n!!E

s~n!
ds8~n! n̂~n!~r 8!

•“8cls~r 8;jp
~n!/r~n!!Yl8~u8,f8!

5 i jp
~n!2

]

]jp
~n! zn

~s!~jp
~n!!dl,l8 , ~A3!

and

Rkls;k8l8
~n!

5
iks

~3!

m~3! E
s~n!

ds8~n!$l~3!
“8–C3ls~r 8;kk

~3!!n̂~n!~r 8!–Yk8l8~u8,f8!dk,31m~3!Yk8l8~u8,f8!

–n̂~n!~r 8!–@“8Ckls~r 8;kk
~3!!1Ckls~r 8;kk

~3!!“8#%

5 i zs
~n!2dl,l8H zs

~n!
d

dzs
~n! S zn

~s!~zs
~n!!

zs
~n! D dk,1dk8,11dk,2dk8,2F d2

dzs
~n!2

zn
~s!~zs

~n!!1
n~n11!22

zs
~n!2

zn
~s!~zs

~n!!G
1dk,2dk8,32An~n11!

d

dzs
~n! S zn

~s!~zs
~n!!

zs
~n! D 1dk,3dk8,22An~n11!S zp

~n!

zs
~n!D 5/2 d

dzp
~n! S zn

~s!~zp
~n!!

zp
~n! D

1dk,3dk8,3S zp
~n!

zs
~n!D 5/2F2 d2zn

~s!~zp
~n!!

dzp
~n!2

2
l~3!

m~3! zn
~s!~zp

~n!!G J ~n53,4! ~A4!

with r~3!5b, r~4!5a, jp
(3)5kp

(1)r (3), jp
(4)5kp

(4)r (4),
zs
(3)5ks

(3)r (3), zs
(4)5ks

(3)r (4), zp
(3)5kp

(3)r (3), zp
(4)5kp

(3)r (4),

L~3!5l~1!, andL~4!5l~4!. The expression forRkls;k8l8
(3) was

obtained by using the representation for the dyadic“A1A“
in spherical coordinates given by Morse and Feshbach.28

APPENDIX B: MATRIX ELEMENTS FOR A ROUGH
FLUID–ELASTIC INTERFACE

For arbitrary surface roughness, the matrix elements for
the elastic solid in terms of nonperiodic rectangular basis
functions are given by
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Vkk8
~26 !

~K' ,K 8'!52
i

2

kk
~2!2

kk8
~2!2

1

Kkz
~2! E

2`

`

dr 8'$n~2!~r 8!

–@“8X̂k~2r 8;Kk
~26 !!

1X̂k~2r 8;Kk
~26 !!“8] %–X̂k8~r 8' ;K 8'!

~k51,2;k851–3!, ~B1a!

V3k8
~26 !

~K' ,K 8'!52
i

2

kp
~2!ks

~2!

kk8
~2!2

1

Kpz
~2! E

2`

`

dr 8'

3H n~2!~r 8!–@“8X̂3~2r 8;K p
~26 !!

1X̂3~2r 8;K p
~26 !!“8#

1
l~2!

m~2! n
~2!~r 8!“8–X̂3~2r 8;K p

~26 !!J
•X̂k8~r 8' ;K 8'! ~k851–3!,

~B1b!

Vk4
~26 !~K' ,K 8'!52

i

2

l~1!

m~2!

ks
~2!

kp
~1!

kk
~2!

Kkz
~2! E

2`

`

dr 8'

3n~2!~r 8!•X̂k~2r 8;Kk
~26 !!

3x~r 8' ;K 8'! ~k51–3!, ~B1c!

V4k
~26 !~K' ,K 8'!52

i

2

kp
~1!

Kpz
~1! S kp~1!

kk8
~2!D 2E

2`

`

dr 8'

3x~2r 8;K p
~17 !!n~2!~r 8!

•X̂k8~r 8' ;K 8'! ~k851–3!,

~B1d!

and

V44
~26 !~K' ,K 8'!5

i

2

1

Kpz
~1! E

2`

`

dr 8' n~2!~r 8!

•“8x~2r 8;K p
~17 !!x~r 8' ;K 8'!.

~B1e!

The matrix elements can expressed in terms of the Fourier
transform of the rough surface phaseC~K' ,Kz! in the fol-
lowing manner:

Vgg8
~26 !

~K' ,K 8'!5vgg8
~26 !

~K' ,K 8'!C~K'2K 8' ,Kz!
~B2!

with

vgg8
~26 !

~K' ,K 8'!5
1

2

kg

Kgz
vgg8

~6 !
~K' ,K 8'!

•v~gk!~Kg
~6 ! ,K 8'! ~g51–3! ~B3a!

and

v4g8
~26 !

~K' ,K 8'!5
1

2

kp
~1!

Kpz
~1! v4g8

~6 !
~K' ,K 8'!

•v~gk!~K p
~17 ! ,K 8'! ~B3b!

with

v~gk!~K ~6 !,K 8'!56
~Kx2K8x!x̂81~Ky2K8y!ŷ86Kzẑ8

Kz
~B3c!

and

v11
~26 !~K' ,K 8'!52@K̂8t•K̂ tK̂s

~26 !1K̂8t•K̂s
~26 !K̂ t#,

~B4a!

v12
~26 !~K' ,K 8'!52 i @~K̂8s

~21 !3K̂8t!•K̂ tK̂s
~26 !

1~K̂8s
~21 !3K̂8t!•K s

~26 !K̂ t#, ~B4b!

v13
~26 !~K' ,K 8'!52S ks~2!

kp
~2!D 1/2@K̂8p

~21 !
•K̂ tK̂s

~26 !

1K̂8p
~21 !

•K̂s
~26 !K̂ t#, ~B4c!

v14
~26 !~K' ,K 8'!52

l~1!

m~2!

ks
~2!

kp
~1! K̂ t , ~B4d!

v21
~26 !~K' ,K 8'!5 i @K̂8t•~K̂s

~26 !3K̂ t!K̂s
~26 !

1K̂8t•K̂s
~26 !~K̂s

~26 !3K̂ t!#, ~B4e!

v22
~26 !~K' ,K 8'!52@~K̂8s

~21 !3K̂8t!•~K̂s
~26 !3K̂ t!K̂s

~26 !

1~K̂8s
~21 !3K̂8t!

•K̂s
~26 !~K̂s

~26 !3K̂ t!#, ~B4f!

v23
~26 !~K' ,K 8'!5 i S ks~2!

kp
~2!D 1/2@K̂8p

~21 !
•~K̂s

~26 !3K̂ t!K̂s
~26 !

1K̂8p
~21 !

•K̂s
~26 !~K̂s

~26 !3K̂ t!#, ~B4g!

v24
~26 !~K' ,K 8'!5 i

l~1!

m~2!

ks
~2!

kp
~1! K̂s

~26 !3K̂ t , ~B4h!

v31
~26 !~K' ,K 8'!52

kp
~2!

ks
~2! S kp~2!

ks
~2!D 3/2@2K̂8t•K̂p

~26 !K̂p
~26 !

1
l~2!

m~2! K̂8tG , ~B4i!
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v32
~26 !~K' ,K 8'!52 i

kp
~2!

ks
~2! S kp~2!

ks
~2!D 3/2F2~K̂8s

~21 !3K̂8t!

•K̂p
~26 !K̂p

~26 !1
l~2!

m~2! ~K̂8s
~21 !3K̂8t!G ,

~B4j!

v33
~26 !~K' ,K 8'!52S kp~2!

ks
~2!D 2F2K̂8p

~21 !
•K̂p

~26 !K̂p
~26 !

1
l~2!

m~2! K̂8p
~21 !G , ~B4k!

v34
~26 !~K' ,K 8'!52

l~1!

m~2!

ks
~2!

kp
~1! S kp~2!

ks
~2!D 3/2K̂p

~26 ! , ~B4l!

v41
~26 !~K' ,K 8'!5S kp~1!

ks
~2!D 2K̂8t , ~B4m!

v42
~26 !~K' ,K 8'!5 i S kp~1!

ks
~2!D 2K̂8s

~21 !3K̂8t , ~B4n!

v43
~26 !~K' ,K 8'!5S kp~1!

kp
~2!D 2S kp~2!

ks
~2!D 3/2K̂8p

~21 ! , ~B4o!

and

v44
~26 !~K' ,K 8'!5K̂p

~17 ! . ~B4p!

The quantityC~K'2 K 8' ,6Kz! is the Fourier transform
of the rough surface phase:

C~K'2K 8' ,6Kz!

5E
2`

`

dr 8' e2 i @~K'2K8'!•r8'6Kzj~r8'!#. ~B5!

When the surface roughness is periodic, integration over the
Dirac delta functions that occur in the surface-field spectral
amplitudes given by Eq.~60! introducesC(K' 2 k'n ,Kz)
into the matrix elements. In addition, the rough surface phase
may be represented by a Fourier series:7

e6 iK zj~r8'!5 (
m52`

`

Cm~6Kz!exp@ i ~mxKxx8

1myKyy8!# ~B6a!

with

Cm~6Kz!5E
0

Lx dx8

Lx
E
0

Ly dy8

Ly
exp@2 i ~mxKxx8

1myKyy86Kj~r 8'!#. ~B6b!

When Eq.~B6a! is used to evaluateC(K' 2 k'n ,Kz) using
Eq. ~B5!, it can be expressed in terms ofCm~6Kz! in the
following manner:

C~K'2k'n ,6Kz!5 (
m852`

`

Cm82n~6kzm!

3d~2K'1k'm!. ~B7!

The matrix elements for periodic surface roughness are
Vgg8mn
(21) with Vgg8mn

(21)
5kg8

2 /kg
2Vgg8

(26)(k'm ,k'n) with
C(K'2k'n ,6Kz) replaced byCm82n(6kzm8) andkg5ks

(2)

3[dg,11dg,2]1kp
(2)dg,31kp

(1)dg,4.
To construct a perturbative representation of the matrix

elements, the exponential that contains the roughness profile
function in Eq.~B5! is expanded in a series so that

C~K 8t ,6Kz!5 (
m50

`
~kh!m

m!
@7 iK z /k#mj̃ ~m!~K 8t!

~B8a!

with

j̃ ~m!~K 8'!5E
2`

`

dr 8'@ j̃~r 8'!#me2 iK8'–r8' ~B8b!

and j̃~r 8'!5j~r 8'!/h. A convenient expression forj̃ (m)~K 8'!
is obtained by using the Fourier transform ofj̃~r 8'! given by

j̃~r 8'!5
1

~2p!2
E

2`

`

dK 8' j̃~K 8'!eiK8'–r8' ~B9!

in Eq. ~B8b! so that

j̃ ~m!~K 8'!5H ~2p!2d2~K 8'! ~m50!

1

~2p!2m22 E
2`

`

dQ'
@1#E

2`

`

dQ'
@2#•••E

2`

`

dQ'
@m#

3j~Q'
@1#!j~Q'

@2#!•••j~Q'
@m#!d2~2K 8'1Q'

@1#1Q'
@2#1•••1Q'

@m#! ~mÞ0!.

~B10!

The perturbative representation of the matrix elements is obtained by using the series expansion of the rough surface phase
given by Eq.~B6a! in Eq. ~B2!.

The perturbative representation of the free-fieldT-matrix for the rough fluid–elastic interface is given by
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1

n!
kp

~1!nt ~2,n!~K' ,K 8'!5V 44
~2,n!~K p

~11 ! ,K 8'!1 (
m151

n
1

~2p!2
E

2`

`

dQ'
@1#
V 4g1

~2,n2m1!
~K p

~11 ! ,Q'
@1#!V g14

~2,m1!
~Qg1

@1# ,K 8'!

3~12dn,1!1 (
m252

n

(
m15m2

n
1

~2p!2
E

2`

`

dQ'
@1#

1

~2p!2
E

2`

`

dQ'
@2#

3V 4g1

~2,n2m1!
~K p

~11 ! ,Q'
@1#!V g1g2

~2,m12m211!
~Qg1

@1# ,Q'
@2#!V g24

~2,m221!
~Qg2

@2# ,K 8'!~12dn,1dn,2!1•••

1 (
mn215n21

n

(
mn225mn21

n

••• (
m15m2

n
1

~2p!2
E

2`

`

dQ'
@1#

1

~2p!2
E

2`

`

dQ'
@2#•••

1

~2p!2

E
2`

`

dQ'
@n21#

V 4g1

~2,n2m1!
~K p

~11 ! ,Q'
@1#!V g1g2

~2,m12m211!
~Qg1

@1# ,Q'
@2#!3•••3

3V gn214
~2,mn212n12!

~Qgn21

@n21# ,K 8'!~12dn,1!

1
1

~2p!2
E

2`

`

dQ'
@1#

1

~2p!2
E

2`

`

dQ'
@2#•••

1

~2p!2
E

2`

`

dQ'
@n#

3V 4g1
~2,0!~K p

~11 ! ,Q'
@1#!V g1g2

~2,1! ~Qg1
@1# ,Q'

@2#!3•••3V gn4
~2,1!~Qgn

@n# ,K 8'! ~nÞ0! ~B11a!

with

V gs
~2,n!~Qg ,Q8'!5qg

nv ~g,n!~Qg ,Q8'!tgs
~2!~Q' ,Q8'!. ~B11b!

In Eq. ~B11a!, the implicit summation rule is used to
indicate a summation over repeated lower-case Greek indi-
ces, a square bracket denotes wave numbers over which an
integration is to be performed, andQg 5 Qs

(21)(dg,1 1 dg,2)
1 Qp

(21)dg,31 Qp
(12)dg1,4

. TheKronecker delta functions are
included to excludem-sums in which the upper and lower
summation limits are equal.

APPENDIX C: A T-MATRIX FOR FREE-FIELD
SCATTERING FROM AN ELASTIC SHELL

In the absence of the rough interface, the spectral ampli-
tude of the pressure field scattered from the shell ispl

(3s) . An
equation forpl

(3s) is obtained from Eq.~5! by neglecting the
terms that relate to the rough surface and projecting the re-
sulting equation onto a spherical basis so that

pl
~3s!5(

l8
FQl1;l8

~3!. pl8
~3!

2 (
k851

~3!

Bl1;k8l8
~3! uk8l8

~3! G . ~C1!

The null-field equation that follows whenp(3s)~r ! is forced to
satisfy the null-field hypothesis is given by

2pl
~ i !5(

l8
FQl2;l8

~3! pl8
~3!

2 (
k851

3

Bl2;k8l8
~3! uk8l8

~3! G . ~C2!

The remaining null-field equations for the displacement field
in the annular region of the shell and for the pressure-field
interior to the shell are given by

05(
l8

F2Pkl2;l8
~3! pl8

~3!
2 (

k851

3

Rkl2;k8l8
~3! uk8l8

~3!

1Pkl2;l8
~4! pl8

~4!
1 (

k851

3

Rkl2;k8l8
~4! uk8l8

~4! G , ~C3!

05(
l8

F2Pkl1;l8
~3! pl8

~3!
2 (

k851

3

Rkl1;k8l8
~3! uk8l8

~3!

1Pkl1;l8
~4! pl8

~4!
1 (

k851

3

Rkl1;k8l8
~4! uk8l8

~4! G , ~C4!

and

05(
l8

F2Ql1;l8
~4! pl8

~4!
1 (

k851

3

Bl1;k8l8
~4! uk8l8

~4! G . ~C5!

In the following, boldface italic characters are used to indi-
cate matrices. An expression for the column matrixpl

(4) may
be obtained from Eq.~C5! and used in Eqs.~C4! and~C3! to
obtain the following:

052Pkl2;l
~3! pl8

~3!
2Rkl2;k8l

~3! uk8l8
~3!

1Ukl2;k8l8
~4! uk8l8

~4! ~C6!

and

052Pkl1;l8
~3! pl8

~3!
2Rkl1;k8l8

~3! uk8l8
~3!

1Ukl1;k8l8
~4! uk8l8

~4! ,
~C7!

where

Ukls;k8l8
~4!

5$Rkls;k8l8
~4!

1Pkls;l8
~4!

@Ql1;l8
~4!

#21Bl1;k8l8
~4! %.

~C8!
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Equation~C6! may be solved foruk8l8
(4) and the result used in

Eq. ~C7!. The resulting equation may be solved for the dis-
placement fielduk8l8

(3) on the exterior surface:

uk8l8
~3!

52@Rkl1;k8l8
~3!

1Tkl;k8l8
~4! Rkl2;k8l8

~3!
#21

3@Pkl1;l8
~3!

1Tkl;k8l8
~4! Pkl2;l8

~3!
#pl8

~3! ~C9!

with

Tkl;k8l8
~4!

52Ukl1;k8l8
~4!

@Ukl2;k8l8
~4!

#21. ~C10!

The quantityTkl;k8l8
(4) is theT-matrix for the inner surface.

To develop theT-matrix for the shell, Eq.~C9! is used in
Eqs. ~C1! and ~C2!. These equations are used to eliminate
the dependence of the spectral amplitude of the scattered
field on the spectral amplitude of the surface field. Then
pl
(3s) is given by

pl
~3s!5Tl;l8

~3! pl8
~ i ! , ~C11!

where

Tl;l8
~3!

52Ul1;l9
~3!

@Ul92;l8
~3!

#21 ~C12a!

and the matrixUla;l8
(3) is given by

Uls;l8
~3!

5Qls;l8
~3!

1Bls;k8l8
~3!

@Rkl1;k8l8
~3!

1Tkl;k8l8
~4! Rkl2;k8l8

~3!
#21

3@Pkl1;l8
~3!

1Tkl;k8l8
~4! Pkl2;l8

~3!
# ~C12b!

and Tl;l8
(3) is the free-fieldT-matrix for the elastic shell.

When the shell is spherical, the matrix elements are diagonal,
and a closed form expression for theT-matrix can be ob-
tained by using the diagonal form of the matrix elements in
Eqs.~C1!–~C5!.
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Acoustic propagation through an internal wave field
in a shallow water waveguide
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This paper addresses the problem of predicting and interpreting acoustic wave field properties in a
stochastic ocean waveguide, for which the sound-speed variability within the water column is
treated explicitly as a random process. It is assumed that the sound-speed distribution is composed
of three components: a deterministic, time-independent profile and two stochastic components
induced by internal wave activity. One random contribution represents a spatially diffuse Garrett–
Munk field whose spectrum is constrained by the shallow water waveguide, while the second
corresponds to spatially localized soliton packets. A high-angle elastic parabolic equation method is
applied to compute single frequency realizations of the pressure field using this three-component
representation of the sound-speed distribution. Ensemble-averaged transmission loss and
scintillation index measures for the full pressure field and its modal components are estimated for
different source depths and for both flat and sloping bottoms. Probability distributions of the mode
amplitudes for different ranges are also presented. These statistical measures are incorporated into
the analysis of range-dependent mode coupling between the internal wave and acoustic fields, and
evidence is presented which supports a recent prediction that the scintillation index grows
exponentially with range due to the competition between mode coupling and mode stripping found
in shallow water waveguides. Full-field estimates of the scintillation index are also presented for a
shallow water region on the continental slope off the New Jersey coast. ©1997 Acoustical Society
of America.@S0001-4966~97!00102-1#

PACS numbers: 43.30.Bp, 43.30.Re, 43.25.Rq@JHM#

INTRODUCTION

The environmental complexity associated with shallow
water waveguides makes them a challenging medium in
which to study acoustic wave propagation. In deep water
waveguides, propagation via the sound channel axis often
allows one to ignore boundary interactions, a simplification
not justified in shallow water waveguides. For propagation in
shallow water, wave–boundary interactions coupled with a
range-dependent sound-speed distribution makes the predic-
tion of acoustic field quantities a difficult problem. The prob-
lem becomes even more complex when the stochastic nature
of the environment is included, and several stochastic com-
ponents can be identified in shallow water propagation. Ex-
amples include volume, surface and bottom effects such as
internal gravity waves, bubble clouds due to breaking surface
waves, dynamically changing surface roughness and subbot-
tom inhomogeneities. For these realistic environments, the
field computation is amenable only through computer simu-
lation.

In this paper, some acoustic field properties for a sto-
chastic waveguide are examined through numerical experi-
ments in which the sources of randomness are internal
waves. We ignore the random effects associated with the
ocean surface and bottom, assuming that these boundaries
can be treated deterministically. The stochastic nature of the
waveguide is represented here by volume fluctuations of the

sound-speed distribution, induced by the internal wave field.
This description implies that the pressure field propagating
through the waveguide, as well as the sound-speed distribu-
tion, should be treated as random processes with moments of
the field describing the propagation characteristics. The em-
phasis is placed on the second and fourth moments of the
pressure field, corresponding to field intensity and intensity
fluctuations, respectively. Insight into the full-field results is
obtained by a modal decomposition of the field and an analy-
sis of modal statistics. Numerical experiments are performed
to study the spatial and asymptotic~long-range! properties of
the ensemble-averaged intensity and intensity fluctuations
for realistic environmental parameters.

While many researchers have considered the problem of
modeling propagation in the presence of an internal wave
field for deep water environments1–10there have been several
recent studies devoted to stochastic propagation in shallow
water.11–18 Moments of the acoustic field have been exten-
sively studied for deep water environments and results are
summarized in Ref. 19. Roughly speaking, two limiting
acoustic environments can be distinguished:~a! a medium
with a weakly fluctuating sound speed profile or one charac-
terized by short range propagation and~b! a strongly fluctu-
ating medium or one characterized by long range propaga-
tion. The former is called the weak scattering or unsaturated
regime while the latter is known as the strong scattering or
fully saturated regime. Physically, they correspond to situa-
tions where the propagated wave is weakly or strongly dis-
torted, respectively. Due to the spatial and temporal decorre-
lation of the field in the saturated case, the scintillation index

a!Permanent address: Forschungsanstalt der Bundeswehr fu¨r Wasserschall-
und Geophysik, Klausdorfer Weg 2-24, 24148 Kiel, Germany.
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~variance of the intensity normalized by the squared average
intensity! approaches unity at long range from the source.
This result can be understood by considering the pressure
field as a sum of phasors whose phases are uniformly distrib-
uted, i.e., decorrelated by wave propagation through a fully
saturated environment. The amplitudes of such a field are
Rayleigh distributed and therefore the intensity variance is
equal to the squared average intensity, giving the result that
the scintillation index approaches unity for large ranges. In
addition, the saturated regime in a deep ocean waveguide~no
boundary interations or bottom loss! is characterized by an
equipartitioning of the modal energy.5,6

Theoretical work on deep water random waveguides is
simplified, relative to the shallow water case, because the
energy is typically confined to a region around the sound
channel axis so that boundary interactions can be ignored.
However, boundary interactions cannot be ignored in shal-
low water propagation and may introduce additional compli-
cations which lead to statistical behavior not predicted by
deep water theories. An example of such a complication is
the different modal attenuation decay rates~mode stripping!
caused by sediment penetration of the acoustic field. A re-
cent extension of stochastic coupled mode theory to shallow
water waveguides16 predicts that both modal and full-field
scintillation indices grow exponentially in range, rather than
saturating as predicted for deep water propagation. This be-
havior is due to the competition between differential mode
stripping and the tendency for equipartitioning of mode en-
ergy induced by sound-speed fluctuations. According to Ref.
16 this asymptotic growth in the scintillation index is attrib-
uted to the mismatch of the range-dependent decay rates be-
tween the average intensity and second moment of the inten-
sity. The prediction of exponential growth in the scintillation
index at large range is investigated here through simulations
of intensity fluctuations and interpreted in the context of sto-
chastic coupled mode theory, where it is shown that the re-
sults of the simulations are consistent with the theory.

The organization of the paper is as follows. In Sec. I we
introduce the oceanographic relationships that relate the in-
ternal wave-field variables to fluctuations of the sound speed
distribution. Examples of the internal wave modal structure,
modal group speed, and sound-speed fluctuations are pre-
sented. In Sec. II we discuss the acoustic parameters, com-
putation of the acoustic field, and statistics estimated from
the ensemble of field realizations. In Sec. III we describe
numerical simulations for both single-mode and full-field
statistics. An outline of the theory predicting an exponen-
tially increasing asymptotic behavior of the scintillation in-
dex in shallow water is discussed, and the results of numeri-
cal experiments that support and clarify this prediction are
presented. Full-field scintillation index computations are il-
lustrated using acoustic and oceanographic environments
chosen to simulate a site on the continental shelf off the New
Jersey coast. The environment and location were chosen be-
cause results presented here were used in the planning stages
of the SWARM ~shallow water random media! acoustic-
internal wave experiment20 performed in that area during
July 1995. The numerical results are interpreted in terms of

the modal coupling discussion of Sec. III. A summary and
conclusions are presented in Sec. IV.

I. INTERNAL WAVE FIELDS AND SOUND-SPEED
FLUCTUATIONS

The volume sound-speed profile in shallow water is pri-
marily dependent on temperature and salinity gradients and
these gradients are perturbed in the presence of internal
waves. Assuming that the only source of randomness is due
to internal wave fluctuations in the water column, we repre-
sent the sound-speed field as a random process composed of
three components. These components include~1! a domi-
nant, deterministic sound-speed distribution,~2! a spatially
diffuse background component due to an internal wave-field
comprising a Garrett–Munk statistical mixture of plane wave
components, and~3! a spatially localized contribution from
internal wave soliton packets. The sound-speed field, along
with appropriate boundary conditions, serve as input to a
high-angle elastic parabolic equation solver which computes
realizations of the acoustic field as functions of range, depth,
and frequency. The ensemble of field realizations are then
used to estimate transmission loss, scintillation index, and
modal statistics.

This section considers the relationship between the
oceanographic variables describing the internal wave fields
and the random sound-speed variations induced by these
fields. The analysis is confined to two dimensions, wherer
denotes the range variable andz corresponds to the depth
variable, withz50 at the surface and increasing in depth.
The sound-speed distribution is composed of a deterministic
spatial componentc̄(r ,z) and a stochastic space–time com-
ponentdc(r ,z,t) representing the effects of internal waves:
c(r ,z,t)5 c̄(r ,z)1dc(r ,z,t). In Sec. I A we discuss the gen-
eral relationship between the sound-speed perturbations
dc(r ,z,t) and internal wave displacements. These water par-
ticle displacements associated with internal wave motion are
then related to a specific model of the internal wave field in
Sec. I B.

A. Relationship between sound-speed fluctuations
and internal wave variables

As mentioned above, the internal wave contributions to
each sound-speed realization are assumed to be a superposi-
tion of a spectral mixture of plane waves weighted with a
Garrett–Munk spectrum and spatially localized soliton pack-
ets. We now briefly address the problem of relating the
sound-speed fluctuationsdc to the internal wave variations
in the temperature and salinity gradients, since these latter
quantities are directly related to the internal wave model.
Both the gradients and the resulting sound-speed fluctuations
are generally functions of time. It is assumed below that the
time dependencies of these gradients are caused by~internal
wave induced! perturbations on the mean background tem-
perature and salinity fieldsT andS.

The stability of a parcel of water displaced from its equi-
librium position depends on the potential density gradient,21

]rp/]z, where the potential density,rp , is defined as the
density that a parcel of fixed composition would acquire if
moved adiabatically to a pressure reference levelpr . Analo-
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gous definitions can be made for the potential temperature,
Tp , and potential sound speed,cp , since the latter is a func-
tion of the potential temperature. Measured gradients of
these variables are sums of their potential and adiabatic gra-
dients, e.g.,]c/]z5]cp/]z1]ca/]z. The advantage of using
potential variables is that a stability analysis shows that only
the potential gradient in sound speed contributes to the fluc-
tuationsdc associated with internal waves. These fluctua-
tions, in conjunction with the deterministic componentc̄,
determine the acoustic properties of the sound channel.4

From thermodynamic arguments,1,2 the fractional depth
gradient of the potential sound-speed field can be related to
the mean potential temperature and salinity gradients through
the buoyancy~Brunt–Väisälä! frequencyN(r ,z):

1

c̄~r ,z!

]

]z
cp~r ,z!5G~r ,z!N2~r ,z!, ~1!

N2~r ,z!52
g

r

]

]z
rp~r ,z!5gS h ]Tp

]z
2s

]S

]zD . ~2!

The quantitiesh ands are the coefficients of thermal expan-
sion and saline contraction, respectively,G(r ,z) is a func-
tion of these coefficients as well as the partial derivatives of
sound speed relative to temperature and salinity, and the
quantityg is the acceleration of gravity.

By definingh(r ,z,t) as a time-dependent displacement
of an isopycnal~constant density! surface associated with the
internal wave field, the oceanographic variables discussed
above can be related to the sound-speed fluctuations which
induce acoustic field variability. Multiplying Eq.~1! by
c̄(r ,z) and integrating from depthz through a displacement
z1h(r ,z,t) of the isopycnal surface relates the fluctuations
dc(r ,z,t) to both temperature and salinity gradients as well
as the internal wave displacements:

dc~r ,z,t ![E
z

z1h~r ,z,t ! ]

]z8
cp~r ,z8!dz8

5E
z

z1h~r ,z,t !
c̄~r ,z8!G~r ,z8!N2~r ,z8! dz8,

~3!

wheredc5cp(r ,z1h,t)2cp(r ,z,t). Sinceh(r ,z,t) is deter-
mined by contributions from a spatially diffuse Garrett–
Munk field and spatially localized soliton packets, the next
section gives explicit descriptions of these quantities so that
the upper limit to the integral of Eq.~3! can be explicitly
determined in terms of the internal wave-field parameters.

B. Description of the internal wave fields
It is assumed here that the internal wave displacement

field h(r ,z,t) can be written in the form
h(r ,z,t)5hD(r ,z,t)1hS(r ,z,t), where hD represents the
diffuse component andhS describes the soliton contribution.
These displacement fields are described in the following two
subsections. The integral in Eq.~3! can then be computed to
obtain the sound-speed fluctuations in terms of internal
wave-field quantities.

1. Garrett –Munk diffuse background contribution

The diffuse component of the internal wave field in shal-
low water environments is currently a topic of active re-
search. The simulations presented here were intended to pro-
vide guidance for the SWARM experiment and were
performed using a modification of the Garrett–Munk spec-
trum. After this work was completed, measurements became
available from the Barents Sea18 and the New Jersey Bight
area20 suggesting that a wave number exponent of23

2 may
be a better representation in shallow water than the Garrett–
Munk exponent22. Furthermore, in contrast to the isotropy
of the Garrett–Munk model, the background field in these
shallow water data appear anisotropic; the directionality is
distributed over a sector approximating a quadrant. Never-
theless, the use of the Garrett–Munk spectrum is not unrea-
sonable since it provides a useful starting point for investi-
gations of the type reported here, and the main points of this
paper are unlikely to be sensitive to these differences.

Following an approach developed in Refs. 1 and 4, the
diffuse field component is represented as a statistical mixture
of plane waves weighted by the Garrett–Munk spectrum.
This representation is obtained by expandinghD(r ,z,t) in a
complete orthonormal set of internal wave eigenfunctionsW
that are obtained from solving the linearized Navier–Stokes
equation for an inviscid, incompressible, stratified fluid. In
this manner, the diffuse field can then be expressed as a
weighted double sum over mode numberj and horizontal
wave numberkh5(kx

21ky
2)1/2:

hD~r ,z,t !5(
kh

(
j
F~kh , j !W~kh , j ,z!ei @khr2v~kh, j !t#,

~4!

where the weighting factorsF(kh , j ) are zero mean, complex
Gaussian random variables with an associated power spec-
trum discussed below. The use of a scalarkh assumes that
the internal wave field is horizontally isotropic. When shear
flow in the water column is negligible, the dispersion relation
v(kh , j ) and the depth-dependent eigenfunctionsW(kh , j ,z)
satisfy the eigenvalue equation

d2

dz2
W~z!1kh

2FN2~z!2v2

v22 f c
2 GW~z!50 ~5!

subject to the rigid boundary conditionsW(0)5W(H)50,
whereH is the water depth. The Coriolis~inertial! frequency
is f c52V sin ~latitude!, whereV represents the Earth’s an-
gular velocity.

Solutions to Eq.~5! are independent of range and there-
fore ignoreinternal wave mode coupling associated with a
range-dependent buoyancy frequency. We do allow for
acousticmode coupling via the range-dependent solution of
the parabolic equation; the range dependence caused by
sound-speed fluctuations enters through the exponential term
in Eq. ~4!, while bathymetric range dependence enters
through the boundary conditions. The temporal coherence of
the background internal wave field was not considered for
this study; for convenience, the timet was set tot50 in the
computation ofhD . This choice implies that the acoustic
field averages are computed from samples obtained at inter-
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vals greater than the correlation time for the evolution of the
internal wave field~on the order of a few minutes!.

Temperature and salinity profiles obtained from Fig. 5 in
Ref. 22 for a site near the New Jersey coast were used to
estimate the buoyancy frequency from Eq.~2!. A mean~de-
terministic! sound-speed profile was computed from these
profiles using an equation of statec̄5 c̄(T,S,z) given by the
second equation of Table 5.2 in Ref. 23. The buoyancy fre-
quency profile thus obtained is shown in Fig. 1 and shows a
double ductlike structure between 10- and 25-m depth due to
the competing nature of the temperature and salinity gradi-
ents in that part of the water column. The shortest period of
internal wave variation, approximately 114 s, occurs at a
depth of about 15 m.

A shooting method24 was then applied to compute the
eigenvaluesv(kh , j ) and eigenfunctionsW(kh , j ,z) from
Eq. ~5! over a range ofkh$0.0002,0.25% m

21, corresponding
to horizontal wavelengths from 25–31.4 km. This range of
wave numbers amply covers the spatial scales important to
the acoustic calculations in this paper. A water depth of
H566 m was chosen and is an average value determined
from the environment discussed in Sec. II. Latitude 40° was
used to compute the Coriolis frequency. Representative nor-
malized internal wave eigenfunctions are illustrated in Fig. 2
as a function of depth and horizontal wave number. The
modal distribution varies smoothly with wave number,
though there are mode-selective wave-number bands in
which the energy is suppressed over a portion of the water
column as seen for modes 10 and 15. This is due to the
multiple peak structure of the buoyancy profile, shaped by
the temperature and salinity gradients.

The power spectrum associated withF(kh , j ) is as-
sumed to be in the form of a Garrett–Munk spectrum:4

^uF~kh , j !u2&5E0M @ j 21 j
*
2 #2p/2S 4p D kjkh2~kh21kj

2!22,

~6!

where the notation̂ & denotes ensemble average. The quan-
tity kj is given bykj5(p j f c)/*0

HN(z)dz and corresponds to
the spectral peak in the horizontal wave-number domain for
each modej , with the form of the integral in the denominator

of this expression chosen for consistency with the deep water
case. A normalization factorM is specified by 1/M
5 ( j51

` @ j 2 1 j
*
2 #2p/2. The parameterE0 represents the aver-

age energy density~J/m2! and is associated with the strength
of the internal wave fluctuations. The characteristic mode
number, j

*
, and spectral power law exponent,p, represent

empirically determined parameters which control the relative
contribution of the internal wave modes. A valuej

*
53,

commonly used for deep water, was chosen to represent the
mode number at which the energy begins to rapidly decrease
as mode order increases. We used two constraints to bound
the estimates ofE0 andp so that Eq.~6! is not underdeter-
mined. The constraint onE0 is that the isopycnal displace-
ment at any depthz must be within the waveguide bound-
aries. Since theF(kh , j ) are chosen for each realization by
using a random number generator, the range-averaged vari-
ancexh(z)5^h2(r ,z)& was computed for each depth using
Eq. ~4! and the first thirty eigenfunctions of Eq.~5!. The
constraint was chosen such that three standard deviations of
the displacement at depthz should be within the waveguide
boundaries. For a waveguide of depthH, this implies that
3xh

1/2,z for negative displacements and 3xh
1/2,H2z for

positive displacements. In rare situations a displacement may
still lie outside these bounds, and in these cases we simply
truncate them to lie on the boundary. This argument repre-
sents only an upper limit to the displacements and it was
found that a value ofE0 < E0

max5 250 J/m2 satisfied the dis-
placement constraint. The value ofE0 chosen in most of the
simulations was 25 J/m2, about 10% ofE0

max and a more
physically plausible value.25 The mode weighting factorp
was estimated by visual inspection of thermistor string data
on the temperature fluctuations in a shallow water
environment26 and adjustingp to give visual consistency
with those fluctuations. Based on this analysis we chose a
value ofp54.

Using these internal wave eigenfunctions and a pseudo-
random number generator to provide the Gaussian distrib-
uted complex random variables, the double sum in Eq.~4!
was evaluated by using the spectrum given by Eq.~6! and
the constraint imposed on the particle displacements. Nu-
merical integration of Eq.~3! using Eq.~4! to represent the
diffuse internal wave field allows one to obtain realizations
of the sound-speed fluctuations. An example of a realization
of the sound-speed fluctuationsdc associated with the dif-
fuse internal wave fieldhD , together with an overlay of the
deterministic sound-speed component, is shown in Fig. 3.
These fluctuations depend on both range and depth, with the
range dependence a function ofkh and the depth dependence
a function of the modal structure determined by the buoy-
ancy frequency@Eq. ~2!# and spectrum parameters@Eq. ~6!#.
The range- and depth-averaged variance of the fluctuations
relative to the mean sound speed is^(dc/ c̄)2&;0.5~1026!.
The fluctuations are clearly confined to the region of the
thermocline where temperature and/or salinity gradients
make their maximum contribution to the buoyancy fre-
quency. According to Ref. 1, while the higher-order modes
make relatively small contributions to the overall spectra de-
fined by Eq.~6!, they are important in understanding acoustic
propagation since the vertical structure of the high-order

FIG. 1. Depth-dependent buoyancy frequencyN(z) used in the computation
of the internal wave eigenfunctions.
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FIG. 2. Examples of several internal wave eigenmodes computed from Eq.~5!.

FIG. 3. Single realization of sound-speed fluctuations generated by a Garrett–Munk internal wavefield using the buoyancy frequency shown in Fig. 1. The
deterministic background sound-speed distribution is superimposed on the figure, and was computed using the same temperature and salinity data used to
determine the buoyancy frequency.
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modes causes more acoustic scattering~i.e., mode coupling!
than the relatively structureless low-order modes.

2. Soliton packet contribution

The second component of the internal wave field is a
soliton displacement field,hS(r ,z,t), representing an ex-
ample of the nonlinear interaction of oceanic tides with
bathymetric features such as the continental shelf edge. Soli-
tons occur in many physical systems and have been studied
both experimentally and theoretically in the oceanographic
community.27,28The isopycnal displacement for this compo-
nent can be written in the form

hS~r ,z,t !5(
j51

`

„aj~r ,t !1bj~r ,t !…W~kh , j ,z!, ~7!

whereW(kh , j ,z) is the j th depth-dependent eigenmode as-
sociated with the solution of Eq.~5! andaj , bj are coeffi-
cients corresponding to the left and right propagating modes
originating in the source region.29

It is sufficient for our purposes to consider only left
propagating waves and limit the area of interest to be exte-
rior to the source region. For the environment described here,
the sum over eigenmodes in Eq.~7! can be approximated by
the first term. This result can be inferred by computing the
internal wave group speed,cg

IW 5u “kvu, from the dispersion
relation v5v(kh , j ) where“k represents the 3-Dk-space
gradient operator. From Eq.~5! the square of the vertical
wave number, kv , can be identified with the term
kh
2@„N2(z)2v2

…/~v22f c
2!#. The gradient can be evaluated by

letting k̄5 l ŝ11mŝ21nŝ3 with ŝ i representing Cartesian
unit vectors. The resultingcg

IW for the first four modes are
shown in Fig. 4 as a function of horizontal wave number and
depth. This figure indicates that the group speed falls off
quickly as a function of mode number and tends to be con-
fined to depths where the buoyancy frequency is relatively
large. Since the calculation shows that the first mode has a
significantly larger group speed than the other modes, we
make the approximation that the evolution of the isopycnal
surface due to soliton propagation can be written as
hs(r ,z,t)'a1(r ,t)W(kh , j51,z). Because we are confining
ourselves to a region many kilometers from the source gen-
eration area, the higher-order modes will have negligible ef-
fect in the area of interest. The approximation is also consis-
tent with the fact that the first mode dominates in the
baroclinic response.29

Keeping first order nonlinear terms in the Navier–
Stokes equation for a nonrotating, stratified fluid28 results in
the Korteweg–de Vries~KdV! equation for the evolution of
the amplitudea1(r ,t):

]a1
]t

1n
]a1
]r

1aa1
]a1
]r

1b
]3a1
]r 3

50, ~8!

wherea andb are the nonlinear and dispersion parameters,
respectively. Solutions of this equation are well known.30 A
plane progressive wave solution to Eq.~8! can be written in
the form

a1~r ,t !5L sech2F S r2Vt

D D G , ~9!

whereL is the amplitude factor andD, the characteristic
width of the soliton, is given byD 5 A12b/(aL). The
amplitude-dependent wave speedV is related to the linear
speedn by V5n1aL/3. The coefficientsa andb, which are
functionals of the depth-dependent eigenmodes and their de-
rivatives, are given in Ref. 28.

While the KdV equation can be generalized to include
the effects of variable depth topography, shoaling, dissipa-
tion, etc., the form given above is a surprisingly robust de-
scription for many environments.28 The solution given by
Eq. ~9! represents a single progressive soliton, though what
is commonly observed are soliton packets consisting of sev-
eral solitons traveling as a group with different amplitudes,
half widths and wave speeds. For the specific example of
propagation in the continental shelf region off the New Jer-
sey coast, we will assume that the displacements are given
by soliton packets consisting ofM solitons:

hS~r ,z,t !5W~kh , j51,z! (
m51

M

Lm sech2F S rm2Vmt

Dm
D G .
~10!

This expression, combined with Eqs.~4!–~6!, specify the dis-
placement fieldh(r ,z,t) of the isopycnal surface associated
with the total internal wave field. Substituting the equation
for h in the upper limit of the integral in Eq.~3!, numerical
integration determines the sound speed fluctuations at depth
z subject to the constraints on the displacements discussed
above.

A uniform pseudo-random number generator was cho-
sen to sample the time in Eq.~10!; this determines the loca-
tion of the solition packet~s! and hence localizes the distur-
bance in space for each realization. Six solitons were used to
form a packet. Individual soliton amplitudes,Lm, were rep-
resented by exponentially decaying functions with a maxi-
mum amplitude of 10 m for the first~leading! soliton in a
packet:Lm510e20.3(m21), m51,...,6. The horizontal wave
numberkh was chosen for a typical soliton width of 100 m.
The linear speed of a packet wasn50.6 m/s, anda andb
were chosen as 3.531022 and 100, respectively. These data
were chosen for consistency with data previously measured
in the New York Bight area.22

A single realization of the sound-speed distribution, in-
cluding the deterministic, spatially diffuse, and spatially lo-
calized internal wave contributions, is illustrated in Fig. 5.
Sound-speed variations associated with two soliton packets,
each consisting of six solitons, are visible in the figure. They
were assumed to be generated by tidal forcing with packets
formed about 12.4 hours apart, corresponding to the period
of the diurnal tide cycle. The initial source disturbance oc-
curred about 25 km outside the region shown in the figure
~i.e., about 65 km form the range origin!. The solitons are
moving to the left in the figure, with the packet on the left
formed 12.4 hours earlier than the one on the right. The
dispersion associated with the amplitude-dependent wave
speedV is clearly visible in the figure.
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II. PRESSURE FIELD REALIZATIONS AND ENSEMBLE
FIELD STATISTICS

The first subsection outlines the general method used to
compute the pressure field realizations from the parabolic
approximation to the elastic equations of motion. The sto-

chastic nature of the field in the water column is represented
by treating the Lame´ constantl as a random variable.
This variable, in turn, depends on the sound-speed profile.
Statistically uncorrelated realizations of the internal wave
field are computed, and each is written in the form

FIG. 4. Magnitude of the group velocity for the first four internal wave eigenmodes.

FIG. 5. Single realization of the sound-speed distribution consisting of a deterministic profile~superimposed in white!, a Garrett–Munk contribution, and
soliton packets. The solitons are generated about 25 km from the right edge of the figure and are traveling to the left.
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dc(r ,z,t)→dci(r ,z), where the subscripti indicates thei th
realization. This formulation corresponds to a ‘‘frozen
ocean’’ approximation in which the fluctuations are frozen
during passage of the acoustic signal. This is a reasonable
assumption since Fig. 4 shows the highest group speed of the
internal wave field is 0.54m/s, compared to a speed of about
1500 m/s for the acoustic field. Statistical measures based on
ensemble averages of the pressure field moments are dis-
cussed in the second subsection.

A. Computation of the pressure field realizations

We assume that the acoustic field propagates in a two-
dimensional elastic waveguide with (r ,z) representing the
range and depth variables, respectively. For computational
purposes, we employ the high-angle~Padé!, elastic parabolic
equation solver31 to compute thei th far-field realization of
the pressure fieldPi(r ,z, f ) at frequencyf . Each realization
of the pressure field in the water column can be written in the
form Pi(r ,z, f )5l i(r ,z)“•ū(r ,z, f ), where ū represents
the particle displacement andli is a Laméconstant for the
i th realization. Recalling the assumption that stochastic
variations occur only in the water column sound-speed dis-
tribution, the Lame´ constants are given by
l i(r ,z, f )5r(Ci

222Ĉ2) and m(r ,z, f )5rĈ2, where Ci

and Ĉ are the~complex! compressional and shear speeds,
respectively. Note that in the water columnCi and, therefore,
li are random variables. In the bottom they are treated as
deterministic variables. The Lame´ constantm is zero in the
water column and deterministic in the bottom. Compres-
sional and shear speeds are given by
Ci5„c̄(r ,z)1dci(r ,z)…/~11isb! and Ĉ5 ĉ/(11 isb̂) The
real shear speed is given byĉ, with the compressional and
shear attenuation coefficientsb, b̂ measured in decibels per
wavelength. The constants is ~40p log e!21. Ensemble av-
erages were estimated from 100 realizations ofPi , obtained
at a frequencyf5400 Hz. Examination of the ensemble-
averaged intensity and scintillation index for 50, 100, and
200 realizations indicated that quantitative differences in the
averages obtained using 100 and 200 realizations was small
enough to choose 100 realizations for computational effi-
ciency.

The air–water interface is flat in these simulations. The
compressional sound speed in the bottom has a dependency
c̄(z)51700.10.737z2165e2z/5 and the shear speed was
represented byĉ(z)50.52„c̄(z)21200…, with all depths in
meters. These profiles were estimated from data in Figs. 4, 7,
and 12 from Ref. 32, and Fig. 2 in Ref. 33 and are values
chosen to represent a terrigenous medium with silty-sandy
layers near the water–sediment interface. The density in the
substrate was chosen to be 1.8 g/cm3. A value of b50.4
dB/l for the compressional wave attenuation coefficient was
estimated from Figs. 18 and 20 in Ref. 32. For the purposes
of this paper, a high shear attenuation coefficient was picked
~b̂520 dB/l! so that any energy converted to shear waves is
simply dissipated.

B. Field statistics

In this subsection we discuss full-field statistics and
modal statistics of the pressure field. The deterministic full-

field transmission loss is defined by
210 log[P* (r ,z, f )P(r ,z, f )] and is obtained using only
the deterministic sound-speed profilec̄(r ,z) for the pressure
field calculations. Assuming independent realizations of the
sound-speed fluctuations, a measure of the full-field trans-
mission loss for the stochastic waveguide is given by the
ensemble-averaged loss over realizations:

210 loĝ Pi* ~r ,z, f !Pi~r ,z, f !&5210 loĝ I i~r ,z, f !&,
~11!

whereI i is thei th realization of the intensity at a point in the
waveguide. The bracketŝ& denote ensemble average. An-
other quantity of interest is the variance of the full-field in-
tensity, normalized by the mean squared intensity. This is the
field’s scintillation index SI (r ,z, f ):

SI~r ,z, f !5
^I i

2~r ,z, f !&2^I i~r ,z, f !&2

^I i~r ,z, f !&2
. ~12!

The pressure computed from the parabolic equation gives the
forward propagated field at location (r ,z) within the wave-
guide. A modal decomposition can be performed on the re-
alizationsPi in order to evaluate the contributions of indi-
vidual modes. Expanding the field in terms of a complete set
of eigenfunctions,f, associated with the deterministic sound
speedc̄, a modal representation of the deterministic pressure
field in the water column can be written in the far field as

P~r ,z, f !5ei2p f t(
n

d~n,r ,z0 , f !f~n,z, f !, ~13!

with d(n,r ,z0 , f ) 5 (2p/knr )
1/2e2 i (knr1p/4)f(n,z0 , f ) for a

harmonic point source located at$r50, z0%. For notational
simplicity, the explicit dependence on source depthz0 will be
suppressed. Using the orthonormal property of the pressure
eigenfunctions, * [f(m)f(n)/r(z)] udz5dmn , the modal
amplitudes,di , are obtained by forming an inner product for
each realization:

di~n,r , f !5E
0

` f~n,z, f !Pi~r ,z, f !

r~z!
dz. ~14!

The second moment of the modal amplitude is then defined
by ^I i(n,r , f )& 5 ^di* (n,r , f )di(n,r , f )& with the ‘‘modal
intensity’’ represented as

MI ~n,r , f !5210 loĝ I i~n,r , f !&. ~15!

The modal scintillation index for moden can be written in
the form

SI~n,r , f !5
^I i

2~n,r , f !&2^I i~n,r , f !&2

^I i~n,r , f !&2
. ~16!

The full-field transmission loss and scintillation index are
determined by both amplitude and phase contributions of the
complex phasor sum represented by Eq.~13!. For a deter-
ministic waveguide, fluctuations of intensity caused by the
interference of several modes has been studied using a ran-
dom walk analogy.34 For such a waveguide, the phases of the
modes increase at different rates due to their distinct phase
speeds while the modal amplitudes change at a much slower
rate. An expression was obtained for the scintillation index
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that was indistinguishable from the results obtained by re-
garding the mode phases to be uniformly distributed, uncor-
related random variables and computing an ensemble aver-
age instead of a range average.34 In this paper, both the
modal amplitudes and phases are random variables. The
phase variations are not assumed to be sufficiently large that
the modal field components are mutually incoherent over the
ensemble; in fact, residual coherence was observed in the
coherently averaged field~refer to discussion concerning
Fig. 12, below!. The mode representations in Eqs.~15! and
~16! describe only the amplitude-dependent contributions of
the pressure field. Neglecting phase correlations implies that
^d(n,r , f )d* (m,r , f )&50 for nÞm. By substituting
Eq. ~13! into Eq. ~12! and using the fact that the variance of
a sum of independent random variables is equal to the sum of
the variances, one obtains an expression for the incoherently
summed full-field scintillation index in terms of the modal
amplitude contributions:

SIamp~r ,z, f !5
(n^ud~n,r , f !u2&2f4~n,z, f !SI~n,r , f !

(n^ud~n,r , f !u2&2f4~n,z, f !
.

~17!

It will be seen below that a number of features associated
with the scintillation index are reproduced by considering
only modal amplitude fluctuations, as expressed in Eq.~17!.

III. NUMERICAL EXPERIMENTS

This section presents simulation results for the acoustic
field statistics in several stochastic waveguides. The
waveguides have either a flat or sloping bottom, and the
sound speed fluctuations consist of either the diffuse
Garrett–Munk componenthD or a combination ofhD and
the soliton packet contributionhS . To clarify some of the
results, additional simulations were performed with only the
spatially localized soliton packets, though these are not
shown here. Results are illustrated for two source depths, one
near the surface and one near the bottom. A comparison
between deterministic and ensemble-averaged transmission
loss in these waveguides is presented in Sec. III A. In order
to illustrate the details of modal coupling and the asymptotic
behavior of intensity fluctuations without the additional com-
plication of variable bathymetry, these effects are investi-
gated in Secs. III B and C for a shallow water~66 m! wave-
guide composed of plane, parallel boundaries at the surface
and bottom. Following a brief summary of recent theoretical
results concerning the long range behavior of the scintillation
index,16 modal decomposition of the field is performed using
Eq. ~14!, and the scintillation index is computed on a modal
basis using Eq.~16!. These numerical experiments are then
related to the theoretical prediction of Ref. 16. The full-field
scintillation index is estimated both directly from the pres-
sure field calculations using Eq.~12! and indirectly from
modal decomposition via Eq.~17!, in order to provide an
assessment of the relative importance of amplitude and phase
contributions. In Sec. III D, the full-field scintillation indices
are computed for both flat and sloping bottom environments.
While modal decomposition is not performed in the sloping

bottom case, a physical interpretation of the modal behavior
follows from the analysis of the simpler environment pre-
sented in Sec. III B.

A. Full-field deterministic and ensemble-averaged
transmission loss

Plots of the full-field coherent transmission loss for de-
terministic cases~internal waves absent! and ensemble aver-
ages of 100 realizations with internal waves present are
shown in Fig. 6. The acoustic source is located at depth 15 m
at the range origin and denoted by a short white line in the
figures. The figures show the adjusted transmission loss; the
1/r cylindrical spreading component of the loss has been
removed in order to reduce the dynamic range of the loss
values and thereby preserve resolution of the color scale.
Figure 6~a!–~c! shows loss for a flat ocean bottom at depth
H566 m and Fig. 6~d!–~f! were calculated for the sloping
bottom of the experimental site. The first figure in each set
@Fig. 6~a! and~d!# represents the deterministic case. The sec-
ond, Fig. 6~b! and ~e!, shows average coherent loss when
only the diffuse background internal waves are present. For
the third set, Fig. 6~c! and~f!, loss is shown for the combined
diffuse background and internal soliton fields.

Due to refraction of low-order modes toward the ocean
bottom by the negative gradient profile, the acoustic field of
the source at 15-m depth is initially propagated primarily in
higher-order acoustic modes. It was found that the source
coupling to mode orders 1–4 was 15 dB lower than to mode
orders 5–7 and 9–10. If we consider the sequence Fig. 6~a!–
~c! we note a progressive loss of detail in the coherent mode
interference pattern as the diffuse background internal waves
and the solitons are introduced. While this loss of coherence
of the ensemble-averaged coherent field realizations may be
due, in part, to random phase modulations of adiabatically
propagated components, the influence of random coupling of
energy between modes may also be responsible for some of
this coherence loss. Evidence for the presence of coupling in
these figures is seen in the increase in signal strength at
depths greater than 20 m and reductions in signal strength at
shallower depths, particularly at longer ranges. The higher-
order modes, which produce the shallow-depth field, have
lost energy to lower-order modes, which are confined to
deeper depths by the negative-gradient profile and which
propagate with less attenuation. Simulations not shown here,
in which internal waves consisted only of the soliton com-
ponents, indicate that the solitons do not dominate the cou-
pling in Fig. 6~c!; the diffuse background and soliton internal
wave components used here produce similar coupling
strengths. We note that the increase in signal strength at the
deeper receiver depths accompanying the successive intro-
duction of the background and soliton internal waves is
equally visible in the calculations Fig. 6~d!–~f! for the slop-
ing bottom waveguide.

In Fig. 7 we show a set of field calculations for the same
environments as in Fig. 6, but for a deeper~45 m! sound
source. Because this deeper source strongly couples to both
the low- and high-order mode components, the deep receiver
signal-strength evidence of mode coupling seen in Fig. 6 is
now absent due to masking of energy coupled into low-order
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modes by strong adiabatically propagated low-order mode
components. These adiabatic components increase the deep
receiver field strength to values about 30 dB higher than
those found with the shallow source. The loss of coherence
~disappearance of the interference pattern in the ensemble
averages! is of degree similar to that seen for the shallower
source. This result suggests that the internal wave field can
produce significant phase modulations of even the adiabati-
cally propagated components. To gain additional insight into
acoustic mode coupling induced by internal waves, we next
consider the range dependence of intensity and scintillation
index of single mode fields.

B. Asymptotic behavior of modal intensity and
scintillation index in shallow water

A brief outline of a recent shallow water stochastic
mode theory16 that accounts for both mode coupling and
mode stripping is presented below, and is followed by simu-
lations of modal coupling that give insight into the theoreti-
cal results on the asymptotic behavior of both modal inten-
sity and modal intensity fluctuations. The notation used in

this section is the same as in Ref. 16. Assuming the quasi-
static and narrow-angle forward scattering approximations,
the modal amplitudesAn(r ) in a range-dependent, stratified
waveguide satisfy the first-order differential equation

]An

]r
1~an2 ikn!An52 i (

m51

N

rnm~r ,t !Am , ~18!

wherean and kn are the modal attenuation coefficient and
horizontal wave number for thenth mode, respectively. In
this notation, An(r ) is related to d(n,r ,z0, f ) by
An(r )5(knr )

1/2d(n,r ,z0 , f ). The mode coupling coeffi-
cientsrnm are given by

rnm5
k2

Aknkm
E dz

dc~r ,z,t !

c̄~r ,z!
fn~z!fm~z!. ~19!

In this equation,k is the mean acoustic wave number andfn

andfm are depth-dependent pressure eigenfunctions associ-
ated with the mean profile. Note that the coupling coeffi-
cients can be expressed in terms of the internal wave spec-
trum via Eqs. ~3!, ~4!, and ~10!. The coupling matrix
represents the scattering of acoustic modem into acoustic

FIG. 6. Full-field deterministic and ensemble-averaged transmission loss plots for both flat@~a!–~c!# and sloping-bottom@~d!–~f!# waveguides. The acoustic
source was a point source at~r50, z515 m! and is indicated by the short white line at the upper left corner of each figure. The cylindrical spreading
component of the transmission loss has been suppressed.~a!, ~d! deterministic loss;~b!, ~e! ensemble-averaged loss with Garrett–Munk internal wavefield with
E0525 J/m2; ~c!, ~f! ensemble-averaged loss with both Garrett–Munk and soliton packet contributions to the internal wave field.
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moden by internal wave modes that account for the sound-
speed variability.

The range variation of both the modal intensities and
intensity fluctuations are governed by master equations de-
rived from Eq.~18! under the additional assumptions that the
cross-modal coherencêAn*Am& is negligible and the corre-
lation range of the sound speed inhomogeneities in the direc-
tion of propagation is small.16 For large rangeR, one can
derive an equation for the modal intensity vectorG with
componentsGn[^uAnu

2&:

]G

]R
52JG, ~20!

where the matrixJ is a function of the coupling and attenu-
ation coefficients for then51,...,N modes. The solution to
Eq. ~20! can be obtained by diagonalizingJ asJ5UDJU

T

whereU is an orthogonal matrix containing eigenvectors of
J and DJ is the diagonal matrix whose elements are the
eigenvalues ofJ, with the latter denoted byjq . Using this
decomposition, the asymptotic behavior of the solution to
Eq. ~20! can be shown to be dominated by the smallest ei-
genvalue,jq51, and can be written for thenth component
~mode! in the form

Gn~R!;Un1F(
m

Um1Gm~0!Ge2j1R, R→`. ~21!

The quantityGm~0! is the initial value ofG at r50 and rep-
resents the modal energy distribution excited by the source.
The components of the first eigenvectorUm1,Un1 for modes
m,n are associated with the smallest eigenvaluej1, wherej1
is a function of all modal coupling and attenuation coeffi-
cients. The first~smallest! eigenvalue controls the asymptotic
decay rate for all modes, while the first eigenvector controls
the asymptotic energy distribution among the modes. It is
important to note that whileGn depends on the initial condi-
tions, the~long range! ratio of the average modal intensities
for any two modesn and l is a constant,Gn/G l5Un1/Ul1,
independent of the initial conditions. The value of this ratio,
however, is a function of the modal coupling and attenuation
coefficients for all the modes. A master equation analysis of
modal coupling caused by range-dependent fluctuations in
sediment properties led to a similar conclusion for the as-
ymptotic ratio of modal intensities.35 In the deep water case
with no bottom interacting energy, the components of the
first eigenvector are equal at large range and the energy is
equipartitioned among the modes.5,6

FIG. 7. Full-field deterministic and ensemble averaged transmission loss plots for both flat@~a!–~c!# and sloping bottom@~d!–~f!# waveguides. Same format
as in Fig. 6 but with a source located at~r50, z545 m!.
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A similar, though algebraically more complex, approach
can be applied to derive an equation governing the second
moment of the intensity whose elements are
C i j5^uAi u

2uAj u
2&. The result is an equation forC with the

form of Eq. ~20! andJ replaced by the matrixU. Decom-
position ofU intoVDUV

T allows one to obtain the following
asymptotic solution for the second moment of the intensity:

C i j;Vi j ,11F(
n

(
m<n

Vmn,11Cmn~0!Ge2u1R, R→`,

~22!

whereu1 is the smallest eigenvalue ofU. Using Eqs.~16!,
~21!, and ~22!, the modal scintillation index SI (i ,r , f ) be-
haves asymptotically as

SI~ i ,R, f !5
C i i

G i
2 21

;H Vii ,11@(n(m<nVmn,11Cmn~0!#

Ui1
2 @(mUm1Gm~0!#2 J

3e~2j12u1!R21. ~23!

The growth rate factor~2j12u1! depends on the difference in
the smallest eigenvalues of the coupling matrices for the first
and second moments of the intensity. This factor is always
greater than or equal to zero since the variance is positive
semi-definite; it is zero in the limit where there are no dif-
ferences in attenuation between the modes. This statement,
together with Eq.~23!, form the main theoretical result of
Ref. 16 and imply that the modal scintillation index increases
exponentially with range. The coefficient multiplying the ex-
ponential term is a function of the modal coupling coeffi-
cients, modal attenuation, and the initial conditions associ-
ated with the distribution of modal energy at the acoustic
source location. However, the asymptotic ratio„SI(i ,R, f )
11…/„SI(l ,R, f )11… for any two modesi and l is both inde-
pendent of the initial conditions and range independent,
though the value of the ratio still depends on the coupling
between modes and the attenuation coefficients.

This unexpected result concerning the asymptotic be-
havior of the scintillation index arises from the interplay be-
tween mode stripping and mode coupling found in bottom-
interacting waveguide propagation. Mode coupling is a
mechanism for redistributing or equilibrating modal energy,
while mode stripping acts like an irreversible loss mecha-
nism. The predicted mismatch in decay rates between the
second and fourth moments of field intensity is the cause of
the asymptotic increase in scintillation index. By way of
comparison, the deep water case with no mode stripping
yields the result that the scintillation index asymptotically
approaches (N21)/(N11), where N is the number of
modes.5 It is worth reiterating that these predictions are gen-
erally valid, i.e., are not dependent on the particular origin or
form of the stochastic sound speed distribution, provided that
~a! the forward scattering approximation is valid,~b! only
short range correlations between sound-speed fluctuations
~Markov assumption! occur, and~c! the cross-modal coher-
ence can be neglected. While an experimental test is needed
to verify the correctness of the theory discussed above, a

comparison with modal statistics derived from direct numeri-
cal solutions of the stochastic wave equation for realistic
environments can be used as a consistency check. The results
of several of these computations are presented below.

C. Range dependence of modal field statistics

In this subsection, implications of the theory outlined
above are explored by computing the range dependence of
the individual modal contributions to the field. The numeri-
cal experiments are illustrated for flat bottom waveguides
with sources at depths of 15 and 45 m and include sound-
speed fluctuations induced by diffuse componenthD . Mode
filtering provides insight into modal coupling induced by the
fluctuations in sound speed and presents a natural framework
in which the predictions in Sec. III B can be evaluated. In
addition, mode decomposition is useful in obtaining a quali-
tative interpretation of the full-field results. Simulations were
performed to a range of 200 km usingE0525 J/m2, though
in the analysis of the asymptotic behavior of the scintillation
index we present one calculation with a value ofE05100
J/m2. The higher value of internal wave energy density in-
duced larger sound-speed fluctuations in the waveguide
which, in turn, led to strong mode coupling. This enhanced
coupling allowed statistical trends to appear without extend-
ing the simulations over an unreasonably long range, a com-
promise necessary for studying the asymptotic behavior of
the field quantities with reasonable computational efficiency.
The modal decomposition of the field was obtained from the
expressions in Sec. II B and the resulting curves were
smoothed using a running Gaussian window with a standard
deviation of 3.6 km. As before, cylindrical spreading has
been removed.

We assessed the magnitude of numerically generated ar-
tifacts, which can be misinterpreted as mode coupling, by
mode filtering the field calculated for a range-independent
waveguide. These artifacts include errors due to numerical
approximations in the parabolic equation implementation as
well as errors associated with mode filter leakage. Results are
presented in Fig. 8 for a source atz545 m. Exponential
intensity losses appear as straight lines on the logarithmic
plot shown in this figure; in general, the decay rate of any
particular mode depends on that mode’s coupling to the other
modes and on all the mode attenuation coefficients. No mode
coupling should occur in this particular case since the sound-
speed field is range invariant. However, Fig. 8 shows that the
slopes of modes 2–10 are altered and become parallel to that
of mode 1, the dominant mode, for ranges greater than 150
km. The dominance of this mode is also visible in the trans-
mission loss plots of Fig. 7, where the contributions of the
higher-order modes in the upper part of the water column
become quite small at ranges greater than about 20 km from
the source. We infer from Fig. 8 that mode 1 acts as the
dominant energy source for the high-order mode filter out-
puts. This result is seen in the figure in the form of equal
mode slopes after some transition range. We further note that
this ‘‘numerical error coupling’’ is low; mode 2 is some 40
dB below mode 1 and the highest order modes are down by
as much as 60 dB. These numerically driven coupling effects
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are small compared to the mode coupling results presented
below for stochastic environments.

The ensemble-averaged modal intensities for the first ten
modes, given by Eq.~15!, are shown in Fig. 9~a! for a source
depth of 45 m. It is apparent that the first two modes begin to
dominate at ranges greater than about 15 km from the source,
an observation also supported by examining the transmission
loss plots in Fig. 7. The range dependence introduced by the
presence of the diffuse internal wave component leads to
increased modal coupling. This increase@Fig. 9~a!, cf. Fig. 8#
is seen in the higher intensity levels of higher-order modes
relative to the first-order mode. The equality of the range rate
of attenuation of the output of the higher-order mode filters
to that of the first-order mode filter is interpreted as support
of the prediction that in the asymptotic range limit all of the
modal components of the field are attenuated at the same
rate.16 A reasonable physical interpretation of this result is
that virtually all of the energy appearing in a high-order
mode at long range has been propagated over most of the
track as a first mode field and has been coupled near the field
point to a higher-order mode by the random environment.
Higher-order mode decay rates at long range are thus domi-
nated by the decay rate of the first mode, which acts as a
local source of energy for the higher-order components.

The ensemble-averaged modal intensity for a source
depth of 15 m is shown in Fig. 9~b! for the same ten modes.
In this case, the higher-order modes initially contain more
energy than the low-order modes, a result also seen in Fig. 6.
This remains true up to a transition range of approximately
50 km, where the first mode becomes dominant due to mode
stripping of the initial higher-order mode energy. Note that
beyond range 100 km the modal losses of the higher-order
modes are again proportional to that of mode 1.

A key assumption in the analysis is that the outputs of
the higher-order mode filters represent signals propagating as

higher-order modes, rather than leakage of a low-order mode
signal through the filter. In the absence of internal waves, we
found that the leakage due to numerical artifacts was low, as
discussed above in connection with Fig. 8. When the internal
waves are present, the sound-speed profile, and therefore the
shapes of the modes, become range dependent. Since the

FIG. 8. Output level of spatial filters matched to the first ten mode orders as
a function of range for a deterministic, range-independent environment. The
relative strengths of the filter output at the longer ranges gauge the magni-
tude of the numerical noise, as inferred from the change in range-slope of
the corresponding filter outputs to become parallel to that of the first-order
mode. At these ranges the adiabatically propagated higher-order modes have
been removed from the signal field by attenuation. The source was located at
~r50, z545 m!.

FIG. 9. Ensemble-averaged mode intensity plots as a function of range for
the first ten modes for the stochastic waveguide case.~a! Results are for a
source depth of 45 m and~b! results are for a source depth of 15 m.~c! An
overlay of~a! and~b! with the 15-m source depth data~solid curves! trans-
lated up approximately 37 dB.
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spatial mode filters were calculated from the deterministic
profile, alterations of the mode shapes in the field due to
local changes in the sound speed profile can compromise the
expected orthogonality upon which the performance of the
filters depends. A specific concern focused on local changes
in the shape of the first mode increasing the leakage of the
first mode field component through the higher-order filters.
The strength of this leakage would be expected to be propor-
tional to the first mode energy and thus to be attenuated with
range at the rate of the first-order mode attenuation. This
leakage could potentially account for the results shown in
Fig. 9~a! and ~b!. To distinguish between increased filter
leakage and coupling into higher order modes as the source
of the energy coming from the higher-order filters we re-
peated the calculations for Fig. 9~a! and ~b! with the modi-
fication that the strength of the internal waves was set equal
to zero for the range intervals 0–4 km and 196–200 km. In
the intervals 4–5 km and 195–196 km the transition from
zero to ‘‘full-strength’’ internal waves was given a ‘‘cosine-
taper.’’ If the higher-order filter outputs had been due to
increased leakage of a signal propagating adiabatically in the
first mode, then we expected an abrupt drop in these outputs

to the levels shown in Fig. 8 beyond range 195 km, since
beyond 196 km the shapes of the modes are identical to those
in the calculation for Fig. 8. The results obtained~not shown
here! showed a gradual decay of the filter outputs from the
level at 195 km at rates associated with the attenuation of the
respective adiabatically propagated modes which the filters
were expected to pass. This result supports the interpretation
of the filter outputs in Fig. 9~a! and ~b! as being due to
energy propagating near the receiver in the higher-order
modes and argues against increased filter leakage of the first-
order mode as the origin of the range dependence of the filter
outputs.

The stochastic coupled mode theory outlined in
Sec. III B predicts a constantratio for the relative intensities
of modesn andl at largeR, independent ofR and the initial
conditions. The results presented in Fig. 9~a! and ~b! are
consistent with this prediction. In both cases the relative in-
tensities of the modes are the same in the asymptotic region
and independent of source depth. To see this more clearly,
the modal intensity plots for the 15 m source depth from Fig.
9~b! are shifted upward by about 37 dB and overlaid with the
modal intensity data for the source at 45 m. The result is

FIG. 10. Modal scintillation indices for the first ten modes as a function of range, plotted logarithmically in terms of SI11. ~a! Results are for a source depth
of 45 m and~b! results are for a source depth of 15 m. In both~a! and~b! the Garrett–Munk component was used with an energy density ofE0525 J/m2. ~c!
A superposition of the results in~a! and~b! with the individual mode data from~a! shifted up by about 2 dB. The modal scintillation indices forE05100 J/m2

and a source depth of 45 m are presented in~d!.
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shown in Fig. 9~c!, where the asymptotic region is clearly
seen to begin around 100 km from the source; in this region
the modal intensities are independent of the initial conditions
~initial distribution of modal energy! as predicted in Ref. 16.

Energy pumped from relatively more energetic modes
into those modes that initially contain little energy induce
relatively large intensity fluctuations in the latter, and this
energy transfer is revealed as a ‘‘high’’ modal scintillation
index. Conversely, the transfer of energy induces relatively
small intensity fluctuations in the dominant mode, resulting
in a ‘‘low’’ scintillation index for that mode. These argu-
ments are confirmed by results in Fig. 10~a! and ~b! where
modal scintillation indices are shown for the first ten modes
using a point source located at depths of 45 and 15 m respec-
tively. The curves are plotted as 10 log@SI(n,r , f )11#,
where SI is given by Eq.~16!. From Eq. ~23!, 10
3log @SI(n,r , f )11# should exhibit a linear dependence on
range in the asymptotic region, and the range at which this
occurs depends on the initial conditions, i.e., the initial dis-
tribution of energy among the modes. For the deep source
case, Fig. 10~a! indicates a small, but exponentially increas-
ing scintillation index for mode 1, while the higher-order

modes exhibit rapidly increasing scintillation indices until
they have equilibrated with mode 1 at a range of roughly 70
km. For longer ranges, the scintillation indices of the higher-
order modes are proportional to that of mode 1, consistent
with the prediction discussed in Sec. III B. In addition, the
other modes appear to have the same trend toward exponen-
tial increase with range. The first mode is the dominant en-
ergy source in this case, and its scintillation index is lower
than that of the higher-order modes, as expected. In Fig.
10~b! the first mode is initially weakly excited due to the
shallow source depth and energy is quickly transferred to it
from the dominant high-order modes over the first few kilo-
meters of propagation. The scintillation indices of the high-
order modes are initially smaller than that of modes 1 and 2.
After approximately 100 km the high-order modes suffer
strong attenuation, and beyond that range an equilibrium is
reached where energy pumped into the higher modes offsets
the loss due to mode stripping. Unlike the result in Fig.
10~a!, the scintillation index of mode 1 initially rises rapidly
in this case and the fluctuations in the scintillation index are
more pronounced for the higher-order modes in Fig. 10~b!.
Again, there is a small but noticible exponential variation
with range.

Note that, beyond the equilibrium~asymptotic! range of
approximately 100 km, the ratios of SI11 curves for modes
2–10 relative to that for mode 1 are approximately equal for
the two different sets of initial conditions illustrated in Fig.
10~a! and ~b!. This result, predicted by Eq.~23! and dis-
cussed above, is better illustrated in Fig. 10~c! where the data
in Fig. 10~a! were shifted up by about 2 dB and superim-
posed on Fig. 10~b!. Beyond range 100 km, there is substan-
tial agreement between the two sets of curves, even though
the initial modal excitation was quite different in the two
simulations. The asymptotic limit appears to be reached at
shorter range for the 45-m source depth simulation. For each
source depth, theapproach to equilibrium depends on the
initial conditions, though theratio of modal scintillation in-
dices for different source depths is independent of the initial
distribution of energy among the modes once the asymptotic
range has been reached for both sets of initial conditions.

The exponential increase in scintillation index is quite
small over the range shown in Fig. 10~a! and~b!. In order to
more clearly view the trend, Fig. 10~d! shows the result ob-
tained when the sound-speed fluctuations~and therefore the
mode coupling! are enhanced by increasing the energy den-
sity to E05100 J/m2. In this case the source depth was cho-
sen to be 45 m. The asymptotic region is reached at a shorter
range and the trend is clearly visible.

Additional insight into the character of the modal
and full-field scintillation indices can be obtained by esti-
mating the range-dependent probability density functions
` „I i(n,r , f )/^I i(n,r , f )&… for the modal intensities. Since
the scintillation index is a normalized intensity variance, that
variance is a rough indicator of the overall ‘‘spread’’ of the
probability distribution` and vice versa. Low scintillation
indices should have peaked probability distributions, while
higher indices imply broader distributions, with high prob-
ability associated with small values of the argument
I i(n,r , f )/^I i(n,r , f )& and low, long tails for large values of

FIG. 11. Probability density functions̀„I i(n,r , f )/^I i(n,r , f )&… for modes
1 and 10 at a ranger520 km for ~a! andr5200 km for~b!. In both cases,
the energy density wasE05100 J/m2 and the source depth was 45 m.
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the argument. For a source depth of 45 m andE05100 J/m2,
Fig. 11 gives estimates of these distributions for modes 1 and
10 at ranges of 20 and 200 km@Fig. 11~a! and ~b!, respec-
tively!. As expected, Fig. 11~a! indicates that the strong ex-
citation of mode 1 for a source at 45 m will induce small
intensity fluctuations~low variance! in mode 1. One can
therefore infer a small scintillation index at short range for
this mode. On the other hand, the initial excitation of mode
10 is weak and energy transferred to this mode from mode 1
will cause large fluctuations in mode 10 intensity. These re-
sults are evident from the structure of the distributions. At
long range, Fig. 11~b! implies that modes 1 and 10 have
higher scintillation indices than at 20 km. The mode 1 dis-
tribution has broadened considerably with range, and the
mode 10 distribution has a more pronounced peak near the
origin, as well as more outliers at larger values of
I i(n,r , f )/^I i(n,r , f )&. Some attempts have been made to fit
the probability distribution of intensity with parametric dis-
tributions ~e.g., Ref. 36!, though theoretical justification is
lacking.

In general, both modal amplitude and phase contribute
to the pressure field, as seen from the phasor representation
given by Eq.~13!. On the other hand, the single mode inten-
sity and scintillation index computations presented above ig-
nore the phase contribution since we have that
I i(n,r , f )5di*C(n,r , f )di(n,r , f ). A comparison between
the scintillation index computed from the full~coherent! field
by using Eq.~12!, shown in Fig. 12~a!, and the~mode am-
plitude! scintillation index computed from Eq.~17!, pre-

sented in Fig. 12~b!, indicates that the amplitude-only calcu-
lation with the first ten modes shows many of the qualitative
features present in the full-field case for all but the shortest
ranges. This result is consistent with the range-dependent
decorrelation of modal phases as the acoustic field propa-
gates through the stochastic sound speed environment, and
was noted above in connection with Fig. 6. Qualitative
agreement between Fig. 12~a! and ~b! is seen in the growth
to large values~.2! of the scintillation index at shallow
depths and ranges beyond 100 km. While the inclusion of
phase terms makes some difference, particularly at shorter
range, the assumption of negligible cross-modal coherence
does not greatly attenuate the phenomena of interest.

D. Full-field scintillation indices for different
environments

The modal field statistics discussed in the previous sec-
tion were obtained by computing depth integrals@Eq. ~14!#
of the full field and therefore only the range dependence was
exhibited. Range and depth variability of the intensity fluc-
tuations are determined by the full-field scintillation indices
computed from Eq.~12!, and some examples are displayed in
Figs. 13 and 14. Results are shown in Fig. 13 for a source
depth of 15 m and include thehD component of sound-speed
fluctuations in both flat and sloping bottom environments
@Fig. 13~a! and ~c!#, and with bothhD andhS contributions
for flat and sloping environments in Fig. 13~b! and ~d!. The
format of Fig. 14~source depth 45 m! is identical to that of

FIG. 12. Comparison between the full-field~coherent! scintillation index~a! with the mode amplitude scintillation index~b! for a source depth of 45 m and
a diffuse background internal wave field with energy densityE05100 J/m2.
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Fig. 13. The diffuse background internal wave energy den-
sity is E0525 J/m2 in both illustrations. Note that the scale
does not cover the entire dynamic range of scintillation in-
dex; values greater than the scale’s upper limit~SI52! are
observed.

The spatial dependence of the intensity fluctuations is
nonuniform and rather complex for both figures. However, a
qualitative understanding of the spatial structure of the inten-
sity fluctuations can be obtained from the discussion of
modal coupling in Sec. III C. According to the results pre-
sented in Fig. 9~b!, the fields in Fig. 13 are associated with a
transition region where the higher-order modes initially
dominate and transfer energy into the low-order modes
which are ‘‘energy poor’’ over this range. As the energy is
deposited in the low-order modes, fluctuations in the inten-
sity of those modes is relatively high, while fluctuations in
the high-order modes is relatively low. Since the low-order
modes dominate the mid and deep sections of the water col-
umn, the scintillation index tends to increase with range in
that region, as depicted in Fig. 13. At increasing range, the
energy balance begins to shift and the energy propagated
adiabatically in high-order modes is attenuated, causing an
increase in the scintillation index in the upper 10 m of the
water column. Note that the asymptotic behavior can not be
deduced from these figures since they cover only 40 km. The
contribution of diffuse background and solition components

of the internal wave field results in substantial increases in
the scintillation indices in both the upper 10 m of the water
column and below 25-m depth for both flat and sloping bot-
tom cases, but does not qualitatively change the result ob-
tained when only the diffuse component was present. Exami-
nation of the results obtained for the case where only the
soliton packets were present~not shown here! indicates that
the soliton component forms the dominant contribution to
the increase in scintillation index. The opposite modal en-
ergy transfer conditions occur in Fig. 14. Referring to
Fig. 9~a!, the low-order modes dominate after approximately
15 km and pump energy to the higher order modes. For
increasing range, this results in an elevation of the scintilla-
tion index in the upper part of the water column where low-
order modes are evanescent and make little contribution.
Since the low-order modes are the dominant energy source
throughout the 40 km of propagation shown in Fig. 14 and
reside primarily in the mid to deep sections of the wave-
guide, the scintillation index is low in that region. Again, the
presence of the soliton contribution quantitatively enhances
the effect but does not qualitatively change the result for
either flat or sloping bottom environments.

IV. SUMMARY AND CONCLUSIONS

A model describing acoustic wave propagation in a sto-
chastic, shallow water waveguide has been developed and

FIG. 13. Full-field scintillation indices for flat bottom@~a! and ~b!# and sloping bottom@~c! and ~d!# environments with source depth of 15 m.~a! and ~c!
include only the diffuse background internal wave field with energy densityE0525 J/m2, while ~b! and ~d! include both the diffuse background and soliton
packet contributions.
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applied to compute both full-field and modal statistics. The
statistical variability of the waveguide environment was
characterized by internal wave-induced volume fluctuations
in the sound speed distribution. Fluctuations were separated
into spatially diffuse and localized contributions represented
by a Garrett–Munk spectrum and tidally generated soliton
packets, respectively. Physically reasonable oceanographic
and acoustic parameters were incorporated into the simula-
tions with data obtained from a site on the continental slope
off the New Jersey coast. Using a wide-angle parabolic equa-
tion, the acoustic field was computed at a frequency of 400
Hz for each realization of the random process underlying the
sound speed fluctuations. Statistical field measures such as
second and fourth moments, scintillation indices, and modal
probability densities were then estimated from the ensemble
of realizations.

A comparison between the full-field deterministic and
ensemble averaged intensity plots~Figs. 6 and 7! indicated a
loss of spatial coherence with increasing range from the
source. The loss of coherence occurred when either or both
contributions to the internal wave-induced sound-speed fluc-
tuations were present, and was found in both flat and sloping
bottom environments. The full-field distribution of the inten-
sity fluctuations in shallow water~Figs. 13 and 14! showed a
complicated structure that was a function of both source
depth and the spatial distribution of the sound speed fluctua-

tions ~or, equivalently, the depth dependent buoyancy fre-
quency and the internal wave spectrum!. There was a trend
toward increasing intensity fluctuations with range.

Performing a modal decomposition of the simulated
pressure field as a function of range gave insight into the
field characteristics through an analysis of modal statistics.
For short ranges~<40 km!, the modal decomposition results
were used to qualitatively explain the spatial distribution of
the scintillation index in terms of energy transfer among low-
and high-order modes. While both mode amplitude and
phase contribute to the pressure field, the qualitative features
of the field were reasonably well represented by using only
the amplitude contribution for the first ten modes, a result
consistent with range-dependent decorrelation of modal
phases in a stochastic sound speed environment. For large
ranges, results were interpreted in the context of a stochastic
mode coupling theory that incorporated the effects of both
mode coupling and mode stripping due to bottom loss. The
numerical experiments presented in Figs. 9 and 10 supported
the theoretical predictions concerning the asymptotic range
behavior of the modal intensity and mode scintillation index.
Our results were consistent with the prediction that the ratio
of the modal intensities is independent of the initial condi-
tions in the asymptotic range limit. In addition, asymptotic
results were presented in which the quantity SI(i ,R, f )11
exponentially increased with range for modei , and the ratio

FIG. 14. Full-field scintillation indices for flat bottom@~a! and ~b!# and sloping bottom@~c! and ~d!# environments with source depth of 45 m.~a! and ~c!
include only the diffuse background internal wave field with energy densityE0525 J/m2, while ~b! and ~d! include both the diffuse background and soliton
packet contributions.
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@SI(i ,R, f )11#/@SI(l ,R, f )11# for modesi ,l was indepen-
dent of both the initial conditions and range. These latter
computations were also consistent with the predictions of
Ref. 16. The asymptotic range-dependent structure of the
field was caused by the competition between mode coupling
and mode stripping found in shallow water waveguides, and
is qualitatively different from that predicted for deep water
problems where boundary interactions are small.

The stochastic mode theory predicting the asymptotic
results gives sufficient conditions~Sec. III B! for its validity,
and it would be interesting to determine criteria under which
those conditions can be relaxed. For example, though the
theory of Ref. 16 was developed under a narrow-angle para-
bolic approximation, we have used a wide-angle parabolic
equation for the numerical experiments and found consis-
tency between the asymptotic predictions and the results of
these computations, implying the narrow-angle assumption is
sufficient but not necessary. Strict adherence to the assump-
tion that the cross-modal coherence should vanish may be
relaxed somewhat, based on the discussion surrounding
Eq. ~17! and the results shown in Fig. 12. While the asymp-
totic range limit was reached around 100 km for the ex-
amples and the frequency~400 Hz! presented, consideration
of other frequencies and other plausible oceanographic envi-
ronments may lead to more rapid~or slower! approaches to
the asymptotic regime. Such environments may include
stronger internal wave fields that lead to higher mode cou-
pling, bottom characteristics associated with range-
dependent mode stripping different from that presented here,
and/or other sources of volume variability such as mi-
crobubble layers that alter the acoustic field in a stochastic
manner.37

With the exception of propagation in the asymptotic
range limit, it is difficult to draw general conclusions about
the effects of volume fluctuations on acoustic fields. At
shorter ranges, the variability of acoustic and oceanographic
conditions, space–time scales, etc., makes the subject ex-
tremely complex and implies that a single theoretical ap-
proach to the problem may not be practical. A similar con-
sensus appears to have been reached by researchers studying
line of sight electromagnetic propagation in turbulent
atmospheres.38 It is worth noting that line of sight atmo-
spheric propagation studies do not include the additional dif-
ficulties arising from multiple boundary interactions. Such
interactions are commonplace in stochastic shallow water
waveguides.
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A note on nonlinear radiation from a gas bubble in liquids
Zhen Ye
Institute of Ocean Sciences, Sidney, British Columbia V8L 4B2, Canada
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This paper discusses nonlinear radiation from a gas bubble in liquids. The discrepant results from
two previous approaches, the volume displacement approach and the radial displacement approach,
were compared and discussed. By rederiving the governing equation used in the two approaches, it
is shown that under the usual approximations the sound emission resulting from the volume
displacement approach is correct, but the previous procedure which leads to the right answer is not
rigorous; the lack of rigor has drawn considerable criticisms in the past. ©1997 Acoustical Society
of America.@S0001-4966~97!05101-1#

PACS numbers: 43.30.Lz, 43.25.Jh, 43.25.Yw, 43.30.Pc@MAB #

INTRODUCTION

A few years ago, Du and Wu~1990! compared two ap-
proaches for solving nonlinear radiation from a bubble in a
liquid. One approach takes the radial displacement as the
variable, while the second approach assumes the volume dis-
placement as the variable. Although the two approaches both
start with the same well-known Rayleigh–Plesset equation
for the radial displacement of the bubble, the radial displace-
ment approach leads to the sound emission amplitude at a
distancer from the center of the bubble

p~r !5
r0R0

2

r

d2R~ t2r /c0!

dt2
, ~1!

while the second approach leads to

p~r !5
r0
4pr

d2V~ t2r /c0!

dt2
. ~2!

Here, r0 is the density of the fluid,R0 is the equilibrium
radius of the bubble, andc0 is the sound speed in the liquid.
Du and Wu further pointed out that the first approach is
widely used in the literature of the USA~e.g., Miller, 1981!,
and the second one is more popular among Russian scientists
~e.g., Zabolotskaya and Soluyan, 1973!. It was found that in
the linear acoustic region, the two approaches do not lead to
different results. However, when nonlinear effects are in-
cluded, although the two approaches still agree with each
other in describing the motion of a pulsating bubble, there is
significant disagreement between the two methods in de-
scribing sound emission when a bubble radiates as a mono-
pole. Equation~1! from the radial displacement approach
predicts that a bubble at pulsation can always radiate a sec-
ond harmonic, while in Eq.~2! from the volume displace-
ment approach a bubble at pulsation does not radiate a sec-
ond harmonic at a certain frequency. The main conclusion of
Du and Wu is that ‘‘there is no theoretical basis for the
conclusion reached from the volume displacement approach
that the second-harmonic amplitude of the sound emission is
zero at a specific frequency.’’

Later, Ilinskii and Zabolotskaya defended the volume
displacement approach by taking into account near field ef-
fects due to hydrodynamic nonlinearity~Ilinskii and Zabo-
lotskaya, 1992!. They rederived Eq.~2! by assuming that the

velocity field takes the same form as in the incompressible
liquids @Eq. ~2! in Ilinskii and Zabolotskaya, 1992#, and at
the far field the pressure amplitude decreases as 1/r , and time
t is ad hoc replaced by the retardedt2r /c0 in the end of
computation. This work was further criticized by Wu and Du
~1993! who pointed out that the incompressibility assump-
tion is not appropriate as far as the radiation is concerned.
They further argued that there will be no sound wave emitted
from the bubble if the fluid is incompressible. In her reply,
Zabolotskaya~1993! insisted that the second harmonic sound
can only appear in the near field and there is no second
harmonic at the far field when a bubble is pulsating at a
specific frequency because at this frequency two types of
nonlinearity compensate for each other. Zabolotskaya
pointed out that it is not proper to assume that the pressure
field behaves asA(t2r /c0)/r beginning at the bubble
boundary, which led Wu and Du to Eq.~1!.

Since the issue of the dispute still remains, the problem
of nonlinear radiation from bubbles in liquids deserves fur-
ther consideration. The main reasons why this problem is
continuously of interest are because of many applications
such as detection of resonant cavitation bubbles by their sec-
ond harmonic emission~Miller, 1981! and bubble size mea-
surements using nonlinear mixing of two frequencies~New-
house and Shankar, 1984!.

The primary purpose of this paper is to further investi-
gate the nonlinear sound emission from bubbles and resolve
the contradictory results from the aforementioned two ap-
proaches. For this purpose we will refresh the derivation of
the Rayleigh–Plesset equation, following the line of Epstein
and Keller ~1971! and Prosperetti and Lezzi~1986!. It will
become clear that under certain conditions the sound emis-
sion result from the volume displacement approach is cor-
rect, so are the arguments by Wu and Du~1993! regarding
the incompressibility of the fluid, but the procedure of Ilin-
skii and Zabolotskaya~1992! which leads to the right answer
is not rigorous. In fact, their procedure may not be proper, as
it is only valid for the near field, not for the concerned ra-
diation field.

I. ANALYSIS

To resolve the disagreement between the sound emission
results from the two approaches mentioned above, it is ap-
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propriate to get to the root of the problem, that is, one needs
to find out how the governing Rayleigh–Plesset equation
which was used by both approaches is derived. Although the
derivation of this equation has been documented by many
authors~refer to, for example, Epstein and Keller, 1971; and
Prosperetti and Lezzi, 1986!, in this section we purposely
rederive the equation in detail so that the reader who may not
be familiar with the literature can read through without dif-
ficulty. In addition, more importantly, through the derivation
the question which of the equations in~1! and ~2! correctly
describes the sound emission pressure will have a clear an-
swer. Following the derivation of the governing equation, we
will show rigorously that the result from the volume dis-
placement approach is correct under the usual assumptions.

Consider a fluid medium. The Newton second law states

Du

Dt
1
1

r
“p50, ~3!

whereD/Dt5]/]t1u–“, u is the velocity field,p is the
pressure field, andr is the density of the fluid. The mass
conservation gives the equation of continuity

Dr

Dt
1r“•u50. ~4!

We define the enthalpyh as

h[E
p0

p dp

r
, ~5!

wherep0 is the ambient pressure. This equation leads to

S ]h

]pD
S

5
1

r
,

1

c2 S ]h

]r D
S

5
1

r
, and “h5

1

r
“p, ~6!

where the following adiabatic relation has been used

dr5
1

c2
dp.

In the above equations, the partial derivatives are performed
at constant entropyS. For an irrotational liquid, we can de-
fine a velocity potentialf such that

u[“f. ~7!

Substitutingu andh into the equation of continuity, we ob-
tain

1

c2
Dh

Dt
1¹2f50. ~8!

Similarly the momentum equation~3! becomes

]f

]t
1
1

2
u21h50. ~9!

Write out the perturbation in density and sound speed in
the medium explicitly

r5r01dr'r01
p2p0
c2

~10!

and

c5c01dc'c01
dc

dp
~p2p0!. ~11!

These lead to

1

c2
'

1

c0
2 S 12A

p2p0
r0c0

2 1••• D . ~12!

Substituting Eq.~10! into Eq. ~5!, we get

h5
p2p0

r0
S 12

1

2

p2p0
r0c0

2 1••• D . ~13!

Then Eqs.~8! and ~9! become

¹2f1
1

r0c0
2

Dp

Dt S 12~12A!
p2p0
r0c0

2 1••• D ~14!

and

]f

]t
1
1

2
u21

p2p0
r0

S 12
p2p0
2r0c0

2 1••• D 50. ~15!

When the higher-order terms represented by ‘‘•••’’ are ig-
nored, the two equations~14! and ~15! reduce to

¹2f1
1

r0c0
2

]p

]t
50 ~16!

and

]f

]t
1
p2p0

r0
1
1

2
u250. ~17!

Combining these two equations, we obtain

¹2f2
1

c0
2

]2f

]t2
2

1

c0
2 u•

]u

]t
50 ~18!

and

p2p0
r0

52f t2
~¹f!2

2
, ~19!

where f t5]f/]t. Equation ~19! is in fact the Bernoulli
equation.

To proceed further, it is assumed that the nonlinear term
in Eq. ~18! can be ignored when the particle velocity is small
compared to the sound speedc0. This results in a wave equa-
tion for the velocity potential:

¹2f2
1

c0
2

]2f

]t2
50. ~20!

Now we consider a bubble at radial pulsation. The boundary
condition requires that the velocity be continuous across the
interface, i.e.,

]f

]r U
r5R

5Rt , ~21!

whereRt5dR/dt. At the boundary, Eq.~19! becomes

p~R!2p0
r0

52f t2
1

2 S ]f

]r D 2 at r5R. ~22!

A general solution to Eq.~20! is
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f~r ,t !5
f ~ t2r /c0!

r
. ~23!

Taking this solution into Eqs.~19! and ~21!, we arrive at

p~R!2p0
r0

52
f 8~ t2R/c0!

R
2
Rt
2

2
, ~24!

and

Rt52
f ~ t2R/c0!

R2 2
f 8~ t2R/c0!

c0R
. ~25!

In the above,f 8(x)5d f(x)/dx. Eliminating f 8~•! from Eqs.
~24! and ~25!, we finally have

S 12
Rt

c0
DRRtt1 3

2 S 12
Rt

3c0
DRt

25
1

r0
S 11

Rt

c0
1

R

c0

d

dtD
3@p~R!2p0#, ~26!

whereRtt5d2R/dt2. In the above,p(R) is the pressure field
at the bubble boundary.

If the terms involvingc0 are ignored, Eq.~26! reduces to
the well-known Rayleigh–Plesset equation~e.g., Epstein and
Keller, 1971; Prosperetti, 1987!:

RRtt1
3

2
Rt
25

1

r0
@p~R!2p0#. ~27!

This equation has been used by Du and Wu~1990! and Ilin-
skii and Zabolotskaya~1992! to obtain the expressions for
the sound emission by gas bubbles.

From the above derivation, it is clear that it is the veloc-
ity potentialf(r ,t) which satisfies the linear wave equation,
and the general solution to this equation is given in Eq.~23!.
Recognizing this, we can proceed to show that the result
from the volume displacement approach is correct. The ve-
locity field can be calculated as

u52
f ~ t2r /c0!

r 2
2
f 8~ t2r /c0!

cr
. ~28!

In the far-field region, the first term may be ignored, then we
would have

u52
f 8~ t2r /c0!

cr
, for r→`, ~29!

which decreases as 1/r , in contrast to the relation in Eq.~2!
of Ilinskii and Zabolotskaya~1992! which is essential in their
derivation. However, at the near field, we may ignore the
second term in Eq.~28! and then obtain

u52
f ~ t2r /c0!

r 2
, for r→0. ~30!

In this limit, the functionf (t2r /c0) can be determined by
the boundary condition as

f S t2 R

c0
D52R2Rt52

1

4p

dV~ t !

dt
, ~31!

with V(t) being the volume given by~4p/3!R3(t).

Now we consider the radiation pressure field. At the far
field, the radiation field behaves as a spherically spreading
wave ~Sommerfeld radiation condition!,

p'
A~ t2r /c0!

r
r→`. ~32!

We note that this is only valid at far field. It would be incor-
rect a priori to assume this form for the pressure field near
the bubble boundary. The functionA(t2r /c0) can be deter-
mined by the momentum equation~3! or the Bernoulli equa-
tion as, ignoring the nonlinear terms,

A~ t2r /c0!52r0f 8~ t2r /c0!. ~33!

Taking into account Eq.~31! and upon ignoring the terms of
orderc0

21 as usual, we finally obtain the radiation field as

p5
r0
4pr

d2V~ t2r /c0!

dt2
~34!

which is exactly the same as what has been obtained by
Zabolotskaya and Soluyan~1973! and Ilinskii and Zabo-
lotskaya~1992!. This result is valid for pressure field in the
far-field region, as correctly stated by these authors. This
result is also consistent with what one would expect from the
approach in Prosperetti~1987!.

Now we return to the two previous approaches discussed
by Du and Wu~1990!. In the radial displacement approach
of Du and Wu~1990!, the radiation field is assumed to be-
have asA(t2r /c0)/r beginning at the bubble boundary@re-
fer to Eq.~10! in Du and Wu, 1990#. From the above discus-
sion, this is only correct at far field. On the other hand, in the
volume displacement approach, Ilinskii and Zabolotskaya
~1992! have assumed that the velocity field behaves as
u(r ,t)5R2Rt/r

2 @refer to their Eq.~2!#. According to what
has been discussed above, this assumption is only valid for
the near field, therefore it cannot be used for the far field
radiation. However, we note that although the approach of
Ilinskii and Zabolotskaya is in impropriety, as suggested by
Wu and Du~1993!, the sound radiation expression obtained
by the volume displacement approach appears to be correct.

II. CONCLUSION

In this paper, we discussed the problem of sound radia-
tion from bubbles. Two previous approaches, the volume
displacement approach and the radial displacement approach,
were compared and discussed. By rederiving the governing
equation used in both approaches, we found that under the
usual approximations the sound emission result from the vol-
ume displacement approach is correct, but the previous pro-
cedure which leads to the right answer is not rigorous, and
has been criticized as inappropriate.
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materials from ultrasonic velocity data
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An ultrasonic wave approach is presented for the optimal identification of the 21 independent
elasticity constants of the most general linear homogeneous anisotropic elastic solid from wave
speed measurements of obliquely incident ultrasonic bulk waves. Since the symmetry of acquisition
planes is not taken into account, this inversion process is generalized to materials that do not possess
three mutually orthogonal planes of symmetry. Minimization of an overdetermined system of
nonlinear algebraic equations is solved by a constrained optimization method. Various classes of
symmetry are considered. Several critical factors~initial guesses, scatter in experimental data!
which can influence the accuracy of the elastic property reconstruction algorithm have been
investigated by means of numerical examples that simulate in the best way a typical experiment.
The sensitivity of the reconstruction algorithm to each identified elasticity constant is detecteda
posteriori by means of the estimation of a confidence interval associated with each identified
constant. The generalized reconstruction method is applied to the experimental data for materials
with various symmetry classes. ©1997 Acoustical Society of America.@S0001-4966~97!00502-X#

PACS numbers: 43.35.Cg, 43.35.Zc@HEB#

INTRODUCTION

Ultrasonic wave speed measurements appear to be the
most widely used method for the determination of the elastic
properties of anisotropic solids.1–11 By using mode conver-
sion at a liquid–solid interface, quasilongitudinal and quasi-
transverse bulk waves can be generated and transmitted in
numerous directions in the solid.1 The phase velocities of
bulk waves in the medium are related to the elasticity con-
stants of an anisotropic medium through the well-known
Christoffel equation.12 By inverting this equation, the elastic-
ity constants can be determined from a suitable set of experi-
mental velocities for various directions. In this situation,
there is more data than there are independent stiffnesses to be
determined.13 That leads to the use of a nonlinear least-
squares optimization procedure finding a set of elasticity
constants that minimizes the squares of the Christoffel equa-
tion calculated for each experimental phase velocity.7 An-
other approach does not explicitly use the Christoffel equa-
tion, i.e., a relationship verified by the velocities, but
minimizes the squares of the shift between the experimental
velocities and the solutions of the Christoffel equation, solu-
tions of a second-degree equation for a plane of symmetry14

or Cardan’s solutions of a third-degree equation for any
plane.15 This method requires the recognition of the charac-
ter of the generated waves in order to assign each measured
velocity to one of the two~or of the three! possible solutions.
An erroneous recognition of polarizations induces a wrong
identification of the stiffness tensor.16 For nonsymmetry
planes, the separation of the two quasitransverse waves is
sometimes difficult.

The maximum number of independent elasticity con-
stants is 21 for any medium.12 Usually this number is less
because of additional restrictions imposed by the symmetry
of the medium. According to the degree of material anisot-

ropy, the number of unknowns, that is, the number of inde-
pendent elasticity constants, varies from 2 to 21 for the iso-
tropic to the triclinic symmetry.

The main difficulty of the elastic property reconstruction
is related to the convergence of the inversion algorithm.
Clearly the difficulties of convergence decrease as the num-
ber of unknowns decreases. This explains that the ortho-
rhombic symmetry is considered as general enough to de-
scribe the anisotropy of most of the natural~wood! or
synthetic ~composite materials! materials. This assumption
requires the existence of three mutually orthogonal planes of
symmetry and the knowledge of the material symmetry axes.
In principle the coincidence between the symmetry axes and
the geometric axes of the sample is assumed. However, dif-
ficulties of convergence remain when simultaneous determi-
nation of the nine independent stiffnesses is carried out. The
problem of nine unknowns is then reduced to one direct cal-
culation followed by two problems of three unknowns and
then by a problem of two unknowns.17 These three minimi-
zations do not pose any difficulty of convergence and clas-
sically identify the nine moduli of a material that presents a
symmetry greater than orthorhombic symmetry, for example
tetragonal or isotropic.

A priori choice of a given symmetry class and of the
associated number of independent elasticity constants is
sometimes hazardous. For unidirectional composites, the
plane transverse to the fibers must be isotropic. But a pos-
sible weak anisotropy may occur in this plane during the
manufacturing process due to uneven fiber distribution.14,17

The hexagonal symmetry is no longer sufficient to describe
adequately such materials. Consequently, the number of in-
dependent stiffnesses increases. Instead of five elasticity con-
stants characterizing hexagonal symmetry, one needs to find
the nine moduli of the orthorhombic class. This allows one to

813 813J. Acoust. Soc. Am. 101 (2), February 1997 0001-4966/97/101(2)/813/21/$10.00 © 1997 Acoustical Society of America



take into account the deviation from the hexagonal model.
Such anisotropy may also remove the assumption of ortho-
rhombic symmetry. For example, the strata’s stacking de-
fects in industrial composite material or the annular rings of
a wood sample lead to the disappearance of the coincidence
between the material symmetry coordinate system and the
geometric coordinate system. Moreover, loading along an
off-axis symmetry direction creates microcracks with a pre-
dominant orientation that does not coincide with the symme-
try axes and that induces a fully anisotropic degradation.18

Because of these manufacturing defects, sample cutting or
fully anisotropic degradation, a procedure must be developed
to identify the 21 independent or nonindependent coefficients
of the most general stiffness tensor.

To exceed limits of classical inversion methods~exist-
ence of three mutually orthogonal planes of symmetry,
knowledge of the material symmetry axes, and coincidence
between the symmetry axes and the geometric axes!, the pro-
cess used for reconstruction of the stiffness tensor must be
generalized to the material symmetries that are lower than
orthorhombic symmetry: monoclinic or triclinic. As for the
characterization of orthorhombic media, this problem has
been tackled first by using measurements of ultrasonic phase
velocity along predetermined directions of high symmetry.
Simple expressions relate particular elasticity constants, or
combinations thereof, to individual velocities.19–23However,
these methods that require cutting the sample in specific di-
rections are not usable when ultrasonic access is limited to
one or two sides of the sample.

The main focus of this paper is to demonstrate that the
stiffnesses of materials that possess any class of symmetry
~including the most general anisotropy! can be extracted
from the experimentally measured velocities of ultrasonic
waves obliquely incident from water onto a plate. The pro-
posed process for identifying the elasticity tensor takes no
account of the symmetry of acquisition planes. This ap-
proach is applicable to materials that have a single~mono-
clinic symmetry! or even no~triclinic symmetry! plane of
symmetry. The full stiffness tensor is reconstructed from a
single minimization procedure. The main difficulty is to
implement an efficient algorithm requiring a reasonable
number of iterations to converge to a stable solution and,
above all, to the right solution. The introduction of con-
straints that must be satisfied by the elasticity constants im-
proves the convergence of the inversion. Therefore, the prob-
lem of 9 ~orthorhombic medium!, 13 ~monoclinic medium!,
or 21 unknowns~triclinic medium! is solved by a constrained
optimization method using the Lagrangian duality.24

Questions still remain regarding the suitability of this
numerical method for elastic property characterization. Of
particular concern is the sensitivity of experimental measure-
ments to all moduli and, since one is dealing with a system
of nonlinear equations, error propagation in calculations. The
accuracy of reconstruction has been investigated by several
approaches. For example, the sensitivity coefficients, i.e., the
dependence of phase velocity on elasticity constants, is esti-
mated numerically,25 analytically by a perturbation
method,13 or pragmatically by analyzing26 the effects of the
initial guesses, experimental data random scatter, and the

range of the refraction angle. Another possibility is to recog-
nize a posteriori, from variances and covariances delivered
by the optimization procedure, which stiffnesses have been
most accurately recovered and which less so. It amounts to
estimating a confidence interval associated with each identi-
fied constant.27 In fact, since the confidence intervals are
sensitive to the level of scatter in the experimental data and
to the angle range of velocity measurements,27 they quantify
the sensitivity of the inversion algorithm for identifying elas-
ticity constants from wave speed data.

Various classes of symmetry are considered. Several
critical factors~initial guesses, scatter in experimental data!
which can influence the accuracy of elastic property recon-
struction have been investigated by means of numerical ex-
amples that simulate in the best way a typical experiment. It
is a way of proving that the inverse process has a unique and
stable solution, that it converges on the same solution what-
ever the initial guesses, and that it is slightly sensitive to
random scatter in experimental data.26 Then the recovering
method can be applied to experimental data for various sym-
metry class materials. In the case of orthorhombic media, the
elasticity tensor is obviously recoverable if three waves are
generated in a nonsymmetry plane and if all of them are
experimentally measurable. However, the difficulty of iden-
tification increases as the anisotropy decreases. The isotropic
symmetry is quite special. The recovering algorithm may
converge to a fictive minimum due to an erroneous recogni-
tion of the polarization of experimental measurements. To
remove this difficulty, it is necessary to link each experimen-
tal velocity to an effectively generated solution. The problem
to be solved is well known.26 For materials that possess a
single or no plane of symmetry, identification of additional
elasticity constants, four in the monoclinic case or twelve for
triclinic symmetry, requires additional acquisition planes. To
validate the experimental characterization of medium with
monoclinic or triclinic symmetry, the generalized reconstruc-
tion method is applied to a material for which elasticity ten-
sor is known but for which the acquisition coordinate system
does not coincide with the principal material coordinate sys-
tem.

I. ULTRASONIC DETERMINATION OF ELASTICITY
CONSTANTS

A. General formulation of the problem

The propagation of bulk waves in an anisotropic me-
dium is governed by the equations of motion:12

~G i j2rV2d i j !Pj50, ~1!

with G i j5Ci jkl nknl ~i , j ,k,l51 to 3! and where (Ci jkl ) is the
stiffness tensor of the material.r is the density,P is the
polarization vector,V is the phase velocity of ultrasonic
waves in the medium,di j is the Kronecker symbol, andni
are the components of the unit vectorn in the wave propa-
gation direction. Three elastic waves, one quasilongitudinal
~QL!, a fast~QT1! and a slow~QT2! quasitransverse modes,
can propagate along the directionn with three different ve-
locities and their associated polarization vectors. Their ve-
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locities are the solution of the following third-degree equa-
tion in the unknownrV2:

uG i j2rV2d i j u50. ~2!

If the phase velocities for a given propagation directionn are
known, the stiffnesses (Ci jkl ) are obtained by inverting Eq.
~2!. Using the abbreviated subscripts notation, the elasticity
tensor (Ci jkl ) is expressed by the 21 components of a sym-
metric ~636! matrix (CIJ):

~CIJ!53
C11 C12 C13 C14 C15 C16

C22 C23 C24 C25 C26

C33 C34 C35 C36

C44 C45 C46

Sym. C55 C56

C66

4 . ~3!

Every measured wave speedVp is approximately the
solution of the nonlinear cubic equation, expanded form of
the Christoffel equation~2!. Due to the experimental errors,
the following function is close to zero:

f p„lp~n!,CIJ…52lp
31lp

2~G111G221G33!1lp~G12
2 1G13

2

1G23
2 2G11G222G11G332G22G33!

1G11G22G3312G12G23G132G11G23
2

2G22G13
2 2G33G12

2 '0, ~4!

where lp5rVp
2 and p51 to N ~N is the total number of

measurements!. Identification of the elasticity constants from
wave speed measurements in various propagation directions
is performed by minimizing the functional

F~CIJ!5 (
p51

N

$ f p„lp~n!,CIJ…%
2 ~5!

built from the overdetermined system of equations~4!.

B. Phase velocity measurements

Wave speed measurements are performed by using ul-
trasonic pulses which are transmitted through a plate im-
mersed in water~Fig. 1!. Ultrasound was generated and
sensed by a pair of piezoelectric transducers. They are sup-
ported by two goniometers28,29which allow one to select any
propagation directionni of incident wave. The coordinate
systemR5~x1,x2,x3! for ultrasonic measurements is chosen
in such a way that axisx1 corresponds to the normal to the
interface.

For an oblique incident angle, the longitudinal incident
pulse is refracted at the liquid–solid interface and generates
one, two, or three waves that propagate with different veloci-
ties along the directionsn5nm ,m51, 2 or 3. So one, two, or
three modes reach the receiver with time delaydt, depending
on their respective velocities. Phase velocitiesVp at incident
angle ui , imposed by the goniometers, are calculated and
collected in several incident planes~x1, C!, whereC is the
azimuthal angle~Fig. 1!. The refraction anglesur5~x1,nm!,
m51, 2 or 3, of the phase velocities are directly related to
the angle of incidenceui5~x1,ni! through Snell–Descartes’

laws.12 Continuity of displacements and constraints at the
interface gives the number of waves effectively generated in
the solid. If the incident plane coincides with a plane of
symmetry, only two waves are generated12 @one quasilongi-
tudinal ~QL! and one quasitransverse~QT!#.

An appropriate signal processing of the received pulses
is performed by using4 a reference signal propagating in wa-
ter without the sample. Taking the transmitted signal at nor-
mal incidence as reference28–30 improves the accuracy of the
time-of-flight differencedt measurement for a wave at arbi-
trary oblique incidence. The success of the (CIJ) determina-
tion rests on the ability of the signal processing to improve
the time resolution of overlapped waves when dispersive ef-
fects are present.31,32Among the signal processings used for
the time delaydt measurements, the Hilbert transform is
from many points of view the most appropriate to the non-
destructive evaluation of the elasticity constants.31,32 Con-
trary to the cross-correlation processing, this unambiguous
measurement of phase velocity leads to the stiffnesses deter-
mination independently from the attenuation mechanisms.

C. Classical recovery

When the three planes~x1,x2!, ~x1,x3!, and ~x2,x3! are
planes of symmetry and are mutually orthogonal, the mate-
rial presents at least an orthorhombic symmetry. Its elasticity
tensor (CIJ) has nine nonzero components:

~CIJ!53
C11 C12 C13

C22 C23 0

C33

C44

Sym C55

C66

4 . ~6!

When dealing with the propagation in one of these three

FIG. 1. Schematic diagram of the simple-transmission experiment. QL
stands for a quasilongitudinal mode, and QT1 and QT2 stand for fast and
slow quasitransverse modes, respectively.R5~x1,x2, x3! is the observation
coordinate system. The incident plane is defined by the azimuthal angleC.
The incident angleui is reported for a positive value.

815 815J. Acoust. Soc. Am., Vol. 101, No. 2, February 1997 C. Aristégui and S. Baste: Optimal recovery of the elasticity tensor



planes of symmetry, Eq.~4! factorizes, for example, in the
plane~x1,x2!:

f p„lp~n!,CIJ…5~G332lp!„lp
22lp~G111G22!

1G11G222G12
2
…, ~7!

where the trivial eigenvaluelp ~5G33! corresponds to a pure
transverse mode polarized along the directionx3. This wave
cannot be generated from fluid in the plane~x1,x2!. For a
plane of symmetry, Eq.~4! is therefore reduced to a qua-
dratic equation33 and then introduced in the Euclidean func-
tional ~5!. When the thickness of the sample does not allow
one to collect data in the principal plane~x2,x3!, determina-
tion of the nine moduli is performed from the experimental
velocities measured in the planes~x1,x2!, ~x1,x3!, and
~x1,45 °!.

17 To improve the convergence of the inversion al-
gorithm, the stiffness tensor is identified by several steps.
Taking into account the symmetric character of incident
planes, the planes of wave speed measurements are treated
separately. Thus the stiffnessesC23 andC44 are classically
identified from the data measured in the plane~x1,45°! with-
out taking into account the uncertainties of the other seven
elasticity constants.

This disadvantage disappears if simultaneous determina-
tion of the nine moduli is performed. This problem has been
solved10,11by minimizing the shift between the experimental
velocities and the solutions of the reduced or nonreduced14,26

Christoffel equation. It can also be solved by using explicitly
the Christoffel equation. Nevertheless, this process is not ap-
plicable to symmetry lower than orthorhombic symmetry.

II. GENERALIZED DETERMINATION OF THE
ELASTICITY TENSOR

All the 21 elasticity constants for a medium with an
unknown symmetry can be found by minimizing the objec-
tive functionF(CIJ):

~CIJ!5min
~CIJ!

F~CIJ!, ~8!

with

F~CIJ!5 (
lpPøPlanes

$ f p„lp~n!,CIJ…%
2, ~9!

where f p„lp~n!,CIJ… is the Christoffel equation~4! and
ø~Planes! is the set of experimental velocities. Contrary to
the solving methods that consider directly the solutions of
the Christoffel equation,10,11 the problem~8! needs no mode
distinction.

Since three modes are considered in all data planes, the
results of characterization are always represented in each of
the planesø~Planes! by three theoretical slowness curves
calculated from the identified elasticity constants. The com-
parison between these recalculated slowness curves and the
experimental data illustrates the accuracy of the determina-
tion of the elasticity constants. As an example, such a com-
parison in any planes is shown in Fig. 2 where velocity data
sets are shown by discrete points, and the solid lines are
calculations using reconstructed elasticity constants.

For a successful reconstruction, the experimental veloc-
ity set should be sensitive to the elasticity constant set to be
identified and must express the specific symmetry to be de-
termined. The main problem lies in the choice of the data
planes to be taken.

A. Sensitivity of elasticity constants to experimental
data planes

The numberM of independent stiffnesses depends on
the symmetry of the medium. A material with triclinic sym-
metry,M521, Eq.~3!, has no plane of symmetry. Materials
with monoclinic symmetry,M513, have a single plane of
symmetry. When this plane is the plane~x2,x3!, for example
for composites which have a nonbalanced 2-D woven tex-
ture, the stiffness tensor (CIJ) takes the form

~CIJ!53
C11 C12 C13 C14

C22 C23 C24

C33 C34 0

C44

Sym. C55 C56

C66

4 . ~10!

Classically the experimental velocities measured in the
three planes17

ø~Planes!5ø~3Planes!5~x1 ,x2!ø~x1 ,x3!ø~x1 ,45° !
~11!

are sufficient to identify the nine moduli~M59! of an ortho-
rhombic medium@Eq. ~6!#. According to the material sym-
metry, the only directionsni of incident wave corresponding
to a positive incident angle are considered in each incident
plane. Since the three data planes@Eq. ~11!# are simulta-
neously taken into account, the uncertainty due to the non-
generated modes in a principal plane is raised~Fig. 2!. Solv-
ing the problem~8! can be represented by the minimization

FIG. 2. Slownesses in the planes~x1,x2!, ~x1,x3!, ~x1,45°! and~x2,x3! for a
medium with orthorhombic symmetry. The crosses are experimentally ac-
cessible slownesses. The solid lines are slownesses calculated from the re-
constructed elasticity constants.
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of the deviation between the slowness curves and the experi-
mental data. The experimental data set covers the set of
modes present in each of the three data planes: in the opti-
mization process, information relative to the slow quasitrans-
verse mode QT2@45°#, generated in the~x1,45°! plane@respec-
tively, the fast quasitransverse mode QT1@45°#, generated in
the ~x1,45°! plane# associated with those related to the slow
quasitransverse mode QT2@13#, generated in the~x1,x3! plane
@respectively the fast quasitransverse mode QT1@12#, gener-
ated in the~x1,x2! plane#, provide guidance on the slow qua-
sitransverse mode QT2@12#, nongenerated in the~x1,x2! plane
~respectively the fast quasitransverse mode QT1@13#, non-
generated in the~x1,x3! plane!. So the slowness at the inter-
section of the QT2@12# mode~respectively the QT1@13# mode!
and the axisx2 ~respectively the axisx3! will converge natu-
rally to the slowness 1/v~x2! @respectively 1/v~x3!# associated
directly with the elasticity constantC44 by

C445rv2~x2!5rv2~x3!. ~12!

Therefore, for orthorhombic media, the minimization proce-
dure does have the necessary data concerning each generated
or nongenerated mode to determine simultaneously the nine
independent elasticity constants from the three planesø~3
Planes!. Determination of additional elasticity constants, 4
and 12 for a medium with respectively monoclinic and tri-
clinic symmetry, requires one to consider additional data
planes in the setø~Planes! @Eq. ~11!#.

For a monoclinic medium, due to symmetry of the
~x2,x3! plane, in each data plane~x1,C! ~Fig. 1! the set of
measured velocities at all positive incident anglesui is su-
perimposed on the one collected for all negative incident
angles. Therefore the data measurements are carried out for
positive incident anglesui . Then ~x1,C! is identical to the
~x1,C1p! data plane. The comparison of the measured ve-
locities in the planes~x1,245°! and ~x1,45°! @respectively
~x1,45°! and~x1,135°!# allows one to emphasize the symme-
try of the geometric plane~x1,x2! @respectively~x1,x3!#. The
~x1,245°! data plane is identical to the~x1,135°! data plane.
But, contrary to the orthorhombic case, the~x1,45°! and
~x1,135°! data planes are different. Consequently, compari-
son of these planes allows one to differentiate the orthorhom-
bic symmetry from the monoclinic symmetry. Introduction
of the additional~x1,135°! data plane in the set@Eq. ~11!#,

ø~Planes!5ø~4Planes!

5~x1 ,x2!ø~x1 ,x3!ø~x1 ,45° !ø~x1 ,135° !,

~13!

is sufficient to the reconstruction of the stiffness tensor~10!.
Ditri 23 has proved that wave speed and polarization data

from two planes suffice to determine uniquely 20 of the 21
elasticity constants of a generally anisotropic medium. For
example, the stiffness tensor (CIJ) in the coordinate system
~x1,x2,x3! cannot be fully reconstructed from measurements
collected in the planes~x1,x2! and ~x1,x3!: the constantC23
could not be obtained from the given acoustic data.23 How-
ever, this stiffness can be determined with additional data
planes. Let~x1,x̃2,x̃3! be the coordinate system defined such
that the planes~x1,x̃2! and~x1,x̃3! coincide respectively with

the planes~x1,45°! and ~x1,135°!. Identification of the stiff-
ness tensor (C̃IJ) in ~x1,x̃2,x̃3! from the velocities measured
in the planes~x1,x̃2! and ~x1,x̃3! is incomplete: the constant
C̃23 cannot be reconstructed. Since~x1,x̃2,x̃3! has been deter-
mined by a 45° rotation of~x1,x2,x3! aboutx1 axis, (CIJ) and
(C̃IJ) are related through the stiffness transformation laws.

12

With

C235
1
2~C221C33!22C̃44, ~14!

the wave speed and polarization vector information from the
four data planes~x1,x2!, ~x1,x3!, ~x1,45°!, and~x1,135°! can
supply information about the 21 independent elasticity con-
stants (CIJ). As seen previously, the symmetry of the geo-
metric planes~x1,x2! and ~x1,x3! is emphasized by compar-
ing the measured velocities in the planes~x1,45°! and
~x1,135°!. Use of positive and negative incident angles in
each of these four planes allows recovery of the symmetry or
nonsymmetry of the plane~x2,x3!. For the complete recon-
struction of (CIJ), Eq. ~3!, these four data planes must be
simultaneously introduced in the problem~8!.

B. Determination of elasticity constants

Solving a problem withM unknowns,M59, 13, or 21,
requires a robust optimization procedure. To improve the
convergence of the simultaneous identification of the inde-
pendent elasticity constants, one needs to introduce the con-
straints satisfied by the unknowns.

1. Constraints of the minimization problem

Due to the strict positivity of the material strain energy
density (1/2Ci jkl« i j«kl), the stiffness tensor (Ci jkl ) is posi-
tive definite, and then

Ci jkl ai j akl.0 ~15!

for arbitrary nonzero tensor (ai j ). This induces34 six con-
straintshq ~q51 to 6! on the components of the stiffness
tensor (CIJ):

h15C11.0, h25UC11 C12

C12 C22
U5uC1

~2! ,C2
~2!u.0,

h35UC11 C12 C13

C12 C22 C23

C13 C23 C33

U5uC1
~3! ,C2

~3! ,C3
~3!u.0,

~16!
h45uC1

~4! ,C2
~4! ,C3

~4! ,C4
~4!u.0,

h55uC1
~5! ,C2

~5! ,C3
~5! ,C4

~5! ,C5
~5!u.0,

h65uC1
~6! ,C2

~6! ,C3
~6! ,C4

~6! ,C5
~6! ,C6

~6!u.0,

denoting themth column vector of the matrix (CIJ), with
I51 to n, as (Cm

(n)).
The condition of strong ellipticity34 on the operator

(G i j2rV2d i j ) is less restrictive on the elasticity constants
than those of positive definiteness, Eq.~15!. Therefore only
the six constraintshq are considered.
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2. Reconstruction algorithm

Minimization of the objective functionF(CIJ), problem
~8!, is solved by a constrained optimization method35 using
the Lagrangian duality and introducing the Lagrangian func-
tion L(CIJ ,m), with mPR

16:

L~C̃IJ ,m!5L~CIJ ,m!5 (
lpPø~Planes!

$ f p„lp~n!,CIJ…%
2

1 (
q51

6

$mq„2hq~CIJ!…%, ~17!

where (C̃IJ) is a ~13M ! vector that represents theM inde-
pendent components of the symmetric~636! matrix (CIJ)
representative of the stiffness tensor:

max
mPR

61

1~m!5 max
mPR

61

$ min
C̃IJPR

M

L~C̃IJ ,m!%. ~18!

The solving process of the dual problem~18! is composed of
two stages that are repeated until the identification of the
components of the stiffness tensor (CIJ), solution of the
problem~8!.

The minimization ofL(C̃IJ ,m), with m fixed, is carried
out by using successively the gradient method~steepest de-
scent method35! and the generalized Newton method.35 The
iterative schemes of these two successive approaches are
identical and can be written as35

~C̃IJ!k115~C̃IJ!k1tk~ Z̃IJ!k , ~19!

with (C̃IJ)k , (Z̃IJ)kPR
M, andtkPR

1. A symmetric~636!
matrix (ZIJ) defined as (CIJ) is then associated with the
~13M ! vector (Z̃IJ). The descent directions (Z̃IJ)k vary ac-
cording to the used method. They are defined from the~1
3M ! gradient vectorgk and from the symmetric (M3M )
Hessian matrixFk . Heregk andFk contain respectively the
first- and second-order partial derivatives ofL(C̃IJ ,m) with
respect to theM elasticity unknowns. The steepest descent
method is characterized by

~ Z̃IJ!k52gk /igki , ~20!

whereas the generalized Newton method is built from

~ Z̃IJ!k52Fk
21gk . ~21!

Contributions of the two constraintsh5 andh6 to thegk and
Fk expressions are computed by finite differences. These re-
lated to the other constraint functionshq are easily calcu-
lated. The steptk is introduced to minimize the function
L(CIJ ,m) along the direction (Z̃IJ)k . This one-dimensional
search corresponds to the minimization of the function
L* ~t!:

tk5 min
tPR1

L* ~t!5 min
tPR1

L„~C̃IJ!k1t~ Z̃IJ!k ,m…. ~22!

Introduction oft in f p„lp~n!,CIJ… @Eq. ~4!# defines a sixth-
degree polynomialf p* „lp(n),t…:

f p* „lp~n!,t…5 f p„lp~n!,C̃IJ1tZ̃IJ…

5 (
m50

6

$Bm„lp~n!,C̃IJ ,Z̃IJ…t
m%, ~23!

with Bm„lp~n!,C̃IJ ,Z̃IJ…PR. Therefore,F* ~t! deduced di-
rectly from the objective functionF(CIJ) can be written as a
sixth-degree polynomial:

F* ~t!5F~C̃IJ1tZ̃IJ!5(
lp

$ f p* „lp~n!,t…%

5 (
m50

6 H(
lp

Bm„lp~n!,C̃IJ ,Z̃IJ…J tm, ~24!

with lpPø~Planes!. Denoting respectively themth column
vectors of the matrices (CIJ), (ZIJ), and (XIJ), with I51 to
n, as (Cm

(n)), (Zm
(n)), and (Xm

(n)), and taking into account the
properties of determinants, the functionshq* (t) are deduced
from the constraintshq and then can be written as

h1* ~t!5h1„~C̃IJ!1t~ Z̃IJ!…5C111tZ11,

h2* ~t!5h2„~C̃IJ!1t~ Z̃IJ!…

5uZ1
~2! ,Z2

~2!ut21~ uC1
~2! ,Z2

~2!u

1uZ1
~2! ,C2

~2!u!t1uC1
~2! ,C2

~2!u,

h3* ~t!5h3„~C̃IJ!1t~ Z̃IJ!…

5uZ1
~3! ,Z2

~3! ,Z3
~3!ut31~ uC1

~3! ,Z2
~3! ,Z3

~3!u

1uZ1
~3! ,C2

~3! ,Z3
~3!u1uZ1

~3! ,Z2
~3! ,C3

~3!u!t2

1~ uZ1
~3! ,C2

~3! ,C3
~3!u1uC1

~3! ,Z2
~3! ,C3

~3!u

1uC1
~3! ,C2

~3! ,Z3
~3!u!t1uC1

~3! ,C2
~3! ,C3

~3!u,...,

or

hq* ~t!5 (
m50

q

$Det~m!
~q! %tm for q51–6, ~25!

where Det(m)
(q) is the sum ofq!/„m!(q2m)! … (q3q) determi-

nantsuX1
(q) ,...,Xq

(q)u, exactly composed ofm column vectors
of the matrix (ZIJ), with I51 to q, and such thatXi

(q)5Zi
(q)

or Xi
(q)5Ci

(q) for i51 to q. So the functionL* ~t! may be
written as a sixth-order polynomial int :

L* ~t!5L~CIJ1tZIJ ,m!

5F* ~t!1 (
q51

6

$mq„2hq* ~t!…%. ~26!

According to the polynomial form ofL* ~t!, a usual search
procedure of polynomial zero determines precisely the value
of the optimal steptk @Eq. ~22!#.

The maximization of the function 1~m! is realized by the
gradient method~steepest descent method!. The iterative
process can be written as

mk115mk1tkZk ~27!

with mk , ZkPR
6, andtkPR

1. The descent directionZk can
be written as a~136! vector:
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~Zq!k5H 0, if ~mq!k50 and
hq~CIJ!.0 ,

d1~m!

d~mq!k
52hq~CIJ!, if not ,

~28!

and the optimal steptk is such that

tk5max
t

1~mk1tZk! ~29!

with

~mq!k1t~Zq!k.0, for q51–6.

3. Sensitivity for elastic property reconstruction

An estimation of the confidence intervalI (CIJ) associ-
ated with each identified constant can be calculated27 by
means of a statistical analysis of the velocity measurement
set. The valuesI (CIJ) are deduced from a linearization of
Eq. ~4! around the exact solution for each measured velocity
with some assumptions on the angular distribution of the
deviation between the measured and the recalculated veloci-
ties. The set of confidence intervals validates or not the
choice of the data planesø~Planes!. The intrinsic elasticity
constants (CIJ

int) will be such that

uCIJ
int2CIJu,I ~CIJ! ~30!

with, for example, a 99% probability.
The confidence interval is the result of the (M3M ) co-

variance matrix~M5number of unknowns!. This matrix is
built from the (M3N) gradient matrix~N5number of data!
and theN error vector components. The gradient matrix con-
tains the gradient off p„lp~n!,CIJ… with respect to theM
unknowns for any data. The error vector collects the final
value of the function for any data. On assuming a Student’s
law, the confidence intervals are established by means of the
variances associated with any elasticity constants.

III. DETERMINATION FOR MATERIALS POSSESSING
THREE MUTUALLY ORTHOGONAL PLANES OF
SYMMETRY

Due to the number of elasticity unknowns, the form of
energy constraints is simplified. The relationshq @Eq. ~16!#,
are unchanged forqP$1,2,3%, but they are written as

hq5Cqq.0 for q54–6. ~31!

The expression of thehq* (t) functions@Eq. ~25!# vary also:

hq* ~t!5Cqq1tZqq , for q54–6. ~32!

First, we study the stability of the inversion procedure
against random experimental error and the effect of initial
guesses. Next, to demonstrate the method’s applicability, we
performed reconstruction by using experimental data. If
three modes are generated in the~x1,45°! plane and if they
can be experimentally measured, then the stiffness tensor of
the studied material can be easily identified. The higher the
material symmetry is, or the closer to isotropic this symme-
try is, the more important identification difficulties are: the
~x1,45°! plane is no longer a nonsymmetry plane.

A. Stability of reconstruction: Numerical simulation

To investigate the effect of initial guesses and possible
experimental data random scatter, a set of elasticity constants
is selected. From these ‘‘original data,’’ a set of phase ve-
locities was calculated for given propagation directions. This
discrete set of refraction angles is selected to simulate a typi-
cal data set obtained by the ultrasonic bulk wave method
~Sec. I B!. Therefore we determine the range of refraction
angles and the number of the simulated data for each of the
data planesø~3 Planes! from the experimental velocities
measured in a 1-D SiC SiC composite material, taken as an
example~Fig. 3!. To approach the experimental conditions, it
is useful to introduce random scatter that simulates possible
experimental error. Therefore a random errorDV is added to
each computed velocity dataV. The velocities are random-
ized within an intervalDV/V of a fixed percentage. The
random scatter applied to the velocity at normal incidence is
identical for every plane ofø~3 Planes!. The density for the
1-D SiC SiC composite is 2.5 g/cm3, the thickness of the
sample is 3 mm, and the original elasticity constant set is
given in Table I. The effect of the initial guesses of the
iterative process is investigated by adding to each of the nine
original dataCIJ

or an amount defined either arbitrarily or by a
percentageY of CIJ

or with YP$210%, 10%,220%, 20%%
~Table I!. Influence of the refraction angle ranges on deter-
mination of the stiffness tensor, and so sensitivity of the
inversion algorithm for elastic property reconstruction from
wave speed data is quantified by the confidence intervals.27

Thus it is not necessary to discuss the ranges of the refraction
angle to be taken.

The inversion algorithm is applied, for different initial
guesses, to phase velocity sets simulated with different scat-
ter levels. The reconstructed sets of elasticity constants are
compared to the original set to discuss the accuracy of deter-
mination. Table I shows the results of the identifications
from the simulated data with 0.5%, 1%, 1.5%, and 2% scat-
ter. As in all the tables, the numbers in parentheses represent
the confidence interval associated with each elasticity con-
stant. For every scatter level, about ten sets of synthetic ve-
locities are generated. So for each of these simulated sets,
and whatever the sets of random errorsDV/V associated
with a fixed scatter level, the identified stiffness tensors are
similar. These results have been checked for 0.5%, 1%, and
2% levels of scatter in the data. For theDV/V sets with 1.5%
scatter, two typical identifications have been emphasized
~Table I!.

As can be seen from Table I, the identified stiffness
tensor is independent of the initial guess selection for every
level of scatter in the simulated data. For scatter levels less
than or equal to 1% and for the first typical case of synthetic
velocity data set with 1.5% scatter, the identified elasticity
constants, with their respective confidence interval, coincide
with the original constants. For the two other scatters, the
minimum of the functional to be minimized is different from
the exact solution:C44 is reconstructed less accurately. Thus
the proposed method is sensitive to an important level of
scatter in the velocity data. To discuss the applicability of
this generalized reconstruction method, it is necessary to
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quantify experimental errors on velocity measurements. Chu
and Rokhlin26,30 have estimated the experimental error
caused by ambient temperature fluctuation~DV/V is less
than 0.5%!. Analysis of the level of scatter in the experimen-

tal velocity set is realized in Sec. III B 1. The experimental
random error is less than 1%. Satisfactory experimental re-
sults can therefore be achieved with the generalized recon-
struction procedure.

Since confidence intervals are deduced from a lineariza-
tion around the exact solution, the statistic parametersI (CIJ)
are meaningless when reconstruction is incorrect. Due to this
remark, only the first three reconstruction results listed in
Table I must be considered to discuss the confidence interval
variation against random data scatter. Clearly the confidence
interval set increases as the scatter level in the simulated data
increases.

During given medium characterization, one can quantify
the level of scatter in the experimental data by the velocities
standard deviation36 s(CIJ ,Vp), obtained from the experi-
mental velocity set and velocities that are computed from the
reconstructed stiffness tensor. We have noted that this stan-
dard deviations(CIJ ,Vp) is proportional to the scatter level.
So during an experimental characterization, if the computed
value ofs(CIJ ,Vp) is less than~1.5/2!%, the identified stiff-
ness tensor must correspond to the elastic properties.

B. Application for various classes of symmetry:
Experimental results

The choice of two, five, six, or nine independent stiff-
nesses according to the predicted material symmetry does
not allow one to quantify the deviation of the medium sym-
metry from the chosen symmetry model. To do this, nine
elasticity constants are determined independently for the me-
dia which have at least three mutually orthogonal planes of
symmetry.

1. Orthorhombic symmetry

For this class of symmetry, the QL, QT1, and QT2
modes are experimentally accessible in the plane~x1,45°!.
The measurements were performed on a 1-D SiC SiC com-
posite sample supplied by the Socie´té Européenne de Propul-
sion. The physical properties of the sample are similar to the
ones used for the previous numerical simulation. The stiff-
ness tensors determined by the classical method~Sec. I C! or
by the procedure which takes into account simultaneously
the data planes,~Sec. II! coincide, to the nearest confidence
intervals @Table II~a!#. Such a comparison validates recon-
struction using the proposed approach. Figure 3 shows the
measured data and the slowness curves calculated from the
reconstructed elasticity constants using the generalized re-
construction method. The agreement between the experiment
and the identified data is satisfactory. The value of the stan-
dard deviations(CIJ ,Vp) is 0.6%. It points out the correct
characterization of this 1-D SiC SiC sample. The~99%! con-
fidence intervals associated with each of the elasticity con-
stants identified using the proposed method are always less
than the ones relative to the usual reconstruction. This is due
to a surplus of experimental data resulting from the simulta-
neous data planes treatment.

For the generalized reconstruction, the confidence inter-
vals associated with each determined constant@Table II~a!#
are smaller than the ones that are associated with the elastic-
ity moduli identified from simulated data with 1% scatter

FIG. 3. Slownesses for a 1-D SiC SiC composite in the~a! ~x1,x2!, ~b!
~x1,x3!, and ~c! ~x1,45°!. The points are experimentally measured slow-
nesses. The solid lines are slownesses calculated from the reconstructed
elasticity constants.
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~Table I!. However, as shown in Sec. III A, the statistic pa-
rametersI (CIJ) are sensitive to the scatter in the velocity
data. Since the synthetic velocity set has been generated
from characterization of the 1-D SiC SiC studied in this sec-
tion, clearly the random experimental error corresponds to a
scatter level less than 1%.

Since all the components of the stiffness tensor (CIJ)
are identified by a single step, the associated compliance
tensor (SIJ)5(CIJ)

21 is also the solution of the same mini-
mization problem@Eq. ~8!#. A confidence intervalI (SIJ)
similar to the ones that are related to each elasticity constant
is then associated with each complianceSIJ @Table II~b!# and
therefore with the engineering constant set. This allows the
comparison of the ultrasonic characterization with the results
obtained from more traditional mechanical measurements.

2. Tetragonal symmetry

The materials with this symmetry, as composites whose
fibrous reinforcement has a balanced 2-D woven texture,

possess two equivalent directions:x2 andx3. Two waves are
excited in the symmetry plane~x1,45°!. This causes some
difficulties.

The material used in the experiment is a sample of 2-D
carbon SiC composite supplied by the Socie´té Européenne
de Propulsion. The density is 2.1 g/cm3 and the thickness is
3 mm. As one can see from Table III, the values of two
stiffnessesC23 and C44 classically reconstructed from the
single data plane~x1,45°! are wrong. Due to the condition
~15!, the value of the constrainth45C445213 GPa is un-
acceptable. In fact, the two constantsC23 andC44 cannot be
determined independently. The only stiffness37 C* ,

C*5C2312C44, ~33!

can be measured from the~x1,45°! data plane. Supplemen-
tary information is needed. First, the contact measurement of
the velocityVc of a wave propagating in the directionx3 with
particle displacements in the directionx2 allows the identifi-
cation ofC44 using Eq.~12!:

TABLE I. Results~in GPa! of the elasticity constant reconstruction using simulated ultrasonic velocity data inø~3 Planes! with and without scatter for a
medium with orthorhombic symmetry. The numbers in the parentheses indicate the confidence interval~in GPa! associated with each elasticity constant. The
reconstructions performed for different initial guesses listed in the table have identical results.

Data type C11 C12 C13 C22 C23 C33 C44 C55 C66

Original data 76 29 35 134 98 396 81 37.4 24.6
0% 76 29 35 134 98 396 81 37.4 24.6

210% 68.4 26.1 31.5 120.6 88.2 356.4 72.9 33.7 22.1
110% 83.6 31.9 38.5 147.4 107.8 435.6 89.1 41.1 27.1
220% 60.8 23.2 28.0 107.2 78.4 316.8 64.8 29.9 19.7

Initial 120% 91.2 34.8 42.0 160.8 117.6 475.2 97.2 44.9 29.5
guesses ,620% 84 32 30 110 100 433 88 34 26

,620% C33 96 43 78 153 39 450 62 19 6
Fixed 80 40 40 150 250 450 200 20 20

Results
0% 76 29 35 134 98 396 81 37.4 24.6

scatter ~0! ~0! ~0! ~0! ~0! ~0! ~0! ~0! ~0!
0.5% 76.0 29.1 35.1 135 101 398 80 37.4 24.6
scatter ~0.2! ~1.0! ~0.7! ~4! ~9! ~8! ~5! ~0.5! ~0.2!
1% 76.0 28.5 35.9 132 106 405 83 37.1 24.6

scatter ~0.4! ~2.1! ~1.4! ~9! ~16! ~15! ~9! ~0.9! ~0.3!
1.5% one 76.3 28.4 34.9 131 107 391 78 37.3 24.7
scatter typical run ~0.5! ~2.9! ~2.2! ~12! ~21! ~23! ~11! ~1.4! ~0.4!

second 75.7 29.6 31.6 139 85 367 59 41.6 24.6
typical run ~0.6! ~2.5! ~2.9! ~11! ~32! ~26! ~6! ~2.3! ~0.5!

2% 76.2 31.4 30.4 139 84 356 61 41.5 24.8
scatter ~0.8! ~3.6! ~4.6! ~16! ~39! ~38! ~9! ~3.4! ~0.7!

TABLE II. Characterization of a 1-D SiC SiC composite.~a! Stiffness tensor components and associated confidence intervals~in GPa!. ~b! Compliance tensor
components and associated confidence intervals~in 1/MPa!.

~a! Data type C11 C12 C13 C22 C23 C33 C44 C55 C66

Initial Classical 76.0 30 35 135 92 397 81 37 25.0
guesses method ~0.7! ~2! ~4! ~8! ~20! ~36! ~8! ~1! ~0.4!

Results ~GPa! 76.0 28 33 127 81 375 73 39 25.0
~0.3! ~2! ~2! ~6! ~16! ~12! ~6! ~1! ~0.3!

~b! (SIJ)5(CIJ)
21 S11 S12 S13 S22 S23 S33 S44 S55 S66

1/~MPa! 14.4 22.8 20.7 9.6 21.9 3.2 13.8 25.7 40.2
~0.2! ~0.2! ~0.2! ~0.7! ~0.6! ~0.2! ~0.4! ~0.5! ~0.5!
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Vc53345 m/s⇒C44523.5 GPa and
~34!

DC4451.2 GPa,

whereDC44 represents the uncertainty ofC44. This uncer-
tainty is related in a simple way to the experimental errors in
the measurement. For our experimental system, the error
DC44/C44 has been estimated at 5%. Next,C23 is recovered
from the data plane~x1,45°!.

The method of generalized reconstruction from the data
measured by immersion ultrasonic technique also accurately
determines seven of the nine components of the stiffness
tensor: identification ofC23 and C44 has failed. Figure 4
shows that the experimental velocity data set does not re-
cover the set of modes present in each of the three~x1,x2!,
~x1,x3!, and ~x1,45°! data planes. The optimization process
has no information about the QT2@12#, QT1@13#, and QT1@45°#

modes. Consequently, the constantC44 reconstruction can
only be performed from the~x1,45°! data plane. In this clas-
sical case, sensitivity of these velocity data to the two stiff-
nessesC44 andC23 is known.

37 SinceC44 is directly related

to the three modes QT2@12#, QT1@13#, and QT1@45°#, its identi-
fied value is completely random. So theC* measurement is
unacceptable and consequently, reconstruction ofC23 also
fails. From Fig. 4, it can be observed that the higher differ-
ence between the constantsC55 andC66 to be reconstructed
is, the stronger the sensitivity of the measured velocities in
the planes~x1,x2! and ~x1,x3! to the constantC44 is. The
characterization is all the easier since the deviation of the
material symmetry from the tetragonal model is important.
Since the difficulties remain when the deviation is not suffi-
cient, it is necessary to remove the indecisiveness on the
determination of (C23,C44). If the velocity measurementVc

is added to the~x1,x3! data plane, one can see from Fig. 4
that the value of 1/Vc allows one to localize the slowness at
the intersection of the QT1@13# mode and the axisx3. Due to
the symmetry of the sample,Vc also fixes the slowness at the
intersection of the QT2@12# mode and the axisx2. Conse-
quently, the addition of this contact measurement in the two
data planes~x1,x2! and ~x1,x3! allows the localization of the
modes QT2@12#, QT1@13#, and QT1@45°#. An example of such a
measurement set is shown for the~x1,x2! plane in Fig. 5.

When the additional dataVc is not included, a fictive
minimum is identified. The inversion result listed in the third
row of Table III must therefore be taken cautiously. The
confidence intervals, for exampleI (C44)53 GPa, have no
meaning. Note that the value ofC44 ~519.5 GPa! is close to
the result using contact measurement but it is either a coin-
cidence or due to deviation from the tetragonal symmetry.
As shown by the difference between the reconstructed stiff-
nessesC55 andC66 and the one betweenC12 andC13, the
symmetry of the sample is indeed quasi-tetragonal. However,
as it is not possible to knowa priori the deviation from the
tetragonal symmetry, the introduction ofVc is necessary.

By adding the contact measurementVc , the estimation
of the constantsC23 andC44 of the 2-D carbon SiC compos-
ite material is correct. Evaluation of theC23 from the inver-
sion process using separately the data planes,C2358.7 GPa,
is performed without considering the uncertainties of the
eight other constants already reconstructed. The identified
value using the generalized method,C2353.8 GPa, coincides
better with the experimental data set. This agreement be-

FIG. 4. Slownesses in the planes~x1, x2!, ~x1, x3!, ~x1, 45°! and~x2,x3! for
a medium with tetragonal symmetry. The crosses are experimentally acces-
sible slownesses. The solid lines are slownesses calculated from the recon-
structed elasticity constants.

TABLE III. Elasticity constants in GPa of a 2-D carbon SiC composite with quasi-tetragonal symmetry.

Data type C11 C12 C13 C22 C23 C33 C44 C55 C66

Classical method

immersion 24.1 9.7 8.1 120 79 115 213 9.1 9.6
measurements ~0.3! ~0.9! ~0.5! ~8! ~24! ~5! ~12! ~0.3! ~0.2!
1contact 24.1 9.7 8.1 120 8.7 115 23.5 9.1 9.6
measurement ~0.3! ~0.9! ~0.5! ~8! ~1.8! ~5! 61.2 ~0.3! ~0.2!

Generalized method

immersion 24.1 9.5 7.7 119 11 110 19.5 9.2 9.9!
measurements ~0.1! ~0.3! ~0.4! ~3! ~6! ~4! ~3! ~0.3! ~0.2!
1contact 24.1 9.6 7.7 118 3.8 111 23.52 9.1 9.9
measurement ~0.1! ~0.3! ~0.4! ~3! ~3.5! ~4! 61.2 ~0.2! ~0.1!
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tween the velocity measurements and all the nine determined
elasticity constants (CIJ) is pointed out by smaller associated
confidence intervalsI (CIJ), except for theC23. The value of
I (C23) is either naturally high due to the simultaneous treat-
ment of data planes,I (C23)53.5 GPa, or necessarily small,
I (C23)51.8 GPa, if the stiffnessC44 is measured separately
with a contact method. The value ofC2353.8 GPa corre-
sponds very probably to the elastic properties.

To avoid doing the contact measurement, one can re-
place in the problem~8! the incident plane~x1,45°! with a
nonsymmetry~x1,C! data plane. The optimal choice of the
azimuthal angleC can be performed by studying beforehand
the sensitivity of the solving algorithm to the moduliC23 and
C44. To do this, the stiffness tensor must already be known.

3. Hexagonal symmetry

A unidirectional composite is used for this class of sym-
metry. These composites are nearly isotropic in the plane
transverse to the fiber direction: the plane~x1,x2!. In such a
material, the three modes QL, QT1, and QT2 are experimen-
tally accessible in the nonsymmetry plane~x1,45°!. So this

makes the characterization of the medium easier. The density
of the studied sample of carbon epoxy is 1.56 g/cm3 and the
thickness is 3.45 mm.

Using the classical and generalized identification
method, the study of this medium has been performed from
the data measured in the planesø~3 Planes! ~Table IV!. The
reconstructed stiffness tensors coincide to the nearest confi-
dence intervals. Since this last approach is independent of
the symmetry of data planes, the study of this sample has
also been carried out~Table IV! from the data measured in
the four nonsymmetry planes~x1,30°!, ~x1,120°!, ~x1,75°!,
and ~x1,165°!. The confidence intervals associated with the
elasticity constants identified by this last operation point out
the fairly good determination of the elastic properties.

Let the anisotropy factor12 be defined for example for
the plane~x1,x2! as 2C66/(C112C12) or 2C66/(C222C12).
The calculation of the anisotropy factors from the identified
elasticity constantsC11, C22, C12 andC66 illustrate the isot-
ropy of the plane~x1,x2!. For each of the three reconstruc-
tions, the computed anisotropy factors are close to 1. The
deviation from hexagonal symmetry is therefore slight.

4. Isotropic symmetry

For isotropic media, every material plane is a plane of
symmetry. A single quasitransverse mode QT is excited in
every data plane. The result of the characterization of an
aluminum sample whose density is 2.82 g/cm3 and thickness
is 4.1 mm is listed in Table V.

Due to the symmetry of the three data planes, the invari-
ant C* does not allow one to determine independently the
nine moduli (CIJ). This can also be seen by comparing the
values of I (C23)590 GPa andI (C44)545 GPa with the
other confidence intervals related to the constants recon-
structed using the classical approach. Note that this sensitiv-
ity problem disappears when two independent moduli repre-
sentative of the isotropic symmetry are searched for.
However, this technique is no more applicable to media with
quasi-isotropic symmetry. Reconstruction ofC23 and C44
without taking into account the isotropic symmetry of the
sample is impossible.

As it can be seen from the two first rows of Table V, the
sets of elasticity constantsC11, C12, C22, C33, andC66 iden-
tified, using the classical and the proposed reconstruction
methods, coincide to the nearest confidence intervals. The
anisotropy factors computed for each of the geometric planes

FIG. 5. Slownesses for a 2-D carbon SiC composite in the~x1,x2! plane.
The points are experimental slownesses: the squares and solid circles are
respectively the slownesses measured by immersion and contact methods.
The solid lines and dashed lines are slownesses calculated from the recon-
structed elasticity constants taking into account or not the contact measure-
ment.

TABLE IV. Elasticity constants in GPa of a unidirectional carbon epoxy composite. Reconstruction performed
from measured velocity data~a! in the three planes~x1,x2!, ~x1,x3! and ~x1,45°! and ~b! in the four planes
~x1,30°!, ~x1,120°!, ~x1,75°! and ~x1,165°!.

Data type C11 C12 C13 C22 C23 C33 C44 C55 C66

Initial Classical 12.15 5.5 5.5 12.5 6.8 136 7.3 5.9 3.4
guesses method ~0.03! ~0.1! ~0.4! ~0.1! ~0.3! ~6! ~0.4! ~0.2! ~0.1!

~a! 12.15 5.5 5.5 12.5 6.3 134 7.0 6.0 3.4
~0.01! ~0.1! ~0.1! ~0.1! ~0.7! ~2! ~0.5! ~0.1! ~0.1!

Results
~b! 12.15 5.4 5.5 12.3 5.7 130 6.8 6.00 3.48

~0.03! ~0.1! ~0.2! ~0.2! ~0.8! ~3! ~0.1! ~0.04! ~0.04!
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~x1,x2!, ~x1,x3!, and~x2,x3! are close to 1. Isotropy of these
planes is recognized. However, although Fig. 6 illustrates the
good agreement between the experimental data and the re-
calculated slowness curves, the reconstructed componentC13
is very different from the elasticity constantsC12 andC23.
The stiffnessC55 is also distinct from the moduliC44 and
C66. This is due to the form of the objective functionF(CIJ).
For the data collected in the plane~x1,x3!, the nonreduced
Christoffel equation is minimum because the expression
~G222lp! is. Convergence of the generalized reconstruction
algorithm to a fictive minimum can be illustrated by comput-
ing the polarization of each experimental measurement in the
~x1,x3! plane from the identified stiffness tensor. In every
data plane, the polarization vectors are calculated for every
mode using Eq.~1! and are jointly compared to the corre-
sponding directionn and to the normalnp to the incident
plane:

np52sin Cx21cosCx3 , ~35!

whereC is the azimuthal angle. One sees in the plane~x1,x3!
that the QT1 mode@Fig. 7~b!#, contrary to the QT2 mode
@Fig. 7~a!#, is excited and experimentally accessible. Figure
6~b! shows that the slowest experimental data set covers the
nongenerated mode QT2 and illustrates therefore the wrong
identification of the stiffnessesC13 andC55. Comparison of
the valuesI (C13)524 GPa andI (C55)512 GPa with the
other confidence intervals confirm the inversion failure.
Moreover, as mentioned previously, the moduliC23 andC44
cannot be determined separately. This is not shown by the
confidence intervalsI (C23)54 GPa andI (C44)52 GPa be-
cause the inversion result corresponds to a fictive minimum.
Due to the incorrect mode assignment, it can be easily shown
from Fig. 6~b! that the reconstructed values ofC44 andC66
are an approximation of the stiffnessC55. Note that this fic-
tive minimum appears only for this class of symmetry and
that this superposition between the experimental data and the
nongenerated quasitransverse mode is possible either in the
~x1,x2! plane or in the~x1,x3! plane, but never simulta-
neously in both planes. Due to the isotropy or quasi-isotropy
of the planes~x1,x2! and ~x1,x3!, introduction of the contact
measurementVc in the experimental data set does not im-
prove the characterization of the aluminum sample. Al-
though the polarization ofVc is collinear tonp of these two
planes,Vc is consistently associated with the experimental
data set corresponding to the generated quasitransverse
mode. This is due to an erroneous recognition of mode.

C. Characterization from the solutions of the
Christoffel equation: Velocity generalized method

The success of the quasi-isotropic media characteriza-
tion is closely related to the recognition of the polarization
vectorP of each velocity measurementVp . To remove the
difficulties raised in the previous section one needs to asso-
ciate with each of the experimental data a predicted velocity
Vcalculatedthat is effectively generated. HereVcalculatedis one
of the solutions of the reduced or nonreduced Christoffel
equation. Consequently, instead of minimizing the function
F(CIJ) @Eq. ~9!# that is a relationship verified by the experi-
mental velocities, let us minimize directly the deviation be-
tween each of the experimental data and their associated ve-
locity Vcalculated. This problem has been already posed.10,11 It
becomes

~CIJ!5min
~CIJ!

Fv~CIJ!, ~36!

with

Fv~CIJ!5
1

2 (
VpPø~Planes!

$ fnp„Vp~n!,CIJ…%
2,

where

fnp„Vp~n!,CIJ…5Vcalculated~CIJ ,n!2Vp~n!

andø~Planes! is given in Eq.~11! or ~13!. To determine the
elastic properties of any medium, the reconstruction algo-
rithm must be independent of the symmetry of the data
planes. ThereforeVcalculatedis chosen as one of the solutions,
in the phase velocity, of the nonreduced Christoffel equation
@Eq. ~4!#. Analytical expression of these three solutions is
given10 by Cardan’s solution of the third-degree equation.
The steptk , minimizing the functionFv(CIJ) along the di-
rection (Z̃IJ)k , is determined by solving

tk5 min
tPR1

Fv„~C̃IJ!k1t~ Z̃IJ!k…. ~37!

Contrary to the solution of the halfway problem~22!, the
optimal tk @Eq. ~37!# cannot be accurately determined be-
cause of the analytical form ofVcalculated. Therefore the con-
vergence domain of the inversion method~36! that treats
directly the phase velocity is naturally narrower. On the
other hand this optimization process is more robust against
random scatter than the generalized reconstruction
method.11,26,38Confidence intervalsI (CIJ) are defined from
the functionfvp„Vp~n!, CIJ… @Eq. ~36!#. Solving the problem
~36! requires associating each experimental velocity of bulk

TABLE V. Aluminum elasticity constants~in GPa! reconstructed by using various methods.

Data type C11 C12 C13 C22 C23 C33 C44 C55 C66

Classical method 95 37 41 93 4 90 40 25 26
~1! ~1! ~3! ~2! ~90! ~5! ~45! ~3! ~1!

Generalized method 94.7 37 27 92 35 90 25 49 26
~0.2! ~2! ~24! ~2! ~4! ~3! ~2! ~12! ~1!

Velocity generalized 94.7 37 40 94 39 88 24 26 25
method ~0.4! ~1! ~3! ~3! ~7! ~5! ~3! ~2! ~2!
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wave propagating in the material along the directionn with
one of the three solutionsVcalculated, calculated for the same
propagation directionn.

For a symmetry plane, the recognition of the QL or QT

character of the wave corresponding to each velocity mea-
surement is immediate. The assignment of an experimental
data to a solutionVcalculatedis carried out by comparing the
polarization vectorsP associated with each velocityVcalculated
with the propagation directionn and with the normalnp to
the incident plane.

If the incident plane is a nonsymmetry plane, eachVp

assigned to the QL mode is associated with the highest so-
lution Vcalculated. The assignment of each remaining experi-
mental data to one of the two slowest solutionsVcalculatedis
more difficult.

For characterization of an orthorhombic medium, only
the velocities measured in the data plane~x1,45°! pose a
problem. However, when the QT1@45°# and QT2@45°# modes
are distinct, the simultaneous representation of the experi-
mental data in the three planes~x1,x2!, ~x1,x3!, and~x1,45°!
~Fig. 2! allows one to determine unambiguously the QL,
QT1, or QT2 character of the wave corresponding to each
measured velocity. When three modes are experimentally ac-
cessible, the associations~Vp ,Vcalculated! are immediate.

1. Isotropic media: Experimental result

Due to the linear combinationC* emphasized for this
symmetry, the contact measurementVc is added toø~3
Planes! @Eq. ~11!#. The nine moduli of the aluminum sample
studied in Sec. III B 4 are independently identified from this
phase velocity set~Table V!. The solution of the generalized
reconstruction algorithm has been chosen as an initial guess.

The identified elasticity constants by the velocity gener-
alized reconstruction method represent very well approxima-
tion ~to the nearest confidence intervals! to the ones deter-
mined by the classical inversion. As discussed above, the
value of I (C23) is naturally high,I (C23)57 GPa. To their
nearest confidence intervals, the (C11,C22,C33) stiffnesses
are identical. The (C12,C13,C23) and (C44,C55,C66) sets

FIG. 6. Slownesses for an aluminum sample in the~a! ~x1,x2!, ~b! ~x1,x3!,
and~c! ~x1,45°! planes. The points are experimentally measured slownesses.
The solid lines are slownesses calculated from the wrong reconstructed elas-
ticity constants due to an erroneous recognition of the polarization of ex-
perimental measurements.

FIG. 7. Recognition of the character of the two quasitransverse modes
present in the plane~x1,x3! of an aluminum material. The polarization vector
P is jointly compared with the propagation directionn and the vectornp

normal to the plane~x1,x3!. ~a! The QT2 mode,~b! the QT1 mode.
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have this specific feature. The anisotropy factors of each of
the ~x1,x2!, ~x1,x3!, and ~x2,x3! geometric planes are also
close to 1. The deviation from isotropic symmetry is there-
fore slight.

2. The main difficulty

As pointed out previously, when an ambiguity concern-
ing the separation of two quasitransverse modes in the
~x1,45°! data plane exists, the velocity generalized recon-
struction procedure cannot be used. To illustrate that, a 2-D
SiC SiC composite is considered.29 The density is 2.76 g/cm3

and the thickness of the sample is 3.3 mm. Presence of po-
rosity in the medium induces a slight degradation of the data
measurement quality. The discrete points plotted in Fig. 8
show the measured phase velocities in the plane~x1,45°!.
Introduction of the contact measurement or comparison of
the experimental measurements inø~3 Planes! does not im-
prove the recognition of the QT1 or QT2 character of each of
the experimental data measured in the plane~x1,45°!. The
assignment of each of the experimental data to a phase ve-
locity Vcalculatedof a generated mode is difficult~Fig. 8!. Is
the experimental data set corresponding to the slowest ve-
locities associated with the single excited quasitransverse
mode QT or with the QT1 fast and QT2 slow quasitransverse
modes? How feasible is it to relate two successive measure-
ment data to two different quasitransverse modes? To illus-
trate this problem, first all the experimental data in the
~x1,45°! plane corresponding to the quasitransverse mode~s?!
are associated with the slow quasitransverse mode QT2.
Then the five measurements that have the smallest values of
refraction angle are related to the fast quasitransverse mode
QT1. This operation is then repeated by groups of 10, 15,
and 20 measurements until the 26 slowest measured veloci-
ties in the plane~x1,45°! are joined to the fast quasitrans-
verse mode QT1. The velocity generalized reconstruction
method is applied to these six cases. Figure 9 shows the
reconstructed stiffnessC23 as a function of the number of
data assigned to QT1. An erroneous recognition of mode

induces a random identification of stiffness tensor. Neverthe-
less, note that the result of the generalized reconstruction is
affected by the errors due to mode interference between both
quasitransverse waves when their velocities are very close
~Fig. 8!.

IV. DETERMINATION FOR MATERIALS THAT DO NOT
POSSESS THREE MUTUALLY ORTHOGONAL
PLANES OF SYMMETRY

A. Monoclinic symmetry

The 13 components of the stiffness tensor~10! are si-
multaneously determined by solving the problem~8! from
ø~4 Planes! @Eq. ~13!#. The energy constraintshq that have
been established forq51 to 5 in Eq.~16!, and

h65UC55 C56

C56 C66
U.0 ~38!

are introduced in the generalized reconstruction procedure.
Expression of the functionh6* (t) @Eq. ~25!# varies also and
can be written as

h6* ~t!5UZ55 Z56

Z56 Z66
Ut21S UC55 Z56

C56 Z66
U1UZ55 C56

Z56 C66
U D t

1UC55 C56

C56 C66
U. ~39!

The carbon epoxy sample that has been characterized in
Sec. III B 3 is examined in a nonprincipal coordinate system.
Figure 10 shows the coordinate systemR8 5 (x18 ,x28 ,x38) ob-
tained from a 30° rotation of the principal material coordi-
nate systemR5~x1,x2,x3! aboutx1 axis. Thex1 andx18 axes
are superimposed. The (x18 ,x28) and (x18 ,x38) planes are no
longer planes of symmetry. The (x28 ,x38) 5 (x2 ,x3) plane pre-
serves its symmetric character.

To compare characterizations of the carbon epoxy
sample in bothR andR8 frames, we consider the inversion

FIG. 8. Slownesses for a 2-D SiC SiC composite in the~x1,45°! plane. The
points are experimentally measured slownesses. The solid lines are slow-
nesses calculated from the reconstructed elasticity constants.

FIG. 9. The reconstructed elasticity constantC23 ~using the velocity gener-
alized procedure! as function of an arbitrary assignment of some slownesses
measured in the~x1,45°! plane to the QT1 mode. The error bars represent
the confidence intervalI ~C23! of the reconstructedC23. The dashed line
corresponds to the reconstructed elasticity constantC23 using the general-
ized reconstruction method.
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results obtained from the same set of velocity measured in
the planes (x18 ,x28) @5~x1,30°!#, (x18 ,x38) @5~x1,120°!#,
„x18 ,(45°)8… @5~x1,75°!#, and „x18 ,(135°)8… @5~x1,165°!#
~Figs. 10 and 11!. The only QL and QT1 modes are experi-
mentally accessible in the plane„x18 ,(45°)8…. The third row

in Table IV lists the components of the (CIJ) stiffness tensor
that has been determined inR from this experimental data
set. The elasticity constants in the rotated coordinate system
R8 are easily calculated using the stiffness transformation
laws:12

~CIJ8 !computed5S 12.15 5.4 5.5 0.0 0 0

22.3 25.2 14.3 0 0

81 36.8 0 0

26.3 0 0

Sym. 5.4 1.1

4.1

D ~GPa!. ~40!

(CIJ8 )
computed has 13 nonzero and dependent moduli@Eq. ~10!#. The stiffness tensor (CIJ8 ) reconstructed from the phase

velocities measured in the nonprincipal coordinate systemR8 ~Fig. 11! is

~CIJ8 !5S 12.1560.02 5.360.2 5.760.2 20.160.1 0 0

21.461.0 24.461.0 13.660.5 0 0

8362 36.960.7 0 0

26.060.5 0 0

Sym. 5.360.1 1.160.1

4.260.1

D ~GPa!. ~41!

The 13 identified elasticity constants coincide, to the nearest
confidence intervals, with the stiffnesses calculated from the
nine moduli determined inR @Eq. ~40!#. This validates the
experimental characterization of a medium possessing at
least one known symmetry plane. Note that (CIJ) and
(CIJ8 ) are two components of the same stiffness tensor in two
different coordinate systems. Here (CIJ8 ) represents inR8 the
elastic properties of the sample. Identification of 13 elasticity
constants does not imply a monoclinic symmetry. It can be
higher in a principal coordinate system.

B. Triclinic symmetry

1. Triclinic media characterization: Numerical
simulation

To conduct a numerical simulation of a typical experi-
ment, the parameters of the experimental characterization
performed from velocity measurements~in a nonprincipal
coordinate system! on a carbon epoxy sample are selected.
This composite material has previously been studied. The
density is 1.56 g/cm3 and the thickness is 3.45 mm. The
original data listed in Table VI have been chosen closer to
the stiffnesses reconstructed in Sec. IV B 2. Simulation has
been carried out with the sound speed in waterV051.483
mm/ms.

TheT(u i) transmission coefficient of a signal propagat-
ing once through the sample is calculated for each of the
three modes that could be generated in the plate. These quan-
titiesT(u i) represent the simple-transmission experiment de-
scribed in Sec. I B. They quantify for an ultrasonic wave
emitted at a fixedui incident angle, the reception of the three
modes on the receiver transducer. Figure 12 showsT(u i) as
a function of incident angle in the four planesø~4 Planes!.
To define accurately an angular range experimentally acces-
sible, the critical angleuL of each mode is calculated in each
plane ø~4 Planes!. For anisotropic material, the critical
angle39 uL generally occurs at that incident angle for which
the energy flux vector of the refracted mode is parallel to the
surface and not necessarily when the value of the associated
refraction angle is equal to 90°. For a homogeneous bulk
wave propagating in an elastic medium, the energy flow vec-

FIG. 10. Four data planes (x18 ,x28)@5(x1 ,30°)#, (x18 ,x38)@5(x1 ,120°)#,
„x18 ,(45°)8…@5(x1 ,75°)#, and (x18 ,(135°)8…@5(x1 ,165°)# for characteriza-
tion of a unidirectional carbon epoxy composite in the nonprincipal coordi-
nate system (x18 ,x28 ,x38).
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tor is collinear to the~133! gradient vector that contains the
derivative of the functionf p„lp~n!, CIJ… @Eq. ~4!# with re-
spect to the three components ofn ~see, for example, Ref.
12!. The propagation directionsn corresponding to the criti-
cal angles satisfy

] f p
]n1

„lp~n!,CIJ…50, ~42!

wheren1 is the projection ofn upon the normal to the inter-
facex1. The solutions of Eq.~42! are shown in Fig. 12 for
each data plane.

The previous considerations do not account for the dif-
ficulties in measuring the time delay of the overlapped
modes. The signal processing using the Hilbert transform
allows one to distinguish two modes when the temporal shift
is greater than the quarter of the wavelength of the pseudo-
period of the signal propagating in the water without the
sample.31,32Classically, two 5-MHz central frequency trans-
ducers are used. The associated wavelength is then equal to
0.2 ms, i.e., the inverse of the central frequency. When the
temporal shift between two modes is greater than 0.05ms,
the correct temporal position of these modes can therefore be
measured. From the original stiffnesses given in Table VI,
the time delaydt is calculated using

dt5
e

V0
Fcosu i2ASV0

V D 22sin2 u i G , ~43!

whereV0 is the sound speed in water ande is the thickness
of the sample. Figure 13 shows the time-of-flight difference
dt for the ~x1,x3! plane in which the temporal shift between
the modes is the smallest. Theui belonging to the [2uL ,uL]
angular range are considered. At a fixed incident angle, the
temporal shifts between the time delay of the three modes are
greater than 0.05ms for the four data planes. The signal
processing technique does not alter the angular range which
is experimentally measurable. These ranges are established
for each mode of each data plane from the transmission co-
efficients and critical angles. The angular ranges are ex-
pressed in refraction angle using the Snell–Descartes’ laws
and the Christoffel equation’s solutions. The number of
points taken in each domain corresponds to measurements
performed at all degrees~in incident angle!.

In the ~x1,x2! plane, the range of the refraction angle for
the QL mode is@237°; 19°# and is respectively@277°;
229°#ø@15°; 73°# and @255°; 238°#ø@33°; 56°# for the
QT1 and QT2 modes. The number of the simulated data is
27 for the QL mode,~18127!, 18 points in the first domain
and 27 in the second for the QT1 mode, and~16122! for the
QT2 mode. In the plane~x1,x3!, the range of the refraction
angle is respectively@224°; 10°#, @285°; 217°#ø@8°; 71°#
and @276°; 250°#ø@44°; 73°# for the QL, QT1, and QT2
modes@with 17, ~32135! and~11116! synthetic data#. In the
plane~x1,45°!, the ranges of the refraction angle for the QL,
QT1, QT2 modes are respectively@221°; 11°#, @278°;
217°#ø@8°; 71°#, and @274°; 263°#ø@52°; 69°# @with 16,T
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~34137! and ~419! simulated data#. The ranges of the re-
fraction angle for the QL, QT1, and QT2 modes in the plane
~x1,135°! are respectively@258°; 39°#, @277°;243°#ø@30°;
73°#, and @252°; 227°#ø@29°; 52°# @with 44, ~10118! and
~26123! simulated data#. The domains defined in this way
simulate the angular ranges that can be measured on a carbon
epoxy composite by the immersion bulk wave method. In
Fig. 14, the synthetic velocity sets are shown by discrete
points and the solid lines are calculated from the original
elasticity constants given in Table VI. The slowness curves
are plotted for every propagation directionn with an associ-
ated energy flow vector pointing into the sample. These di-
rections must satisfy the inequality:

] f p
]n1

„lp~x1!,CIJ…
] f p
]n1

„lp~n!,CIJ….0. ~44!

The asymmetry of the velocity data with respect tox1 axis
justifies the search for 21 moduli. Note that the values of the
refraction angles associated with the critical angles of inci-

dence2uL and uL are different. The angular ranges~in re-
fraction angle! of the solid lines shown in Fig. 14~b! corre-
spond to the ones~in incident angle! of the solid curves in
Fig. 13.

To demonstrate the effectiveness of the proposed inver-
sion algorithm, the initial guesses are either selected to be
610% and620% off the original moduli or imposed as
shown in Table VI. The optimization process is very stable
for the given scatter levels. The initial guesses as nine non-
zero stiffnesses or as a set of 21 values that do not satisfy the
energy constraints~h3,0! @Eq. ~16!# show also the expanse
of the convergence domain. Up to a 1.5% level the inversion
results are closer to the exact solution. Since the experimen-
tal random error on the velocity measurements is typically
less than 1% scatter in the velocity data set, the reconstruc-
tion algorithm is applicable to these experimental measure-
ments. The value of each confidence interval with respect to
the scatter level shows that the set ofI (CIJ) represents the
sensitivity of the solving algorithm to the modulus set from
the quality of velocity measurements.

FIG. 11. Slownesses for a unidirectional carbon epoxy composite in the~a! (x18 ,x28), ~b! (x18 ,x38), ~c! (x18 ,(45°)8…, and~d! „x18 ,(135°)8… planes. The points
are experimentally measured slownesses. The solid lines are slownesses calculated from the reconstructed elasticity constants.
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2. Triclinic media characterization: Experimental
results

To validate the experimental characterization, the ex-
periment must be done on a material whose stiffness tensor
is known. From the stiffness transformation laws,12 it is
known that the stiffness tensor (CIJ9 ) in a rotated coordinate
systemR9, obtained from two rotations of the principal ma-
terial coordinate system, can be equivalent in form to the
tensor for a triclinic symmetry@Eq. ~3!#. The approach con-
sists of identifying the 21 components of (CIJ9 ) from the
velocity data measured inR9.

The sample of the carbon epoxy composite studied in
the previous sections is introduced again. LetR8
5 (x18 ,x28 ,x38) be the frame defined in Fig. 10. The chosen
observation coordinate systemR9 5 (x19 ,x29 ,x39) is obtained
from a 10° rotation ofR8 about x38 axis. ThereforeR9 is
related to the principal coordinate systemR by successive
rotations. FirstR is rotated through an angle 30° aboutx1

axis, then through an angle 10° about the transformedx38
axis. The planes (x19 ,x29), (x19 ,x39), and (x29 ,x39) are no longer
planes of symmetry.

The (CIJ) stiffness tensor of this sample has been iden-
tified in R from the ~x1,30°!, ~x1,75°!, ~x1,120°!, and
~x1,165°! data planes and is listed in the third row of Table
IV. The 21 components of the (CIJ9 ) stiffness tensor inR9 are
calculated from (CIJ):

~CIJ9 !computed

5S 12.25 5.6 6.1 0.37 0.44 0.30

21.8 24.6 13.7 2.0 1.4

81.3 36.2 6.49 3.4

25.7 3.6 2.2

Sym. 6.0 1.43

4.3

D ~GPa!.

~45!

Here (CIJ9 ) represents inR9 the elastic properties of the
sample, but identification of 21 elasticity constants does not
imply a triclinic symmetry. It can be higher in a principal
coordinate system.

However, it is difficult to simulate such a frameR9 of
propagation in the material from a rotation that is predeter-
mined and applied to the apparatus emitting the ultrasonic
waves. The base vectorx19 is indeed different from the nor-
mal to the samplex1 and according to Snell–Descartes’ laws
corresponds to several incident waves. These difficulties dis-
appear as soon as the normal to a triclinic sample coincides
with a base vector of the observation coordinate systemR9.
The study is carried out from the experimental velocities
measured for positive and negative incident angles in the
~x1,30°!, ~x1,120°!, ~x1,75°!, and~x1,165°! data planes. The
21 components of the equivalent stiffness tensor inR9,

FIG. 13. The time delay (dt) between reference~through fluid! and through
the sample~at angleui! acoustic paths calculated from the 21 elasticity
constants given in Table VI~original data!. Calculations are performed for
the ~x1,x3! plane.

FIG. 12. The computed transmission coefficientsT(u i) of acoustic waves
propagating once through the sample from the 21 elasticity constants given
in Table VI ~original data!. Calculations are performed for the four planes:
~a! ~x1,x2!, ~b! ~x1,x3!, ~c! ~x1,45°!, and~d! ~x1,135°!. The numbers in the
parentheses indicate the critical angleuL .
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~CIJ9 !5S 12.2460.02 5.460.2 6.260.2 0.2760.07 0.4360.02 0.2860.02

20.960.5 23.960.5 13.160.3 1.960.1 1.360.1

83.461.0 36.460.5 6.460.2 3.260.2

25.460.3 3.560.1 2.260.1

Sym. 5.960.1 1.4360.03

4.460.1

D ~GPa!, ~46!

are determined from these data collected inR and then re-
lated toR9. The good agreement between the stiffness tensor,
determined by the generalized reconstruction method@Eq.
~46!# and the moduli@Eq. ~45!#, calculated from the nine
elasticity constants determined inR, validates the experi-
mental characterization of a general anisotropic medium.
The smallest values of the confidence intervals validatea
posteriori the choice of the data planes. Figure 15 shows the
slowness surfaces calculated from the reconstructed moduli
for each Christoffel equation’s solution in velocity and the
experimental measurements considered for characterization.

According to Fig. 11~c! where it can be seen that the slow

quasitransverse mode has not been measured in the plane
~x1,75°!, note that only the data of the three other planes are
represented on one of the calculated slowness surfaces@Fig.
15~c!#. The calculation of theT(u i) transmission coefficient
from the 13 identified elasticity constants (CIJ8 ) @Eq. ~41!#
shows that the range of the incident angle where the QT2
mode is generated in the plane„x18 ,(45°)8… @5~x1,75°!# is
@40°,50°#. This domain is not accessible with our experimen-
tal device.

FIG. 14. Slownesses for a medium with triclinic symmetry in the planes~a! ~x1,x2!, ~b! ~x1,x3!, ~c! ~x1,45°!, and ~d! ~x1,135°!. The points are synthetic
slowness data without random scatter. The solid lines are slownesses calculated from the reconstructed elasticity constants.
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V. SUMMARY

By using a constrained optimization method, the stiff-
nesses of materials that possess any class of symmetry~in-
cluding the most general anisotropy! are extracted from the
experimental velocities of ultrasonic waves obliquely inci-
dent from water onto a plate. Due to the accurate evaluation
of the optimal descent direction, the inversion procedure is
not affected by the selection of initial guesses and is very
robust against scatter in the phase velocities. This approach
does explicitly use the Christoffel equation and so does not
require the recognition of polarization of all experimental
data. The calculation of a confidence interval associated with
each identified modulus allows one to recognizea posteriori
which stiffnesses have been most accurately recovered and
which less so.

The reconstruction algorithm is independent of the ma-
terial anisotropy. Due to a possible weak anisotropy,a priori
choice of a given symmetry class can sometimes be hazard-
ous. Sensitivity of the stiffnesses determination for weak and
strong anisotropies has been investigated using both numeri-
cal and experimental data in various materials with quasi-
isotropic, quasi-hexagonal, quasi-tetragonal, orthorhombic,
monoclinic, and triclinic symmetry. Clearly the difficulty of
identification increases as the anisotropy decreases.

ACKNOWLEDGMENT

H. C. Aristégui is indebted to the Socie´té Européenne de
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A modal analysis is presented to describe the excitation of Lamb waves in an elastic plate using a
liquid wedge transducer. Analytical expression for the displacement of a given mode is derived for
the excitation by a uniform bounded beam. In contrast to previous studies, the contribution of the
reflected wave is included in the input exciting forces using a perturbation theory. The conversion
efficiency, defined as the ratio of the guided mode power to the incident power, is related to a single
parameter which depends on the rate of attenuation due to leakage from the guided wave into the
liquid wedge. Numerical results relevant to the fundamental Lamb modes are obtained as a function
of frequency for various incident beam widths and plate thickness. Using optical interferometric
detection, direct measurements of the Lamb modes displacements have been carried out in
aluminium plates to verify the theoretical analysis. ©1997 Acoustical Society of America.
@S0001-4966~97!00402-5#
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INTRODUCTION

Lamb waves propagating in an elastic plate have a great
deal of interest for flaw detection and material characteriza-
tion of layer structures.1–6 Victorov1 has reviewed in detail
the use of Rayleigh and Lamb waves in nondestructive test-
ing and monitoring applications. Also, in the past decade,
there has been increasing interest in the fields of sensors that
employ ultrasonic Lamb waves.7–9

Lamb waves can be excited and detected by a variety of
methods. For signal processing applications, Lamb waves are
generated by using interdigital electrodes on piezoelectric
crystals or on piezoelectric films deposited on a nonpiezo-
electric substrate.7,8 In nondestructive testing, the wedge
method is probably the most well known in which a prism or
wedge is employed to convert bulk waves into Lamb waves.1

Other transduction techniques have also been reported in the
literature, including optical methods,6,10,11 electromagnetic
acoustic transducers~EMATs!,12 capacitance transducers,
and air-coupled transducers.13 The major advantage of the
noncontact techniques lies in the elimination of the coupling
materials, which is undesirable or impossible in applications
such as the testing of hot metals, or structures where the
surface contamination produced by a coupling fluid cannot
be tolerated. Recent work using lasers for both generation
and detection is potentially very attractive.14,15This laser ul-
trasonic technique has the advantage of being noncontact and
scanned easily and rapidly over the surface of an object,
though the required equipment is bulky and expensive and
has mainly been used in the laboratory rather than in indus-
trial testing applications. At present, in the majority of stan-
dard ultrasonic testing, piezoelectric transducers remain the
most utilized for guided wave excitations, since the manu-
facture and use of these transducers are well understood and
they are readily available.

Theoretical treatments of the excitation of Lamb and
other guided waves have been reported extensively in the

literature by Victorov,1 Miklowitz,16 Achenbach,17 and
others.18,19 In most of these theoretical studies, the problem
is generally resolved as a function of input force using inte-
gral transform techniques. For transient excitation problems,
the solutions are derived by first applying the Laplace trans-
form with respect to time and the exponential Fourier or
Hankel transform with respect to space. The inverse transfor-
mation integrals are then carried out by the evaluation of
residues via the method of stationary phase or by the method
of generalized rays. As can be found in the literature~see
Ref. 16; for example!, the evaluation of these integrals in the
first approach involves the understanding of the intricate be-
havior of the dispersion relations for real as well as complex
wave numbers. The theory of generalized rays is an exact
method involving dynamic Green’s functions. It quickly be-
comes computationally intense as the number of ray paths
from source to receiver becomes large. Furthermore, explicit
expressions of the input forces are generally required in these
formalisms for deriving displacement fields. However, this
information is not always knowna priori in practice. In the
wedge method, for example, the input forces shall depend
not only the incident wave but also the reflected one. This
reflected wave is theoretically coupled to guided waves
which are to be determined. Victorov1 has calculated the
displacement field of Lamb waves excited by a uniform
bounded longitudinal beam, using the Fourier transform
technique. In his analysis, the input force contributing to the
wave reflection and radiation was neglected.

Normal-mode analysis offers an alternative approach for
treating the problem of waveguide excitation. This approach,
particularly practical and readily usable for descriptions in
the far field, is widely used in electromagnetism20 and
acoustics.21,22The principle of the mode theory is to express
the excited field as the sum of normal modes obtained in a
stress-free waveguide. The contribution of each mode to the
resulted fields is determined in terms of the associated power
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flow using the orthorgonality condition of eigenmodes.
Mode theory has been successfully applied to study the ex-
citation by the wedge method of nondispersive surface
waves such as Rayleigh23,24 and Stoneley modes.25 Such an
approach concerning the Lamb wave excitation was also re-
ported recently, in which particular attention was focused on
the angular dependence of the excitation amplitude of a
given mode in the neighborhood of the Snell’s law angle.
Like Victorov’s analysis, the influence of the wave reflection
and radiation was again not considered in that work.26

The purpose of this paper is to present a modal analysis
of the Lamb wave excitation by a liquid wedge, which takes
into account the effects of wave reflection and radiation. Spe-
cial attention will be concentrated on the excited displace-
ment and conversion efficiency of a given mode as a func-
tion of the parameters of the wedge transducer and the plate
waveguide. Quantitative measurements of the displacement
fields using optical interferometric detection will be used to
verify the theoretical prediction.

I. THEORY

In this section, we shall first describe briefly the general
treatment of waveguide excitation using the mode theory.
Then we will examine the input force loading introduced by
the wedge coupling before developing the numerical compu-
tation for the specific case of Lamb modes.

A. General formulation of the mode theory
for waveguide excitation problem

Consider a waveguide in layered geometry as shown in
Fig. 1, for example, where the field quantities such as par-
ticle displacementu and stressT are assumed to be indepen-
dent of thex coordinate. The resulting fields in a perturbed
waveguide can be expressed by the mode expansion:

u~y,z!5(
n

an~z!un~y!, ~1a!

T~y,z!5(
n

an~z!Tn~y!, ~1b!

wheren denotes thenth eigenmode of a stress-free wave-
guide andan is the mode amplitude. For the observation at a
distance far from the source only the propagating mode is
significant. To determine the amplitude coefficient of each
modean(z), we make use of the reciprocity relation and the
orthogonality condition of eigenmodes, which leads to the
equation governing a mode amplitude of the excited
mode,21,22

S ddz1 iknDan~z!5
f n~z!

4Pn
, ~2!

where kn is real representing the wave number of thenth
propagating mode,Pn is the associated average power flow
per unit width along thex direction,

Pn5
iv

4 E
2b/2

b/2

~2un* –Tn2un–Tn* !–ez dy, ~3!

b being the thickness of the layer~e.g., elastic plate! andez
the unit vector along thez direction. Heref n is the input
loading applied across the layer,

f n~z!5 ivE
2b/2

b/2

un* ~y!–F~y,z!dy. ~4!

B. Excitation of guided modes by a liquid wedge

The principle of the wedge method can be understood by
a mode conversion process shown in Fig. 1. When a plane
wave is incident on the guide at the angle defined by the
Snell law sinun5c0/vn , wherec0 is the sound velocity in
the liquid wedge andvn is the phase velocity of a guided
mode, a part of the wave is reflected directly and the rest is to
excite the given mode in the layer. In practice, the width of
the incident beam is not infinite but several times larger than
the acoustic wavelength. Generally speaking, the wider the
wave beam is, the narrower the angular range allowed for
exciting the given wave.1,26 The distribution of the exciting
forces resulting from both the incident and reflected waves
are located on the surface of the guide~y5b/2! within a
length L under the wedge transducer along thez axis and
with a widthd along thex axis. As a result, the input force
function of Eq.~4! takes the form

f n~z!5 iv@un* ~y!–T~y,z!–ey#y5b/2 . ~5!

In the case where the wedge is a nonviscous liquid, only
normal stressTyy is transferred onto the surface of the guide.
Assuming the particle displacementsui and ur associated
with incident and reflected waves, respectively, the boundary
conditions to be satisfied at the surface,y5b/2, can be writ-
ten as

~2ui1ur !cosun5anuny~y5b/2! ~6a!

for the normal component of the particle displacement and

Tyy~y5b/2,z!52 ivZ0~ui1ur ! ~6b!

for the normal stress. HereZ0 is the acoustic impedance of
the liquid. The expression of the second memberuy5anuny
given in Eq.~6a! implies two assumptions. The first is that
only the nth guided mode is excited by the incident wave.
This situation is generally desirable in practice and can often
be realized by choosing the incident angle according to the
Snell’s law and mode separation in the time domain~see also
the discussion in the following section!. Also the displace-
ment associated with the excited mode given in Eq.~6a!,
when the liquid wedge is present, is assumed to be the same
as that in the stress-free condition. This approximation is
based on the approach of perturbation theory and is reason-
able in most practical cases where the liquid density is much

FIG. 1. Schematic diagram of Lamb wave excitation by the wedge method.
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smaller than that of the elastic waveguide.21,22

By the use of the boundary conditions of Eqs.~6!, the
substitution ofTyy ~y5b/2, z! into Eq.~2! leads to the mode
amplitude equation written as

F ddz1 ikn1anGan~z!52
dv2Z0uny* ~b/2!ui

2Pn
, ~7!

where an is the attenuation per unit length of the guided
wave in the presence of the liquid wedge and is given by

an5dv2 Z0uuny~b/2!u2/~4Pn cosun!. ~8!

This attenuation physically stems from the energy leakage of
the guided mode into the surrounding liquid during its propa-
gation along the interface liquid–solid. If the second member
is zero corresponding to the case where the incident wave is
absent, Eq.~7! becomes homogeneous and the amplitude of
an(z) is proportional to exp~2anz!, which represents clearly
a leaky mode traveling along the waveguide. According to
Eq. ~8!, the greater the normal component of the excited
mode, the greater the energy radiation into the liquid. The
second member in Eq.~7! can be considered as an input
force term due to the excitation by the incident wave. Like
the attenuation coefficienta, this input force provided by the
incident wave is also proportional to the normal component
of the mode to be excited. This is because of the mechanical
coupling via the normal stress between the incident~and ra-
diated! wave and the waveguide.

Let us now find out the solution of the amplitude equa-
tion ~7! when the incident beam is uniform and parallel. As
shown in Fig. 1, the incident waveui is assumed constant
and bounded betweenz50 andL5w/cosun along the wave-
guide. The incident angle is chosen to verify Snell’s law
kn5k0 sinun , exciting the given mode cumulatively. The
solution of the inhomogeneous equation~7! is the superpo-
sition of that of the homogeneous equation and a particular
one. With the initial conditionan50 at z50, the amplitude
of the excited mode in the presence of the liquid wedge can
be readily found as

an~z!52ai exp~2 iknz!@12exp~2anz!#~2/anPn!
1/2,
~9!

whereai5 ivUi~dZ0 cosun/2!1/2 andUi is the displacement
amplitude of the incident wave. The amplitude of the excited
mode leaving the liquid wedge is thus equal to the value of
an taken atz5L. This amplitude will be constant during its
propagation if lateral wave diffraction and material absorp-
tion are neglected. Substitutingan of Eq. ~8! into Eq. ~9!
yields the amplitude of the surface displacement of the ex-
cited modeUny5anuny (y5b/2), when normalized to the
particle displacementUi of the incident wave, as

Uny /Ui522 cosun@12exp~2anL !#. ~10!

This relationship is practical and can be easily verified by the
experiment~see the next section!. Equation~10! shows that
the amplitude of the excited mode strongly depends on the
parameterhn5anL, related to the wave leakage into the liq-
uid in a reverse process to the excitation by an incident
wave. It is noted that the displacement of the excited mode
increases rapidly with~anL! and then remains nearly con-

stant. Such ‘‘saturation’’ regions, already observed in the
previous experiment~Fig. 41 of Ref. 1!, confirm well this
prediction. It implies that beyond certain values ofL, the
supplement of the incident power is totally utilized to bal-
ance the radiation into the liquid. To the contrary, without
the inclusion of the reflected field~ur50! and consequently
the leaky loss~an50!, the surface displacement of the ex-
cited mode resolved from the mode amplitude equation, for
z5L, is found as

Uny52Ui@dv2Z0uuny~b/2!u2/4Pn#L, ~11!

which is, except for notation, identical to the results given by
previous theories.1,26Unlike Eq.~10!, formula~11! predicts a
linear dependence of the excited displacement on the width
of the incident beamL. This divergent result, when increas-
ing L, does not obviously agree with the experimental obser-
vation mentioned above. Moreover, the inclusion of the re-
flected field provides also the possibility to study27 the
nonspecular reflection phenomena, occurring when a
bounded wave is incident on a layer at critical angles
un5arcsin(c0/vn).

28

To determine the performance of the wedge transducer it
is necessary to calculate the efficiency functionhn , defined
as the ratio of excited mode power to incident power and
given by23,24

hn52@12exp~anL !#1/2/~anL !. ~12!

Thus the conversion efficiency is expressed in terms of a
single parameterhn5anL, attaining a maximum value of
82% ath51.3. In this specific waveguide where the surface
wave is nondispersivevn5vR ~constant!,23,24 the efficiency
hR as a function ofhR5aRL represents nothing else than
efficiency vs frequency plot because the leak rate of the Ray-
leigh waveaR is proportional to frequency.

21 As will be seen
in the following section, the situation becomes much more
complicated in other waveguides such as an elastic plate
where multiple and dispersive modes coexist. As a result, the
efficiency depends not only on frequency but also on geom-
etry parameters of the waveguide and the transducer. Nu-
merical calculations are often necessary to determine these
material and geometry parameters required for optimum ef-
ficiency.

C. Numerical computation of Lamb waves excited
in a plate waveguide

Lamb waves are the eigenmodes propagating in an elas-
tic plate with stress-free boundary conditionsT225T1250 at
the two surfacesy56b/2 ~Fig. 1!. Associated particle dis-
placements are located in the sagittal plane formed by the
direction of propagation and the axis normal to the plate
plane. According to the symmetry of particle displacements
with respect to the middle plane of the plate, the Lamb
waves can be classified either as symmetric modes or as
antisymmetric modes. Figure 2 displays the plots of phase
velocity versus productf b ~frequency3plate thickness! for
the first few Lamb modes in an aluminium plate. Since the
phase velocities are generally frequency dependent, the
Lamb modes are dispersive. Among multiple Lamb modes,
the lowest symmetricS0 and antisymmetricA0 Lamb modes
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are of particular interest. They are qualitatively different
from all other modes and can exist for any value off b,
whereas other high-order modes have cutoff frequencies. In
the limit of f b@1, both theS0 andA0 modes become asymp-
totic and approach to the velocity of Rayleigh wave.

Exciting a Lamb mode by the wedge method is to select
the incident angle verifying the Snell law sinun5c0/vn . The
corresponding Lamb anglesun can be determined from the
phase velocity shown in Fig. 2 as a function of the product
f b. As mentioned in the preceding section, the mode ampli-
tude as well as the efficiency function depend strongly on the
leak rate ofan into the liquid wedge@Eqs.~10! and~12!#. To
determinean it is necessary, according to Eq.~8!, to calcu-
late the normal component of displacement at the plate sur-
face normalized toAPn. The power flowPn defined by Eq.
~3! is expressed in terms of stress and displacements, which
can also be determined from the energy density and the
group velocityVg . For thenth guided mode, the average
power flow takes the form17,21

Pn5
1

2
rv2~Vg!nE

2b/2

b/2

~ uunyu21uunzu2!dy, ~13!

which avoids laborious calculations of the stress field re-
quired in Eq.~3!. Using Eq.~13!, it is possible to calculate
an from the particle displacement of the given mode alone.

Figure 3~a! and ~b! shows the attenuation curvesa ver-
sus the productf b for the two fundamentalS0 andA0 modes
for two different thicknessesb. It is found that, for a given
value of f b, the leak ratea is inversely proportional to the
plate thickness. Similar curves were presented previously by
Merkulov,29 who has resolved mathematically the character-
istic equation, in a first-order approximation, of a plate im-
mersed in a surrounding liquid. In comparison with that
work, the present analysis has the advantage of giving a
physical feel to the phenomena and establishing explicitly
the relationship between the attenuation due to the wave ra-
diation and the normal component of the displacement nor-
malized to the power flow. It is seen in Fig. 3~a! thata starts
from zero with the frequency, reaches a maximum value at
f b'2.6 MHz3mm, and increases asymptotically withf 2

when f b tends to infinity. In the limit asf b→0, the sym-
metrical modeS0 behaves basically as a longitudinal wave
with the displacement parallel to the plate surface, which

explains the weak wave radiation~i.e., attenuation!. When
the frequency or the plate thickness becomes great~f b@1!,
theS0 mode is essentially concentrated at the surfaces of the
plate. The radiation behavior into the surrounding liquid is
thus the same as the Rayleigh wave which is proportional to
f 2.21 As shown in Fig. 3~b!, the antisymmetricalA0 mode
behaves in the same way as the modeS0 in the limit as
f b→`. To the contrary, theA0 mode has an important radia-
tion ~and attenuation! in the low f b limit, caused by its flex-
ural motion normal to the plate surface. The cutoff of the
attenuation curves atf b'0.22 MHz3mm is because the
phase velocities of theA0 mode below this limit are smaller
than the sound velocity in the wedge liquid. As a result, no
radiation of guided waves is allowed by the Snell law.

Now we search for the amplitudes of Lamb modes ex-
cited by the wedge method. By making use of the dispersion
and attenuation results illustrated in Figs. 2 and 3, we carried
out the numerical calculations directly from Eq.~10!. Figure
4~a! and~b! show the surface displacements versus the prod-
uct f b for the symmetricalS0 mode excited in plates of
thicknessb51 and 2 mm, respectively, by the wedge trans-
ducers of different sizes. As expected, theS0 mode is hardly
excited at the low-frequency limit because of the lack of the
normal component of displacement coupling with the inci-
dent wave. After undergoing a rapid increase with the fre-
quency, the amplitude of theS0 mode attains a maximum
value and remains rather constant over a wide frequency
range. The displacements excited by the same transducers of

FIG. 2. Phase velocities of Lamb modes versusf b ~product frequency-
thickness! in an aluminium plate~v156290 m/s andvs53280 m/s!.

FIG. 3. Attenuation coefficients of Lamb modesS0 ~a! andA0 ~b! for two
different thickness of plateb51 and 2 mm, immersed in water.
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the antisymmetricalA0 mode are shown in Fig. 5. Compared
to the S0 mode, there is no abrupt variation although the
amplitude of theA0 mode increases a little with the fre-
quency. For a given value off b, the excited displacements
of both theS0 andA0 modes are function of the plate thick-
nessb. Besides, it is seen in Figs. 4 and 5 that the amplitude
of the excited displacement increases, for a given frequency,
with the sizew of the transducer, i.e., the width of the inci-
dent beam. One possible explanation is that the Lamb waves
are excited by an incident beam verifying the Snell’s law. As
the source is coherent, the larger the excitation zone, the
greater the amplitude of the excited mode.

For a given amplitude of the incident waveUi , increas-
ing the beam widthw implies an increase in the power sup-
plied to the transducer. To appreciate the performance of a
wedge transducer, it is useful to calculate its conversion ef-
ficiency h. Figures 6 and 7 present the efficiency functions
obtained from Eq.~12! for the S0 and A0 modes, respec-
tively. Maximum efficiencies of about 80% are attainable. In
contrast to the Rayleigh wave where an ideal size of trans-
ducerL51.3/aR( f ) exists at a given frequency for a maxi-
mum efficiency, the conditions required for optimum effi-
ciency of Lamb waves are not so simple to determine.
Indeed, the efficiency functions depend not only on fre-
quency and transducer size, but also on the plate thickness
and type of the modes to be excited.

II. EXPERIMENTS

To verify the above modal analysis of the Lamb excita-
tion, we have made use of an experimental setup shown in
Fig. 8. The wedge transducer is realized with a piezoelectric
transducer immersed in a distilled water tank, which is in
contact with an aluminum plate at the bottom across a thin
plastic film ~<10 mm!. The transducer is aligned so that the
emitted beam strikes the boundary separating the water-
loaded and the stress-free parts of the plate. The excited
Lamb waves after leaving the liquid wedge propagate along
a stress-free plate where the energy leakage into air is neg-
ligible. For a given incident beam, the normal displacement
of the excited Lamb waves is detected at the polished plate
surface using an optical heterodyne interferometer.30 This
displacement interferometer having a sensitivity of 1024

Å/AHz is calibrated to 10 mV/Å. Detailed description of
optical displacement or velocity interferometers operating at
a reflecting or scattering surfaces can be found elsewhere.15

As described below, the amplitude of the incident beam is
also determined optically using an original interferometric
method. The ratio of the excited displacement amplitude to
the incident one will then permit a direct comparison with
the theoretical value computed from Eq.~12!. In previous
experiments, the efficiency function24 and the excited mode
amplitude31 were determined by measuring the round-trip in-
sertion loss of the guided wave reflected from the edge of the
waveguide. The present optical method presents an advan-

FIG. 4. Normalized surface displacement ofS0 mode in a 1-mm~a! and
2-mm ~b! thick plates, excited by different sizesw of transducer.

FIG. 5. Normalized surface displacement ofA0 mode in a 1-mm~a! and
2-mm ~b! thick plates, excited by different sizesw of transducer.
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tage in being more direct and quantitative, avoiding the com-
plicated process of mode conversion which may be encoun-
tered at the end of a plate waveguide.11

A. Determination of the incident wave amplitude

In the preceding section, the displacement of the excited
Lamb mode is calculated as function of the incident wave.
To compare with the theory, we need to determine experi-
mentally the displacement amplitude associated with the in-
cident wave striking the plate via` liquid wedge. For doing
this, an acousto-optic method combined with heterodyning
detection was employed. This method, recently developed by
the authors,32–34allows the acoustic pressure or dilatation to
be measured inside a transparent medium. As shown by the
schematic diagram in Fig. 9~a!, a laser probe beam crossing
normally an acoustic wave undergoes an optical phase shift
due to the acousto-optic effect,Df(t)5(2pm/l)p(t)d.
Herem is the photoelastic constant of fluid media,p(t) is the
acoustic pressure, andd is the length of the acoustic beam.
This probe beam is then mixed with a reference beam issuing
from the same laser source. The signal resulting from the
interference at the photodetector level will be
i (t)5(I 0/2) cos[vBt1Df(t)], where I 0 is the laser inten-
sity of the source andvB is the frequency shift of either the
reference or probe beam produced by an acousto-optic
modulator ~heterodyning!. This phase shift proportional to
the acoustic pressure can be demodulated by a broadband
electronic processing similar to that for displacement

measurement.30 Figure 9~b! shows a typical pressure toneb-
urst of an incident beam, emitted by a Panametrics trans-
ducer of nominal diameter of 12 mm. It is driven at 2 MHz
by HP 8116A generator through an ENI A150 amplifier. The
measured amplitude of pressure was 2.760.15 atm. The cor-
responding particle displacement can be deduced readily by
the relationshipu5p/(vZ0), whereZ0 is the acoustic im-
pedance of water andv is the incident angular frequency.
For example, the mean amplitude of the particle displace-
ment deduced from the pressure shown in Fig. 9~b! is 14 nm.

FIG. 6. Efficiencies for different sizes of transducer of generating the mode
S0 in 1-mm ~a! and 2-mm~b! thick aluminium plates, respectively. FIG. 7. Efficiencies for different sizes of transducer of generating the mode

A0 in 1-mm ~a! and 2-mm~b! thick aluminium plates, respectively.

FIG. 8. Experimental arrangement for generating and detecting the Lamb
waves in a plate.
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B. Measurements of Lamb modes

A ten-cycle toneburst of longitudinal wave shown in
Fig. 9~b! was used to excite Lamb modes in 1-mm-thick
aluminum plate, placed in the far field of the transducer. In
this work, our attention was focused on the observation of
the two fundamental Lamb modesS0 and A0. In order to
ease the interpretation of the received signal, the frequency
of the toneburst varied so as to give a product off b ~fre-
quency thickness! from 1–3 MHz3mm. In these regions of
f b, only the fundamentalS0 andA0 modes are dominant and
propagate with different phase velocities. According to
Snell’s law sinun5c0/vn , the two modes can be excited
separately with different incident angles. When the fre-
quency increases, the phase velocities of theS0 and A0
modes approach each other and the two modes can be ex-
cited at a given angle~u'30°! due to the beam spreading of
incident wave. It was not a problem in our experiment to
isolate the mode of interest from the rest of the received
signal, since the corresponding group velocities are different,
causing mode separation in the time domain. In the present
case where the incident beam is large compared to the wave-
length, the maximum amplitude of a given Lamb mode is
achieved when the incident angle is chosen according to the
Snell’s law.1,26 Varying the incident angleu as function of
f b allows us to generate Lamb modes with different wave-
length as shown in Fig. 2.

Typical displacement waveforms measured by optical
interferometer of the Lamb modesS0 andA0 are displayed in
Fig. 10. They were generated with a center frequency thick-
ness off b52 MHz3mm at an incident angle of 19° and 34°,
respectively. The phase velocities deduced from Snell’s law,
with sound velocityc051500 m/s in water, were 4600 and

2680 m/s, corresponding well to those predicted by the theo-
retical dispersion curves~Fig. 2!. Unlike modeA0, the wave-
form of modeS0 was distorted in comparison with that of the
incident wave. This distortion arose probably from the rapid
variation of its displacement response at this frequency range
@Fig. 4~a!#. The peak-to-peak amplitudes of theS0 and A0
modes were measured for different frequency of excitation.
The frequency increment in each case was 0.1 MHz. Figure
11 shows the measured amplitudes normalized to the inci-
dent wave versus the productf b, along with the theoretical
curves. Overall, there is a qualitative agreement between
theory and experiment both for order and frequency depen-
dence. Several observations can be made concerning the dis-
crepancy between the theoretical and the experimental re-
sults. First, as in the previous studies,23,24,26two-dimensional
striplike sources were assumed in the present theory whereas
the transducer used in the experiment was of circular nature.
Second, the theoretical assumption of a uniform incident
beam was different from the practical one generally in
Gaussian form.31 Also the beam spreading effects neglected
in the theory but present in the experiment can induce error
for determining effective incident beam~transducer! size.

III. CONCLUSION

A modal analysis is developed for determining the am-
plitudes of Lamb waves generated by a parallel and uniform
incident longitudinal wave. Using a perturbation theory, the
reflected wave contribution as well as the Lamb wave leak-

FIG. 9. ~a! Schematic diagram of ultrasonic pressure detected by optical
method;~b! longitudinal wave used to excite the Lamb modes through the
water wedge is measured by an optical interferometric method.

FIG. 10. Typical displacement waveforms of the excited Lamb modesS0 ~a!
andA0 ~b! in a 1-mm-thick aluminium plate.
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age have been accounted for in the theory to give an analyti-
cal expression of the excited displacement. Numerical calcu-
lations have been performed for the two fundamental Lamb
modesS0 andA0 propagating in 1- and 2-mm-thick alumi-
num plates, respectively. The theoretical results showed that,
in addition to the thickness of the plate, the excited Lamb
wave displacements and the efficiency function depend on
the frequency and also the width of the incident beam. Ow-
ing to the optical interferometric method, the normalized sur-
face displacement of excitedS0 and A0 modes have been
measured in a 1-mm-thick aluminum plate. These prelimi-
nary results confirmed quite well the theoretical prediction.
In future work, we will improve the present theory by con-
sidering an inhomogenous such as Gaussian incident beam
and conduct the experiments with well-defined acoustic
beams emitted by striplike~two-dimensional! transducers.
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A laser ultrasonic approach has been developed and used to measure the time-of-flight~TOF! for
rays penetrating model cylindrical solid–liquid interfaces. Since the longitudinal acoustic wave
speed in the solid is 45% higher than the liquid, TOF measurements for ultrasonic rays that
propagate through the interface are found to be sensitive to the instantaneous position and shape of
the interface. A ray tracing code~incorporating both interface refracted and creeping rays! has
predicted the ray paths and their time-of-flights as a function of axial position for opposingly aligned
source/receiver points on the diametral plane. When used in conjunction with a nonlinear
least-squares method, the ray propagation model enabled reconstruction of the interface position, its
convexity, and the velocities of both the liquid and solid phases from a few parallel beam TOF
measurements collected on the diametral plane. ©1997 Acoustical Society of America.
@S0001-4966~97!00302-0#

PACS numbers: 43.35.Sx@HEB#

INTRODUCTION

Many semiconductors are grown by variants of the
Bridgman technique in which an ampoule containing a mol-
ten semiconductor is translated through a thermal gradient,
resulting in directional solidification and the growth of a
single crystal. During crystal growth, factors such as the so-
lidification velocity, the shape of the solid–liquid interface,
the temperature gradient, and the position of the interface
along the gradient control the mechanisms of solidification,
the likelihood of secondary grain nucleation/twin formation,
solute segregation, dislocation generation, etc., and thus the
yield of premium quality single crystal material is a sensitive
function of growth conditions.1–3 For crystals grown by the
vertical Bridgman~VB! technique, the highest quality is ob-
tained with a low~;1–5 mm/h! constant solidification ve-
locity and a planar or near-planar~slightly convex towards
liquid! interface shape maintained throughout growth.4–6The
solidification velocity and solid–liquid interface shape are
functions of the temperature gradients~both axial and radial!
imposed during solidification.7,8 Undesirable interface loca-
tions, interfacial velocity jumps, and interface shapes~i.e.,
concave! have been found to occur under some growth con-
ditions, especially for semiconducting materials with low
thermal conductivity~e.g., GaAs and CdTe!.3,7–9As a result,
secondary grains are often observed during VB solidification
of low stacking fault energy materials like CdTe and its re-
lated alloys. The presence of large interfacial curvatures is
also associated with high thermal stresses and the formation
of dislocations.10,11

Although solidification modeling efforts are beginning
to be used to explore and develop an understanding of the
growth methodology,7,8 they are still not fully predictive, and
the production of premium quality CdTe remains substan-
tially an art. This has stimulated an interest in developing
and applying noninvasive sensor technologies based on x-ray
radiography,12,13 eddy-current techniques,14,15 and ultra-
sonics16–18 to monitor the single crystal growth process and

perhaps facilitate on-line feedback control of interface veloc-
ity, shape, and even the thermal gradients within the am-
poule. Each of the potential sensor methodologies above is
based on the change of one or more material properties at the
melting point: density for x-ray radiography, electrical con-
ductivity for eddy-current sensing and the density/elastic
moduli for an ultrasonic approach.

One ultrasonic approach to sensing has sought to exploit
the acoustic impedance difference across a solid–liquid in-
terface by detecting ultrasonic reflections from the
interface.16–18The normal-incident plane wave amplitude re-
flection coefficient (R) at a planar interface is a function of
the impedance difference across the interface:19

R5
nsrs2n lr l
nsrs1n lr l

, ~1!

wherens and nl are longitudinal wave velocities,rs and rl
are densities of the solid and the liquid phase, andnr is the
mechanical impedance. Relatively strong reflections arise
when ultrasound is normally incident upon a flat Si or Ge
solid–liquid interface~Table I!.20–24This reflection approach
has been investigated by Parkeret al. for Si,16 Jenet al. for
Ge,17 and Carteret al. also for Ge18 as a means for identify-
ing the position of solid–liquid interfaces during vertical
Bridgman solidification. In each of these investigations’ ul-
trasound was generated piezoelectrically from the cold end
of the already solidified cylindrical sample and they mea-
sured the time-of-flight~TOF! for signalsreflectedfrom the
solid–liquid interface to determine the interface position.
However, large poorly characterized axial temperature gradi-
ents introduced uncertainties in mapping TOF data into in-
terface axial position and little information can be inferred
about interfacial curvature by this method. In addition, as
shown in Table I, some semiconductor materials~e.g., InSb!
have quite small amplitude reflection coefficients, and are
therefore poorly suited to this approach.
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An alternative approach exploits the ultrasonic delay
when rays are partially transmitted through the liquid. Mauer
et al.25 and Nortonet al.26 have reported measurement of the
TOF for rays transmitted through a solid–liquid interface
during the controlled solidification of polycrystalline alumi-
num. In their experiments, the samples were stationary and
their outer surface never exceeded 650 °C and so a combi-
nation of laser generation and waveguide coupled piezoelec-
tric transducion was used to make the measurements. Be-
cause extensivea priori knowledge about the interface was
available they were able to construct an interface model
~with a small number of unknown coefficients! and could use
a very simple ray tracing code to compute predicted TOF
values for rays propagating between the known source and
receiver points. In these studies, the rays were incident nor-
mal to the interface and ray refraction was negligible. A
nonlinear least-squares method was able to reconstruct the
interface shape from a small~10! ray path data set. When
a priori information is less abundant, ultrasonic tomographic
techniques using convolution backprojection algorithms have
also successfully recovered velocity distributions from laser
ultrasonic TOF projection data.27,28 In these situations, sig-
nificantly more TOF values are needed, and the approach has
not been extended to situations where ray bending is signifi-
cant.

The recent emergence of laser ultrasonics~i.e., laser
generation and laser interferometric detection!29 now offers
the possibility of noninvasively introducing ultrasonic
sources and receivers into high-temperature crystal growth
furnaces and thereby obtaining information from rays that
have propagated through a region of solidification. Since the
longitudinal acoustic wave speed in semiconductors exhibits
an abrupt increase~of 15%–50%! upon solidification, TOF
measurements for ultrasonic rays that propagate through a
solidification interface are likely to be sensitive to the instan-
taneous position and shape of the interface. Simulations of
wave propagation through a solidification interface indicate
that ultrasonic TOF projection data collected on the diamet-
ral plane is particularly amenable for analysis because the
incident and refracted rays remain in the diametral plane
when the interface has axisymmetry.30 In addition, when the
source and receiver have the same axial coordinate, a rapid
characterization of interface position and curvature might be
possible from only a few rays. However, because the rays

make oblique contact with the interface, significant ray bend-
ing occurs.28,31,32Thus, a key issue in the development of an
ultrasonic approach to interface sensing is the design of a
methodology for reliable reconstruction of interfacial geom-
etry from refracted ray path data.

Here, we experimentally explore the use of laser ultra-
sonic sensor concepts for monitoring solid–liquid interface
position and shape. A combination of ray path analysis and
testing of a model system~where the interface geometries are
precisely known! were used to evaluate sensing and interface
reconstruction approaches. The model system usedisotropic
materials with ultrasonic velocities similar to those of solid
and liquid semiconductors near their melting temperatures.
While semiconductor crystals are elastically anisotropic,
modeling has suggested that strategies that work on isotropic
systems can be readily extrapolated to anisotropic ones, pro-
vided point sources and receivers are used, and an aniso-
tropic generalization of Snell’s law is incorporated in the ray
tracing.30

I. MODEL SYSTEM

The bench-top model consisted of water and solid poly-
methylmethacrylate~PMMA! contained in a cylindrical alu-
minum ~2024-T6! ‘‘ampoule.’’ This mimics the opaque py-
rolitic boron nitride ~PBN! ampoules that are often used
during crystal growth~Fig. 1!. The ampoule had an inner
radius of 75.060.1 mm and an outer radius of 77.060.1 mm.
Ultrasound was optically generated and laser interferometri-
cally detected on the outer surface of this aluminum am-
poule. To obtain good ultrasonic coupling between the am-
poule and the solid, the PMMA was machined so that its
diameter was slightly smaller~0.50 mm! than the inner di-
ameter of the ampoule. This allowed a thin layer of liquid
~0.25 mm! to exist between the inner wall of the ampoule
and solid PMMA. By machining one end of the PMMA
sample the interface curvature could be varied from convex
through planar to concave. The interface convexitiesh ~de-
fined such thath.0 corresponds to a convex interface when
viewed from the liquid! were115, 610, 65, 62 mm and
planar~0 mm!. The water and PMMA had a measured lon-
gitudinal wave velocity of 1.49760.01 mm/ms and 2.670
60.01 mm/ms at 21 °C, respectively, while the 2024-T6 Al
alloy had a measured longitudinal wave velocity of 6.35

TABLE I. Longitudinal wave velocities and densities for solid (ns ,rs) and liquid (n l ,r l) phases and the
amplitude reflection coefficient (R) of selected semiconductor materials at their melting point (Tm).

20–24

Material
Tm
~°C!

ns
~mm/ms!

nl
~mm/ms!

ns2nl
ns

rs
~g/cm3!

rl
~g/cm3! R

Ge @111# 936 5.13 2.71 47.2% 5.26 5.51 0.2875
Ge @110# 936 4.99 2.71 45.7% 5.26 5.51 0.2748
Ge @100# 936 4.52 2.71 40.0% 5.26 5.51 0.2285
Si @111# 1410 8.60 3.92 54.4% 2.30 2.53 0.3321
Si @110# 1410 8.37 3.92 53.2% 2.30 2.53 0.3200
Si @100# 1410 7.63 3.92 48.7% 2.30 2.53 0.2778
InSb @111# 536 3.71 2.67 27.9% 5.76 6.48 0.1052
InSb @110# 536 3.59 2.67 25.5% 5.76 6.48 0.0889
InSb @100# 536 3.20 2.67 16.4% 5.76 6.48 0.0316
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60.01 mm/ms and a shear wave velocity of 3.0160.01
mm/ms at 21 °C. All experiments were conducted at 21
62 °C.

II. LASER ULTRASONIC MEASUREMENTS

Ultrasonic time-of-flights between precisely positioned
source and receiver points were measured using the laser
ultrasonic system shown in Fig. 2. A;10-ns duration
Q-switched Nd:YAG laser pulse of 1.064-mm wavelength
was used as the ultrasonic source. The energy per pulse was
50 mJ and the roughly Gaussian beam of the multimode
pulse was focused to an approximate circular spot 1 mm in
diameter. Thus, the source power density was;600
MW/cm2. Since the infrared absorption coefficient for the
aluminum is low, a constraining layer consisting of a glass
slide and a propylene glycol couplant was used to enhance
the acoustic signal strength.29

The ultrasonic receiver was a heterodyne laser interfer-
ometer. It responded to the sample’s out-of-plane~normal!

surface displacement associated with wavefront arrivals at
the receiver point.33 It was powered by a 1-W single mode
argon ion laser~operated at 0.25 W!, which produced a con-
tinuous Gaussian beam of 514-nm wavelength focused to a
circular spot;100mm in diameter. The interferometer had a
displacement sensitivity of 0.4 Å/mV and exhibited linear
output for displacements up to about 300 Å. For the experi-
ments reported here, maximum surface displacements were
on the order of 150 Å. The signal from the interferometer
was bandpass filtered between 10 kHz and 10 MHz and re-
corded with a~LeCroy 7200! precision digital oscilloscope at
a 2-ns sampling interval using 8-bit analog-to-digital conver-
sion. To improve the signal-to-noise ratio, each waveform
used for TOF measurement was the average of;100 pulses
collected at a pulse repetition rate of 20 Hz. A fast photodi-
ode identified the origination time for the ultrasonic signals.

The sensing configuration used opposingly aligned
source/receiver points@i.e., the source and receiver had the
same axial (z) coordinate# so that parallel beam TOF mea-
surements could be collected on the diametral plane. A set of
computer-controlled translation stages allowed the axial po-
sition of the sample to be translated so that the TOF as a
function of position along thez axis was measured. The
translational stages position accuracy was 1.175mm per 5.08
mm of linear motion. Errors in measured sample sizes, im-
precision in the translation stage alignment, temperature
fluctuations, etc., resulted in an estimated TOF error of about
6100 ns.

III. RESULTS

A. Convex interfaces ( h>0)

Three typical ultrasonic waveforms corresponding to ray
paths through the liquid, interface, and solid regions are
shown in Fig. 3~a!–~c! for an interface with a positive con-
vexity ~h55 mm!. In all three regions the first detectable
signal arrived at;22 ms and corresponded to an encircling
Lamb wave propagating in the aluminum ampoule.34 When

FIG. 1. A schematic of the H2O/PMMA bench-top model showing the
solid–liquid interface position (zi), interfacial curvature (h), and the veloc-
ity fields of the liquid and solid phases (n l ,ns) ~all dimensions in mm!.

FIG. 2. A schematic of the laser ultrasonic test facility used to evaluate the sensor concepts.
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zs5zr.h the first arriving direct~nonrefracted! longitudinal
wave propagated through the liquid@Fig. 3~a!# and arrived at
;50 ms. In the interface region, 0,zs,h @Fig. 3~b!#, wave
arrivals were seen at;32 and;50ms. These are later shown
to correspond to a doubly refracted ray and an interface criti-
cally refracted~creeping! ray. Whenzs5zr,0, the first ar-
riving direct ~nonrefracted! longitudinal wave propagated
through the solid@Fig. 3~c!# and arrived at;28 ms.

Since the source (xs ,zs) and the receiver (xrzr) have the
same axial coordinate (zs5zr), the data are most simply pre-
sented as a TOF projection for each interface as a function of
axial ~z axis! position. Figure 4 shows this ultrasonic TOF
projection data for the nonrefracted ray arrivals for a planar
interface~h50 mm!. It is clear that the position of the solid–
liquid interface can be directly determined from the discon-
tinuity in the time-of-flight ~;28 to ;50 ms! for rays that
propagate in the homogeneous solid and liquid regions.

Figure 5~a!–~c! shows the ultrasonic TOF projection
data for either the non- or the doubly refracted rays for in-

terface convexitiesh55, 10, and 15 mm, respectively. When
the source/receiver coordinate was below the interface re-
gion,zs5zr,0, the TOF was a constant, and equal to that in
the solid~;28ms!. In the interface region, 0,zs,h, the first
arrival corresponded to a doubly refracted ray path. The TOF
of the doubly refracted rays increased nonlinearly along the
z-axis coordinate. The TOF became constant once again
when the source/receiver was beyond the interface,
zs5zr.h, and was then equal to that of a direct ray in the
liquid ~;50 ms!. The interface region can again be easily
identified from TOF data and the convexity of a convex in-
terface can be directly determined from either the TOF data
of doubly refracted rays or from the TOF discontinuity of
signals traveling directly to the receiver in only the homoge-
neous liquid or solid adjacent to the interface.

Figure 6~a!–~c! shows the ultrasonic TOF projection
data again for either nonrefracted or interface creeping rays
for convexitiesh52, 5, and 10 mm. In the interface region,
0,zs,h, the TOF for the interface creeping rays increased
nonlinearly along thez-axis coordinate. The TOF for direct
rays in either the solid or liquid were again constant when
the source/receiver were beyond the interface region,
zs5zr,0 or zs5zr.h. The results above indicated that in-
terface mapping with doubly refracted rays delineate the
three regions~liquid, interface, solid! more clearly than using
interface creeping rays. Also, the authors have found, due to
the large difference in velocity~v l /vs50.561!, severe ray
bending occurs and interface discrimination~using doubly
refracted rays! for small interface convexities~i.e.,h52 mm!
becomes difficult.

B. Concave interfaces ( h<0)

Figure 7~a!–~c! shows three typical ultrasonic wave-
forms corresponding to ray paths through the liquid, inter-
face, and solid regions for a negative convexity~h525
mm!. Again the first detectable signal arrived at;22ms and
corresponded to an encircling Lamb wave propagating in the
ampoule. Whenzs5zr.0, the first arriving direct~nonre-
fracted! longitudinal wave propagated through the liquid
@Fig. 7~a!# and arrived at;50 ms. In the interface region,
2h,zs,0 @Fig. 7~b!#, a wave arrival was seen at;30 ms.

FIG. 3. Typical ultrasonic waveforms denoting the arrival time-of-flights
~TOF! in the ~a! liquid region,~b! interface region, and~c! solid region for
a convex interface~h55 mm!.

FIG. 4. Ultrasonic TOF projection data~nonrefracted rays! of the solid–
liquid interface region for a planar interface~h50 mm!.
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This is shown below to correspond to an interface creeping
ray. Whenzs5zr,2h the first arriving direct~nonrefracted!
longitudinal wave propagated through the solid@Fig. 7~c!#
and arrived at;28 ms.

Figure 8~a!–~c! shows the ultrasonic TOF projection
data for either the nonrefracted or interface creeping rays for
interface convexitiesh522,25, and210 mm. Again when
the source/receiver coordinate was below the interface re-
gion, zs5zr,2h, the TOF was a constant equal to that in
the solid~;28 ms!. In the interface region,2h,zs,0, the
TOF of the interface creeping rays increased nonlinearly
along thez-axis coordinate. The TOF again became constant
when the source/receiver was beyond the interface,

zs5zr.0, and was equal to that of a direct ray in the liquid
~;50 ms!.

Observation of the TOF data for direct/creeping rays
through negative convexity interfaces does not provide a
clear direct method for determining interfacial curvature of
interfaces with small convexities~i.e., h522 and25 mm!.
The interface critically refracted creeping ray TOFs are also
an unreliable indicator of interface convexity due to the
small TOF variations in the interface region. For direct ob-
servation of interfaces with small convexities~i.e., h562
mm! other sensor methodologies such as offset source/
receiver combinations on the diametral plane may be needed

FIG. 5. Ultrasonic TOF projection data~non- and doubly refracted rays! of
the solid–liquid interface region for interface convexities of~a! h55 mm,
~b! h510 mm, and~c! h515 mm.

FIG. 6. Ultrasonic TOF projection data~nonrefracted and interface creeping
rays! of the solid–liquid interface region for interface convexities of~a!
h52 mm, ~b! h55 mm, and~c! h510 mm.
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to more accurately determine the interface position and cur-
vature by direct inspection.35

IV. RAY PATH ANALYSIS

To gain a more detailed insight of the phenomena ob-
served in the experiments, a ray tracing analysis has been
applied to calculate the ray paths on the diametral plane of a
cylindrical sample containing an axisymmetric liquid–solid
interface. The measured time-of-flight,tm , for a ray that
propagates along a path of lengthLm is defined by

tm5E
Lm

dl

n
, m51,2,...,M , ~2!

where dl is an infinitesimal element of the path,n is the
ultrasonic velocity~l /n is the local slowness! within the ob-
ject, andM is the number of different rays. Fermat’s least
time principle can be used to find the TOF between defined
source and receiver points.36,37 When an ultrasonic ray is
incident upon an axisymmetric liquid–solid interface, both

reflected and refracted rays propagate on the diametral plane
~defined by the incident propagation vector and the normal to
the interface at the intersection of the incident ray with the
interface!.38,39 If it is assumed that during crystal growth the
temperature gradients are small, the velocities are relatively
uniform on either side of the interface, simplifying the com-
putation oftm .

We arrange for the diametral cross-sectional plane on
which ultrasonic rays propagate to coincide with thex–z
plane in a Cartesian coordinate system. Experiments have
shown that during crystal growth the shape of the solid–
liquid interface can be approximated by a spherical cap. On
the diametral plane the interface is defined as a segment of a
circle of radiusRc . If the solid cylinder radius is denoted by
Rs , the interface convexity byh, the interface radius of cur-
vature,Rc , is given by

FIG. 7. Typical ultrasonic waveforms denoting the arrival time-of-flights
~TOF! in the ~a! liquid region,~b! interface region, and~c! solid region for
a concave interface~h525 mm!.

FIG. 8. Ultrasonic TOF projection data~nonrefracted and interface creeping
rays! of the solid–liquid interface region for interface convexities of~a!
h522 mm, ~b! h 25 mm, and~c! h5210 mm.
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Rc5
Rs
21h2

2h
. ~3!

The origin of the coordinate system is chosen so that when
h50 the interface is contained in thex–y plane.

A. Convex interfaces ( h>0)

1. Direct and refracted rays

We first consider a convex interface shape@Fig. 9~a!#
and investigate ray paths for prescribed source (xs ,zs) coor-
dinates with initial ray anglesa. On the diametral plane, the
interface is defined by the equation for a circle of radiusRc :

Rc5x21@z1~Rc2h!#2. ~4!

The equation for a ray path~with initial ray anglea! is

z5tana~x2xs!1zs . ~5!

For zs.0 and the initial ray anglea.ac , all the rays propa-
gate in the liquid along straight ray paths, where
ac5arctan(z2zs/x2xs) is the critical angle at which the ray
path touches the interface tangentially. Whena,ac , rays
intersect the liquid–solid interface at (xl ,zl). Since the inter-
section point (xl ,zl) satisfies both Eqs.~4! and ~5!, it is
obtained as one of two roots. Since the intersection point is
to the left side of the tangential point (x0 ,z0), we choose the
root with x1,x0 .

The ray’s incident angle to the interface,u1liq , is defined
as the angle between the normal to the interface at (x1 ,z1)
and the ray path given by Eq.~5!. The incident ray angle
u1liq is

u1liq5arctanS x1~x12xs!1z1~z12zs!

Ax121z1
2A~x12xs!

21~z12zs!
2D . ~6!

The first refraction angleusol at (x1 ,z1) is calculated next.
Since the incident ray propagates in the liquid with a con-
stant velocitynl , the refraction angleusol of the refracted ray
in the solid can be determined simply using Snell’s law:

usol5arcsinS sin u1liq
n l

vsD , ~7!

wherens is the longitudinal velocity in the solid.
After the first refraction has occurred, the equation for

the refracted ray path in the solid is

z5cot~f11usol!~x2x1!1z1 , ~8!

where~usol1f12p/2! is the angle between the refracted ray
path and thex axis and

f15arctanS x1
z11~Rc2h! D . ~9!

A second refraction may sometimes occur at a point (x2 ,z2)
on the solid–liquid interface. The point (x2 ,z2) is again ob-
tained as one of the two roots of Eqs.~4! and ~5!. Since the
second intersection point is on the right side of the tangential
point (x0 ,z0), the root withx2.x0 is chosen.

The incident angle to the interface at (x2 ,z2) is also
equal tousol. Since the longitudinal velocity in the liquid is
assumed to be a constantv l , the second refraction angleu2liq
at (x2 ,z2) can be determined again using Snell’s law:

u2liq5arcsinS sin usol
ns

n l D . ~10!

The doubly refracted ray path is now totally defined by the
source point (xs ,zs), the first and second interface intersec-
tion points (x1 ,z1) and (x2 ,z2), and the refraction angle
u2liq .

FIG. 9. Ray tracing on the diametral plane for a~a! convex solid–liquid interface and a~b! concave solid–liquid interface.
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Assuming the source point and the receiver point are
equal, zs5zr , we must now solve a two-point boundary-
value problem.40 For convex interfaces it is obvious that di-
rect ~nonrefracted! or doubly refracted ray paths can reach
the receiver. To calculate the path of the latter, suppose the
rays leave the source point (xs ,zs), intersect the interface at
(x1 ,z1), suffer refraction, intersect the interface again at
(x2 ,z2), suffer refraction again~i.e., are doubly refracted!,
and then reach the receiver point (xr ,zr). The shooting
method41 obtains the ray path that connects the source point
(xs ,zs) and the receiver point (xr ,zr). We assume that the
‘‘doubly refracted’’ ray intersects the vertical linex5xr , at
z3 where in generalz3Þzr . The correct ray path is obtained
whenuz32zr u is less than a prescribed allowable toleranced
~52.531023 Rs here!. The ray path is then defined by
(xs ,zs), (x1 ,z1), (x2 ,z2), and (xr ,z3).

If we assume thatzs,0 ~convex interface!, then the ray
path from the source point (xs ,zs) to the receiver point
(xr ,zr) will not pass through the interface region. The TOF
for such a ray path in the solid is given by

ts5
2~Ro2Ri !

na
1
2~Ri2Rs!

n l
1
2Rs

ns
, ~11!

whereRo andRi are the outside/inside radii of the ampoule
andna is the longitudinal wave velocity in the ampoule. For
a convex interface@Fig. 9~a!# the doubly refracted rays that
propagate through the solid carry information about the in-
terface. In this case, each ray path is defined by four points:
the source point (xs ,zs), the first intersection at the interface
(x1 ,z1), the second intersection (x2 ,z2), and the receiver
point (xr ,zr). The TOF is given by

t i5
2~Ro2Ri !

na
1

A~xs2x1!
21~zs2z1!

2

n l
1
x22x1

ns

1
A~x22xr !

21~z22z3!
2

n l
. ~12!

Now if zs.h for a convex interface, then once again a
direct ~nonrefracted! ray can propagate from the source point
(xs ,zs) to the receiver point (xr ,zr). The TOF for such a ray
path in the liquid is given by

t l5
2~Ro2Ri !

na
1
xr2xs

n l
. ~13!

However, when the source/receiver points are just above the
tip of the interface (zs5zr.h), two ray paths are available:
one is directly via the~low velocity! liquid @Eq. ~13!#; the
second involves double refraction@Eq. ~12!#.

2. Creeping rays

According to Huygens’ principle, each particle on an
interface that is activated by a wavefront can be thought of as
the source of a secondary disturbance.42 The secondary
source emits rays in all directions, and the one tangential to
the interface corresponds to the interface critically refracted
~creeping! ray.43 Thus as particles near the interface are ac-
tivated by rays with a critical angleac , the interface creeping
rays are generated in the liquid phase and travel in directions

tangential to the interface. These rays contact the interface
tangentially, propagate along the interface, and then leave
the interface tangentially to reach the receiver point.

The interface creeping ray paths are obtained by noting
that the ray emitted from a source point (xs ,zs) first touches
the interface tangentially at (x1 ,z1), where (x1 ,z1) are given
by Eq. ~5!. Since the interface is symmetric with respect to
the z axis, the surface creeping ray starts at (x1 ,z1) and
leaves the interface at (x2 ,z2) wherex252x1 andz252z1 .
The ray path now consists of the line linking (xs ,zs) to
(x1 ,z1), the segment of the interface between (x1 ,z1) and
(x2 ,z2), and the line linking (x2 ,z2) to (xr ,zr). The TOF is
given by

tcr5
2~Ro2Ri !

na
1

A~xs2x1!
21~zs2z1!

2

n l

1
~f11f2!Rc

n l
1

A~x22xr !
21~z22zr !

2

n l
, ~14!

where ~f11f2! ~in radians! is the portion of the ray that
‘‘creeps’’ along the interface. The term 2(Ro2Ri)/na is the
fraction of time the ray propagates in the ampoule.

3. Comparisons

Figure 4 shows a comparison between the predicted
TOFs @Eqs. ~11! and ~13!# and the experimentally deter-
mined TOFs of nonrefracted rays for a planar interface.
There is excellent agreement between experiment and model.
Likewise, Fig. 5 shows a comparison between the predicted
TOFs @Eqs. ~11!–~13!# and the experimentally determined
TOFs either non- or doubly refracted rays for convex inter-
faces ~h.0!. Again there is good agreement between the
experimental and predicted TOFs. Figure 6 shows reasonable
agreement between the predicted TOFs@Eqs.~11!, ~13! and
~14!# and the experimentally determined~interface creeping
rays! TOFs for convex interfaces.

B. Concave interfaces ( h<0)

For a concave interface shape@Fig. 9~b!# with a source
located in either the liquid~zs.0! or the solid (zs,2h) the
TOFs are equal to that of the homogeneous liquid@Eq. ~13!#
and solid@Eq. ~11!#. In the interface region (2h,zs,0) the
procedure for determination of the intersection coordinates
with the interface for refracted ray paths and the calculation
of the refraction angles is similar to that for the convex in-
terfaces. However, due to the convergent nature of the con-
cave interface, doubly refracted rays are not possible with
this sensor arrangement and interface creeping rays are the
first arriving signals.

From the analysis above, the ray path in the interface
region (2h,zs,0) consists of the line linking (xs ,zs) to
(xl ,zl), the segment of the interface between (x1 ,z1) and
(x2 ,z2), and the line linking (x2 ,z2) to (xr ,zr). The TOF is
therefore given by
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tcr5
2~Ro2Ri !

na
1

A~xs2x1!
21~zs2z1!

2

ns

1
~f11f2!Rc

ns
1

A~x22xr !
21~z22zr !

2

ns
, ~15!

where ~f11f2! ~in radians! is the portion of the ray that
creeps along the interface.

Figure 8~a!–~c! shows a comparison between the pre-
dicted TOFs@Eqs. ~11!, ~13!, and ~15!# and the experimen-
tally determined~interface creeping ray! TOFs for concave
interfaces. There is reasonable agreement between experi-
ment and model. However, the interface convexity is clearly
not determinable from direct inspection of the TOF projec-
tion data.

V. INTERFACE CURVATURE RECONSTRUCTIONS

In a crystal growth application, the location and curva-
ture of the interface as well as the velocities of the solid/
liquid regions are all unknown and must be determined from
a set of TOF projection data. There are a variety of tech-
niques available for reconstructing an object image from ul-
trasonic projection data.45,46For crystal growth applications,
approaches that can be used with scarce data and exploit the
often significanta priori information available are prefer-
able. For example, direct inspection of data reveals that an
interface does exist, experiments have shown that its shape
can be approximated as a segment of a circle, and, for most
situations, the gradient in temperature is small so that the
velocities are relatively uniform on either side of the inter-
face. The crystal grower therefore requires only the axial
position of the interface~its change with time gives the so-
lidification velocity! and its approximate curvature. If the
liquid and solid velocities could be also obtained, they might
also be useful since they are related to the local temperature,
composition, and to the crystals crystallographic orientation.
The use of a simple model of the solidification geometry
with a small number of unknown parameters combined with
the ray tracing analysis above enables the application of a
least-squares reconstruction approach.

We assume the model geometry is of the form shown in
Fig. 1, whereh, zi , nl , and ns are all unknown. For the
refracted ray path model, the TOF depends nonlinearly on
the interface convexity (h), interface position (zi), liquid
~nl!, and solid~ns! velocities and the mean-square error is
given by

x25(
i51

M

@t i2 t̂ i~xi ;h,zi ,n l ,ns!#
2, ~16!

whereti are the measured time-of-flights andt̂i are the pre-
dicted time-of-flights for a model estimate of the interface.
To reconstruct the model unknowns from the parallel beam
TOF projection data a Levenberg–Marquardt nonlinear
least-squares reconstruction method was used.47 The nonlin-
ear least-squares method determines the best-fit parameters
(h,zi ,n l ,ns) by minimizingx2.47

The reconstructed interfaces obtained using the nonlin-
ear least-squares method and doubly refracted ray data are

shown in Fig. 10~a!–~c! for convex interfaces with convexi-
ties ofh55, 10, and 15 mm, respectively. It is clear that the
reconstructed interfaces coincide well with those of the
model interfaces. Also shown in Fig. 10 are the deduced
liquid and solid velocities, which were within 4.4%~for the
liquid! and 1.5%~for the solid! of the model’s velocities.
The reconstructed interfaces obtained using the nonlinear
least-squares method and interface creeping rays data are
shown in Fig. 11~a!–~c! for convex interfaces with convexi-
ties ofh52, 5, and 10 mm, respectively. Again it is clear that
the reconstructed interfaces coincided reasonably with the
actual model’s interfaces. Also shown in Fig. 11 are the de-
duced liquid and solid velocities, which were within 4.3%
~for the liquid! and 2.1%~for the solid! of the model’s ve-
locities. The reconstructed interfaces obtained using the in-
terface creeping rays are shown in Fig. 12~a!–~c! for concave
interfaces with convexities ofh522, 25, and210 mm,
respectively. The reconstructed interfaces coincide reason-
ably well with those of the model interfaces, and the deduced
liquid and solid velocities were within 0.5%~for the liquid!

FIG. 10. Nonlinear least-squares interface reconstructions~doubly refracted
rays! for convex interfaces with convexities of~a! h55 mm,~b! h510 mm,
and ~c! h515 mm.
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and 3.7%~for the solid! of the model velocities.
Crystal growth models are now successfully able to pre-

dict the general form of the location–time behavior and the
form of interfacial curvature, but they do not reliably give
the exact values. Using the general form of these solutions
with free parameters (h,zi ,n l ,ns) together with the nonlin-
ear least-squares reconstruction routine appears to represent
a robust approach for converging upon the correct interface
model, and thus recovery of the interface geometry~i.e.,
solid–liquid interface position, convexity, and velocity fields
from sparse data!. Although there was some loss of recon-
struction precision in determining the location ofzi and the
determination ofh with the interface creeping ray model, the
reconstruction results provide significant new information
about the interface geometry to the crystal grower and prom-
ise a more detailed understanding of the growth process.

VI. CONCLUSIONS

An experimental study of laser ultrasonic sensor con-
cepts for monitoring the solid–liquid interface position and

shape similar to those encountered in the vertical Bridgman
growth of~Cd,Zn!Te and other semiconducting materials has
been conducted. A combination of ray path analysis and
bench-top testing on a model isotropic solid–liquid interface
with a prototype laser ultrasonic system was used to explore
various sensing concepts to determine the solid–liquid inter-
face position and interfacial curvature from parallel beam
ultrasonic TOF projection data on the diametral plane. From
direct observation of the TOF projection data the interface
region can be easily identified and the convexity of a convex
interface directly determined from either the TOF data of
doubly refracted rays or from the TOF discontinuity of sig-
nals traveling directly to the receiver in only the homoge-
neous liquid or solid adjacent to the interface. The interface
region is not as clearly defined from the TOF data of inter-
face creeping rays for either convex or concave interfaces.
However, a nonlinear least-squares reconstruction routine ro-
bustly reconstructed the solid–liquid interface position, inter-
face shape, and local velocity fields using either the doubly
refracted or interface creeping ray data.

FIG. 11. Nonlinear least-squares interface reconstructions~creeping rays!
for convex interfaces with convexities of~a! h52 mm,~b! h55 mm, and~c!
h510 mm.

FIG. 12. Nonlinear least-squares interface reconstructions~creeping rays!
for concave interfaces with convexities of~a! h522 mm, ~b! h525 mm,
and ~c! h5210 mm.
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A study on beam optimizing of wideband stagger-tuned array
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A new method is presented for designing the wideband stagger-tuned array~WSTA! which was first
put forward by Zhanget al. @Chin. J. Med. Instrum.9~3!, 5–10 ~1985!#. Based on the
beam-equivalence principle and the sampling-composing law, this method is simple in calculation
and good in precision. An optimized array scheme and expected beam pattern can be obtained by
simulating a given beam pattern. Within620°, the simulative error is below 1%. The experiment
was conducted and the results showed excellent agreement with simulation and calculation for the
major-lobe scope. ©1997 Acoustical Society of America.

PACS numbers: 43.38.Hz, 43.30.Yj@SLE#

INTRODUCTION

For an ultrasonic detecting transducer, two important
specifications are the bandwidth and the spatial beam distri-
bution of the array transducer. The so-called wideband
stagger-tuned array~WSTA! transducer is a nonuniformly
spaced line array in which each element has its own fre-
quency, while the array has a fixed band as a whole. Both the
frequency response and the spatial beam response of the ar-
ray are affected by the elements’ frequency and layout. A
key problem in designing a WSTA is, according to the scan-
ning system’s requirements for bandwidth and beam distri-
bution, to search out an optimized arrangement for the reso-
nant elements. The traditional design method is complicated
to calculate. Besides, it is limited by octave, frequency
weighting, and the filter network and can hardly give a sat-
isfactory result.2–4 A new method is presented where the
WSTA’s element frequency can be chosen separately in ac-
cordance with the array’s bandwidth and response character-
istic, and the elements’ layout can be optimized to meet the
scanning system’s requirement for beam pattern. The essen-
tials of this method are as follows: First, we introduce a set
of amplitude weighting factorsAn , and derive the WSTA’s
sound pressure directivity function by using the superposi-
tion principle. Second, we apply the equivalence principle
and the sampling-composing law to simulate a given beam
pattern to collect necessary data for the array’s layout. Active
WSTA transducers were fabricated and tested to check the
method’s validity. The results have shown that, with such a
simple beam-equivalent-simulation method, we can get an
expected beam pattern which coincides with the given one
exactly. Within the range of620°, the simulation error was
less than 1%. Within the major lobe~65°!, the experimental
result agreed with the simulated one by and large. The error
between the two was less than 10%.

I. THE FUNDAMENTS ON WSTA TRANSDUCER’S
FREQUENCY ARRANGEMENT

An optimized scheme for the WSTA transducer’s fre-
quency arrangement has to fulfill two requirements:

~1! The array must have a satisfactory frequency re-
sponse to an impulse voltage~or impulse force!. In other
words, it must have a required bandwidth.

~2! The array’s beam spatial response must be opti-
mized. According to the stagger-tuning principle, an ideal
synthetic response can be obtained as long as the frequency
intervalD f is rationally selected.1 The element’s numberN
is the least integer specified by inequalityN > ( fmax- fmin)/ f
1 1, wherefmax is the upper limit of the array’s band and
fmin is the lower one. Each element’s frequencyf n is then
determined:

f n5 fmin1n*D f , n50,1,...,N21.

When the elements are physically prepared, we can ar-
range them at will to see if the array’s frequency response
characteristic is satisfactory.

After the demand on frequency response has been met,
the beam’s spatial response is to be optimized. First, we re-
arrange the elements in frequency, leaving the spacings be-
tween the elements to be decided. Then we sample a given
beam pattern and calculate for its directivity function. Make
the being-designed array’s directivity function equal to that
of the given beam pattern to solve for the spacings. Upon the
solved spacings, an optimized array scheme can be drawn
up. This process is so called equivalent simulation. An ex-
pected beam pattern can be obtained with a so-constructed
WSTA.

II. THE BEAM DIRECTIVITY FUNCTION OF THE WSTA

Assume that the stagger-tuned array is a nonuniformly
spaced line one containingN elements, each with its respec-
tive frequency, as shown in Fig. 1. The elements will qua-
sistably vibrate upon excitation by a voltage impulse. The
nth element’s contribution to the sound pressure at a far-field
point, which is inu direction and at distancer , is

Pn5
A0n

r
exp@2 j ~kn1DFn!#,

where n50,1,2,...,N21, kn is the wave number corre-
sponding to elementn, A0n is the response amplitude on
elementn’s radiating surface and is a real quantity,DFn is
the phase difference between elementsn and 0. According to
the chart,DFn5kndn sinu and is positive,dn is the el-
ement’s abscissa~or its distance from element 0!. We can
rewrite above equation as
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Pn5
A0n

r
exp~2 jknr ! exp~2 jkndn sin u!. ~1!

The overall sound pressure produced byN elements at the
reference field point is

PT5 (
n50

N21
A0n

r
exp~2 jkn! exp~2 jkndn sin u!. ~2!

If the array is stimulated by an impulse and the quasi-
steady-state condition is met,5 we can introduce an
amplitude-weighting factorAn (n 5 0,1,...,N 2 1) to meet
the following equation:

A00A0

r
exp~2 jk0r !5

A01A1

r
exp~2 jk1!

5•••

5
A0N21AN21

r
exp~2 jkN21r !. ~3!

It is clear thatAn has to be a complex. Now we can
rewrite Eq.~2! for the weighted response amplitude. That is

PT5
A00A0

r
exp~2 jk0r ! (

n50

N21

exp~2 jkndn sin u!. ~4!

Normalize Eq.~4! and we get the normalized pressure
produced by the array in directionu:

D~sin u!5
1

N (
n50

N21

exp~2 jkndn sin u!. ~5!

For the far field, u is small and we have
sinu5r n/dn'Ds/r . Here,D s indicates the length of the arc
againstu.

Assume that the sampling angle-interval isu. Then, ac-
cording to the sampling-composing law, the directivity pat-
tern of a finite array can be reconstructed with a series of
sampled values having taken in the arc direction and at an
interval of sinu.

Assume that the sampling number isM , the whole ar-
ray’s directivity function can be expressed as

D1~sin um!5U 1N (
n50

N21

exp~2 jkndnm sin u!U, ~6!

wherem50,1,2,...,M21 is the sampling order.

III. THE PRINCIPLE AND METHOD FOR OPTIMIZING
A WSTA BY SIMULATION

Once the element numberN, element frequencyf n , and
weighting factorAn have been determined, the array’s beam
pattern depends only on the elements’ layout. We can get an
expected beam distribution by means of simulation. First, we
write down the being-designed array’s directivity function
D1(sinum) with the spacingsDdn in the expression left un-
known. Then we sample a given beam pattern to get its di-
rectivity function in concrete values. Let the two directivity
functions be equal to each other and we get a set of equations
aboutdn’s. The last job is to solve those equations to get the
values ofdn’s. An arrangement scheme based on thosedns
will give a beam pattern exactly equal to the given one and
therefore is an optimized pattern.

A. Equivalent to a uniform line array’s beam pattern

Assume that aN-element uniform line array’s frequency
and element spacing aref 0 andd0, respectively. Its normal-
ized pressure directivity function is

D2~sin um!5U 1N (
n50

N21

expS 2 j
2p

c
f 0d0m sin u DU, ~7!

where sinu is the sampling radian,m50,1,2,...,M21 is the
sampling order at the sampling interval sinu.

Let D1(sinum)5D2(sinum). The corresponding terms
on both siders of the equation should be equal to each other.
Then we have

dn5
f 0
f n
nd0 . ~8!

If f n is known, dn can be calculated. A WSTA con-
structed on thosedn’s will have the same beam pattern as
that of the given line array. The element spacings are

Ddn5dn2dn21 . ~9!

B. Equivalent to an optimum beam pattern

Based on the scanning system’s requirement and the
principle on the array directivity characteristics,6 we can
specify an optimum beam distributionD3~sinum!. Sample
D3(sinum) on the arc at interval sinu ~in radian! to get a
series of function values.

Let D1(sinum)5D3(sinum). That is,

D3~sin um!5U 1N(
n50

N21

expS 2 j
2p

c
f ndnm sinu DU, ~10!

where m50,1,2,... is the sampling order. Whenf n’s (n
50,1,2,...,N21) are fixed, we can solve Eq.~10! by the
descending method to get each element’s abscissadn . Then

FIG. 1. The beam pattern of stagger-tuned array.
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the array can be constructed to have a beam pattern exactly
equivalent to the given beam distributionD3(sinum). The
details of the descending method are presented in the Appen-
dix.

IV. ANALYSIS ON SIMULATION AND EXPERIMENT
RESULTS

In order to make a WSTA transducer covering the band
2.5–5.0 MHz, we employ six elements whose frequencies~in
MHz! and normalized response amplitudes are listed below:

f 055.0, f 154.5, f 254.0, f 353.5,

f 453.0, f 552.5,

A0050.6, A0150.5, A0251.0, A0350.3,

A0450.75, A0551.0.

Every element has the same radiation surface of 10
30.25 mm2 and a frequency-related thickness. The six-
element array’s dimension is about 3.5 mm. As the array is
to be stimulated by pulses, according to the quasi-steady-
state condition~D/r ! 1 radian!, the second-order phase fac-
tor can be ignored only whenr . 20 cm. Equation~3! is then
an accurate one. However, what we are concerned about is
the module of the pressure amplitudeuA0nAn* exp(2 jknr)/ru
rather than the sound pressure at the observed point
A0nAn* exp(2 jknr)/r. BecauseAn is a complex, we can re-
place it in Eq.~3! with its another formuAnu* exp(jun), where
uAnu is An’s module andun is its argument. To make Eq.~3!
hole, we must ensure that the real part and the imaginary part
are separately equal. For the real part we have

A00uA0u/r5A01uA1u/r5•••5A0N21uAN21u/r ,

or

uA00A0u5uA01A0u5 •••5uA0N21AN21u, ~11!

becauseA0n’s are real.
Using Eq.~11!, we can get each element’s normalized

amplitude-weighting coefficient:

uA0u50.5, uA1u50.6, uA2u50.3, uA3u51,

uA4u50.4, uA5u50.3.

A. Simulating a uniform linear array’s beam and the
experiment

For a uniform line array, according to the array theory,
the prerequisite for grating-lobe’s absence within690° is
d0 /l0 < 1, whered0 is the element spacing andl0 is the
wavelength. For medium of water and frequencyf 0 5 5.0
MHz, we take the element spacingd0 as 0.3 mm. When
sampling the beam with a radian sinu corresponding to an

TABLE I. Normalized data of experiment results and equivalence simula-
tion of stagger-tuned and uniform-linear array.

umuu51°

Calculated
data of uniform

liner
array beam
D2(sinum)

Equivalence
simulation

data of stagger
tuned array
D1 sin(um)

Measurement data

Sample No. 1 Sample No. 2

Left Right Left Right

0° 1.0000 1.0000 1.0000 1.000 1.000 1.000

11° 0.9409 0.9410 0.950 0.946 0.943 0.947

12° 0.7761 0.7663 0.781 0.778 0.780 0.784

13° 0.5394 0.5400 0.575 0.576 0.610 0.569

14° 0.2784 0.2792 0.379 0.352 0.316 0.323

15° 0.0422 0.0432 0.273 0.271 0.234 0.204

16° 0.1292 0.1281 0.254 0.275 0.275 0.267

17° 0.2141 0.2131 0.340 0.330 0.264 0.272

18° 0.2127 0.2118 0.292 0.298 0.263 0.241

19° 0.1448 0.1444 0.214 0.274 0.247 0.232

110° 0.0435 0.0436 0.173 0.123 0.219 0.204

111° 0.0512 0.0543 0.154 0.120 0.201 0.120

112° 0.1213 0.1199 0.178 0.185 0.214 0.164

113° 0.1390 0.1370 0.173 0.232 0.210 0.196

114° 0.1088 0.1064 0.282 0.223 0.202 0.173

115° 0.0458 0.0433 0.223 0.219 0.183 0.168

116° 0.0264 0.0286 0.226 0.218 0.189 0.167

117° 0.0834 0.0851 0.245 0.217 0.188 0.173

118° 0.1079 0.1088 0.238 0.233 0.203 0.189

119° 0.0942 0.0939 0.223 0.232 0.181 0.174

120° 0.0454 0.0479 0.208 0.237 0.179 0.187

FIG. 2. The beam pattern of the uniform linear array.f 055.0 MHz,
Dd050.3 mm,N56.

FIG. 3. The simulative beam pattern of the WSTA which is made equivalent
to that of the uniform linear array.
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angle intervalu51°, we can get calculated values on the
beam pattern as shown in Table I and the beam pattern itself
as shown in Fig. 2. When we employ the 5.0-MHz element
as the reference element, the element’s abscissaedn and
spacingsDdn of the beam-equivalent WSTA, solved from
Eq. ~9!, are listed in Table II.

With the calculated abscissaedn , we can get the beam
data on the simulated WSTA from Eq.~7!, also listed in
Table I, and the simulated beam pattern, as shown in Fig. 3.

It can be seen from Table I, Fig. 2, and Fig. 3 that the
simulated beam pattern coincided with the given one well. In
the range of620°, the error is within 1%.

On the basis of simulation data, a group of WSTA trans-
ducers have been made. When stimulated by an pulse~with
width 170 ns, amplitude 40 V, and repeat frequency 2 kHz!,
the normalized pressure directivity for quasi-steady-state far
field ~r520 cm! was measured and the results are also shown
in Table I. To make a comparison, the measured beam pat-
tern is overdrawn in Fig. 4~a! and ~b!. It is clear that in the
range of major lobe~65°!, the experiment result agreed with
the simulated one by and large. The error was less than 10%.
Outside the major lobe, however, the error raised and the
minor lobes were dim.

B. Simulating an optimum beam pattern and the
experiment

Shown in Fig. 5 is the expected beam pattern for a
WSTA whose band is 2.5–5.0 MHz. Sample the pattern with
the radian sinu of an angle intervalu51. The sampled data
are listed in Table III.

We took the same element numberN, element fre-
quency f n , and weighting coefficientsAn as above men-
tioned. Introducef n ~n50,1,2,...,N21! and sampled data
D3~sinum! in Table III into Eq. ~6!, use the descending
method for the computer-based simulation. A group of solu-
tion dn is obtained and listed in Table IV.

Similarly, we applied Eq.~6! to derive a set of beam
distribution data for the simulating array, whose beam pat-
tern is exactly equivalent to the given optimum one. These
data are shown in Table III and the simulating array’s beam
pattern is in Fig. 6.

TABLE II. Element absissaedn and element spacingDdn of WSTA.

n: 0 1 2 3 4 5
f n (MHz): 5.0 4.5 4.0 3.5 3.0 2.5
dn (mm): 0.000 0.333 0.750 1.286 2.000 3.000
Ddn (mm): 0.333 0.417 0.536 0.714 1.000

FIG. 4. The experimental beam pattern of the WSTA which is made equiva-
lent to that of the uniform linear array.~a! and~b!: sample 1 and sample 2,
respectively.u:simulative result;D: experimental results.

FIG. 5. The given beam pattern.
FIG. 6. The simulative beam pattern of the WSTA which is made equivalent
to that of the given-beam pattern.
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From the sampled and simulated data in Table III as
well as in Figs. 5 and 7, it can be seen that the equivalently
simulative beam pattern coincides with the given one very
well. In the range of620°, the simulating error is within 1%.

In accordance with the result of optimized simulation, a
group of WSTA transducers were fabricated. Under the ef-
fect of the same-as-above voltage impulse, the experiment
results of normalized beam distribution for the quasi-steady-
state far field (r520 cm! are shown in Table III and Fig. 5.
We can see that in the major-lobe scope~within 65°!, the
experimental results and the simulated ones are largely in
keeping with each other. The error is within 10%. Similar to
the above, outside the major lobe the error increases with the
angle. The minor lobes are also dim.

C. Analysis on the simulation and the experiment
results

From the two pairs of simulation and experiment results
it is clear that the error inside the major lobe is relatively
small. This is because that inside the major lobe the obser-
vation angles are small, the quasi-steady-state condition is
more likely to hold, and the near-axis approximate condition
(r52) is tenable. While outside the major lobe, the influence
of the frequency response’s phase factor increases with the
observation angle, causing the randomness of pressure com-
position to increase. As a result, the error increases and the
minor lobes become dim. Besides, the array’s finite dimen-
sion causes response’s time deviation~or phase deviation!
between the radiation of the center elements and that of the
side elements at the observing point. Which will also make a
contribution to the overall error.

No matter what happened to the minor lobes, it is of
importance that the error inside the major lobe, which we are
really interested in, is very small.

V. CONCLUSIONS

Conclusions drawn from the theoretical analysis,
computer-based simulation, and experimental results are:

~1! It is feasible to make optimum simulation on the
beam distribution and the arrangement scheme for a WSTA
by using the beam equivalence principle and the sampling-
composing law. This method is not limited by frequency
weighting, octave, and filter network and therefore can bring
about satisfactory precision.

~2! The WSTA’s simulation to a uniform line array has
indicated that through simple simulation calculation, we can
get an arrangement scheme for constructing a WSTA whose
beam distribution is excellently equivalent to that of a given
uniform line array.

TABLE III. Normalized data of experiment results and equivalence simu-
lation of stagger-tuned and optimum beam pattern.

umuu51°

Sampled
data of the
given beam
pattern

D2(sinum)

Equivalence
simulation beam
data of stagger
tuned array
D1 sin(um)

Measurement data

Sample No. 3 Sample No. 4

Left Right Left Right

0° 1.0000 1.0000 1.000 1.000 1.000 1.000
11° 0.9254 0.9254 0.926 0.931 0.933 0.936
1s° 0.7234 0.7235 0.725 0.727 0.737 0.741
13° 0.4513 0.4517 0.483 0.485 0.457 0.518
14° 0.1822 0.1827 0.253 0.271 0.285 0.285
15° 0.0205 0.0198 0.207 0.242 0.243 0.186
16° 0.1231 0.1223 0.214 0.228 0.271 0.171
17° 0.1294 0.1286 0.228 0.220 0.285 0.243
18° 0.0743 0.0735 0.186 0.193 0.250 0.214
19° 0.0059 0.0054 0.185 0.186 0.236 0.143
110° 0.0351 0.0350 0.179 0.164 0.229 0.129
111° 0.0312 0.0303 0.171 0.150 0.228 0.121
112° 0.0078 0.0095 0.157 0.128 0.200 0.126
113° 0.0528 0.0551 0.164 0.114 0.186 0.150
114° 0.0716 0.0740 0.157 0.121 0.186 0.157
115° 0.0461 0.0476 0.126 0.124 0.193 0.171
116° 0.0187 0.0195 0.150 0.143 0.186 0.143
117° 0.0958 0.1005 0.157 0.150 0.179 0.114
118° 0.1489 0.1588 0.157 0.157 0.177 0.159
119° 0.1493 0.1654 0.164 0.164 0.157 0.168
120° 0.0904 0.1127 0.171 0.178 0.136 0.171

TABLE IV. The element spacingsDdn and the element abscissaedn ob-
tained from computer-based simulation.

n: 0 1 2 3 4 5
f n (MHz): 5.0 4.5 4.0 3.5 3.0 2.5
Ddn* (mm): 0.3371 0.4786 0.5260 0.7991 1.4654
dn* (mm): 0.0000 0.3371 0.8157 1.3417 2.1408 3.6062

FIG. 7. The experimental beam pattern of the WSTA.~a! and~b!: sample 3
and sample 4, respectively.u: simulative result;n: experimental results.
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~3! Within the major lobe, there are little difference be-
tween the simulative result and the experiment one. While
outside the major lobe, the error increases with the observing
angle. The minor lobes are dim.

APPENDIX

The detail of the descending method:
First, we define a functionf m(DDn)

f m~DDn!5U (
n50

N21

expS 2 j
2p

c
f ndn sin u DU

2uND3~sin um!u, ~A1!

where dn5( i51
n Ddi , (n51,2,...,N51), DDn5~Dd0,

Dd1 ,...,DdN21), m50,1,...,M21.
Therefore Eq.~10! can be written as

f m~DDn!5 f m~Dd0 ,Dd1 ,...,DdN21!50. ~A2!

Take the target functionF(DDn) as

F~DDn!5 (
n50

N21

f m
2 ~DDn!. ~A3!

Predetermine an error« and a group of initial values

DDn
~0!5~Dd0

~0!, Dd1
~0!,...,DdN21

~0!!.

Then we start iterative calculation.7 To improve the precision
and to ensure a convergence result, we introduce a relaxation
coefficientCr . At thekth stage of iteration, the expression is

Ddn
~k11!5Ddn

~k!2Crlk

]F~DDn!

]Ddn
, ~A4!

where

lk5F~Dn
~k!!Y S (

n50

N21
]F~DDn!

]dn
D . ~A5!

Cr usually takes its value from 1028 to 102.
Once the inequality F(DDn* ),« is met, Dn*

5 (Ddo* ,Dd1* ,...,DdN21* ) is then a set of solutions which
has reached the predetermined accuracy. The elements’ ab-
scissaedn* are therefore obtained.

1Y. Zhang, Z. Hou, and Q. Chen, ‘‘The Development of A Wide-band
Stagger-tuned Ulrasonic Transducer,’’ Chin. J. Med. Instrum.9~3!, 5–10
~1985!.

2G. Luan, J. Zhang, and R. Wang,Piezoelectric Transducer and Trans-
ducer Array~Beijing U.P., Beijing, 1990!, pp. 255–266.

3R. F. Smith, ‘‘Constent Beamwidth Receiving Array for Broadband
Sounder System,’’ Acustica23, 21–26~1970!.

4A. G. Requicha, Design of Wideband Constent Beamwidth Acoustical
Array, Saclantcen Technical Report, No. 205, NATO, unclassified, 1972.

5A. Macovshi, ‘‘Ultasonic Imaging Using Array,’’ Proc. IEEE67~4!, 485–
495 ~1979!.

6F. Zhou,Marine Acoustic Transducer and Array~National Defence In-
dustry Press, Beijing, 1984!, pp. 248–251.

7L. Wang, X. Zhang, Algorithm and Program on Microcomputer
~Science Technique Press, Shang Hai, 1985!, pp. 90–91.

859 859J. Acoust. Soc. Am., Vol. 101, No. 2, February 1997 Chen et al.: Wideband stagger-tuned array study



Transient waves in a periodic stack: Experiments
and comparison with analysis
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Transient waves were initiated by allowing a thick PMMA disk to strike a periodic stack of ceramic
layers bonded by thin weak silicone rubber layers. Pressure at interfaces of ceramic and bond layers
was measured by carbon gauges along the centerline of the stack. Comparison of experimental
histories with those from a 1-D analysis@J. Acoust. Soc. Am.94, 172–184~1993!# and a 2-D
axisymmetric analysis@J. Acoust. Soc. Am.99, 3513–3527~1996!# reveals that waves propagate
two-dimensionally and that flexure of the ceramic layers controls attenuation and shape of
compressive wave of first arrival. Viscoelasticity of the bond material sharply reduces tensile
stresses. ©1997 Acoustical Society of America.@S0001-4966~97!01702-5#

PACS numbers: 43.40.At@PJR#

INTRODUCTION

Shock hardening of structures is receiving more interest
due to increasing applications. One recent application is the
protection of sensitive devices on board of space probes
whose mission is to land on planets at velocities sufficient to
penetrate the soil and perform subterranial measurements of
soil properties. One method of shock attenuation is by crush-
ing material of collapsible structures, transforming kinetic
energy to plastic work irreversibly. This method is limited to
velocities not exceeding 100 m/s as volume of crushable
material rises with speed nonlinearly to reach impractical
limits of space and weight. Weakly coupled periodic chains
exhibit dispersive properties when subjected to impulse of
short duration. When combined to the concept of collapsible
structures, periodic chains add an advantage by raising the
limiting speed. In weakly coupled chains, attenuation of a
transient pulse along the chain can be tailored to specific
requirements of force or acceleration by judicious choice of
geometry and material properties.

Studies on wave propagation in periodic media are
mostly limited to the frequency domain~see Refs. 1–10!.
Reference 11 treated transient waves in 1-D weakly coupled
biperiodic stacks, concluding that the first propagation zone
or pass band is paramount. In this zone, hard layers act as
rigid masses and weak layers act as springs. Reference 12
extended the analysis to 2-D axisymmetric stacks including
flexure of the hard layers and demonstrated that flexural
phase velocity is essential in spreading the pulse radially.

In this paper we describe results of an experiment de-
signed to verify the analysis in Refs. 11 and 12 and define
the limitation of 1-D theory. In Sec. I we analyze the experi-
mental stress histories. In Sec. II we compare experimental
stress histories to 1-D and 2-D numerical results. We identify
regimes of propagation, explain the difference between ex-
perimental and theoretical histories, and conclude with the
limitation of 1-D and 2-D linear analyses.

I. EXPERIMENT

Transient stress waves were initiated in a weakly
coupled periodic stack of square aluminum nitride~AlN ! ce-
ramic tiles 10.16 cm in side, bonded by a thin weak silicone
rubber, ME625.13 Tile and bond thicknesses were 1.27 and
0.03 cm. Piezo resistive carbon gauges 0.008 cm thick of the
type C300-50-EKRTE from Dynasen Inc. were inserted at
the bottom face of the first four tiles along the center line of
a stack with ten tiles@see Fig. 1~a!#. Each gauge served as the
active resistor of a Wheatstone quarter-bridge circuit. Just
before the passage of the wave, the bridge was supplied by a
45-V pulse with a 300-ms duration. The initially balanced
bridge was unbalanced by the change in resistance of the
gauge from applied pressure. The output voltage was re-
corded by a 200-MHz transient recorder. Given the specific
gauge calibration and nonlinearity of the bridge, pressure
histories are valid up to 300ms from impact. The high elec-
tric current in the system produced an inevitable temperature
drift of the gauges yielding a fictitious pressure rise of the
order of 1.75 MPa per 100ms.

The stack was placed in a metal casing facing the
muzzle of a 6-cm-diam compressed air gun at the Ernst
Mach Institute, Freiburg, Germany. The stack was struck in
its center by a PMMA disk 5.75 cm in diameter and 2 cm
thick, launched by a compressed air accelerator. Velocity of
the disk at impact ranged from 14–58 m/s. Velocities were
kept low to avoid damaging the struck ceramic tile. A laser
beam in the axis of the launch tube reflecting from the top
surface of the first ceramic tile allowed the alignment of
stack and disk axes. This procedure resulted in a tilt smaller
than 2 mrad. The assembled experimental setup of the stack
is shown in Fig. 1~b!.

A typical digitized output of normal stress historyszz

sensed by the carbon gauges in a stack of ten~10.16310.16
31.27 cm! ceramic tiles is shown in Fig. 2. The broken
horizontal line labeledp1D defines the computed 1-D pres-
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sure exerted by the PMMA disk upon the ceramic tile ac-
cording to

p1D5receV0 ,
~1!

1

rece
5

1

rccc
1

1

rdcd
,

whererccc andrdcd are longitudinal acoustic impedances of
ceramic and disk materials,r andc are corresponding den-
sity and longitudinal speed of sound,rece is the equivalent
impedance for determiningp1D in a uniaxial strain condition,
and V0 is velocity of PMMA disk at impact in m/s. For
PMMA stricking AlN, substituting material properties from
Table I in Eq.~1! yieldsp1D.3.044V0 MPa. Note that on the
second tile the pulse is magnified, i.e.,~szz!max.p1D. On all

following tiles, ~szz!max attenuates typical of weakly coupled
stacks.11,12

At each tile,~szz!1 of first arrival includes a double peak
where the second peak is always weaker than the first. A
second and third peak occur after~szz!1. The second peak,
weaker than the third and delayed by 20ms after the first, is
due to flexural reflection at the perimeter of the disk. The
third peak is due to tensile reflection from the bottom tile.
Those identifications are from considering flexural phase ve-
locity in AlN ~cp f52.3 km/s!, axial phase velocity along the
stack ~cpz53.7 km/s!, and geometry of disk and tile. The
double peak in~szz!1 is caused by axial oscillations of the
tile. One final observation of the histories in Fig. 2 is that
tensile stresses are very small, which may be caused by vis-
coelastic effects of the bond material.

II. ANALYSIS

The 1-D and 2-D axisymmetric analyses developed in
Refs. 11 and 12 rely on a modal expansion solution of the
coupled linear elastodynamic equations of the periodic stack.
Both methods are adopted to reproduce the experimental
stress histories at interfaces of layers. The effect of viscoelas-
ticity of the bond material is then evaluated by including the
standard linear viscoelastic solid in the 1-D simulation.

A. 1-D and 2-D axisymmetric analyses

Applying the 1-D analysis developed in Ref. 11 and 2-D
axisymmetric analysis developed in Ref. 12 and comparing
their results with the experiments yields further understand-
ing of transient propagation in a periodic stack.

To gain an accurate pressureszz0 produced by the disk
at impact, a finite volume algorithm developed in Ref. 14
was used. It assumes that PMMA and AIN materials are
linear elastic for the range of velocities in the experiment.
Figure 3 shows the time evolution of deformation of disk and
struck tile in the first 16ms after impact. Note the bulge
along the perimeter of the disk from Poisson’s effect, propa-
gating toward the free face followed by the lifting of the
edge which sets up a shear wave propagating back toward
the axis. This lifting diminishes average stress at the inter-
face as Fig. 4. shows by the attenuation ofszz0 with time.
Unlike the rectangular pressure profile used to computep1D,
decaying oscillations about a downward sloping line ending
14 ms after impact is the 2-D normalized pressure pulse in
Fig. 4. It was used to force both 1-D and 2-D analyses to
follow.

The material properties of ceramic and bond are listed in

TABLE I. Properties of AlN ceramic and polymer bond materials.

AlN ceramic Polymer bond

ModulusE ~MPa! 3103103 69
Mass densityr ~kg/m3! 3200 1070
Poisson ration 0.25 0.49
Longitudinal speedcL ~km/s! 9.8 1.05a

Flexural phase velocitycp f ~km/s! 2.3b not relevant

aUniaxial strain.
bFor a 1.27-cm-thick plate.

(a)

(b)

FIG. 1. ~a! Schematic of experimental setup.~b! Assembled test configura-
tion.
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Table I. In one dimension, the equivalent bond modulus in
uniaxial strain is

Eb«5
~12nb!Eb

~11nb!~122nb!
. ~2!

Histories of normalized axial stresss̃zz resulting from the
1-D simulation11 with constant planform area are shown in
Fig. 5. Note that, among other differences, (s̃zz)max is not

attenuated along the stack. As the pressure pulse propagates
through the layers, in the real stack flexural waves radially
extend the footprint of pressure. Viewed in this way, the
effective area of layers increases along a 1-D stack. Indeed, a
1-D simulation of a stack with sets varying in planform area
along the direction of propagation produced the histories in
Fig. 6~a! and ~b! for two different planform area distribu-
tions. In Fig. 6~a!, the distribution of tile areaAi along the
stack follows an extension in radius of thenth ceramic layer
r n according to

r n5r d1~n21!cp fDts ,
~3!

Dts5cpz /hs ,

FIG. 3. Evolution of deformation pattern of PMMA disk striking AIN tile. FIG. 4. History of normalized average pressure on struck tile.

FIG. 2. Experimental histories at bottom of first to fourth tileV0 5 28.8m/s,P1D 5 87.55MPa.

862 862J. Acoust. Soc. Am., Vol. 101, No. 2, February 1997 M. El-Raheb and R. Tham: Transient waves in periodic stack



where r d is radius of disk,hs5(hc1hb) is thickness of a
periodic set,cp f is flexural phase velocity in the ceramic tile,
and cpz is axial phase velocity along the stack measured
experimentally. Note that in Fig. 6~a! (s̃zz)1 max attenuates
along the stack and is lower than the corresponding experi-

mental values. An explanation is that in one dimension, tiles
move as rigid bodies while, in two dimensions, tiles flex
radially as they move axially. The radial deformation reduces
contact area at the interface of consecutive tiles which in turn
reduces effective planform areaAi . Considering this reduc-
tion, a second distribution ofAi produces the histories in Fig.
6~b! where now a better match with experiment of (s̃zz)1 max
is achieved.

In Fig. 6~a!, (s̃zz)1 max of all layers includes a double
peak similar to that in the experiment. Clearly, this feature
cannot be attributed to flexure but is caused from axial os-
cillations of the ceramic layers at the natural frequency of the
set vset5„Eb«/(rchchb)…

1/2. When the set period
Tset52p/vset is shorter than 2Dt f , whereDt f is time interval
of the forcing pulse, more than one peak will appear in
(s̃zz)1. However, ifTset.2Dt f , only one peak will appear.
In the present stack,Tset520 ms while 2Dt f528 ms, which
explains the double peak.

FIG. 7. Comparison of peaks of first arrival (szz)1 from 2-D analysis and
experiment.

FIG. 5. Normalizeds̃zz histories from 1-D analysis with constant plan form
area.

FIG. 6. Histories ofs̃zz in 1-D stack with 2 different plan form area distri-
butions. ~a! Ai /A1→1.0, 1.5, 1.9, 2.2, 2.5, 2.8, 3.1, 3.4, 3.7, 4.0;~b!
Ai /A1→1.0, 1.0, 1.3, 1.8, 2.4, 3.0, 3.6, 4.0, 4.0, 4.0.
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The preceding 1-D analysis demonstrates that radial
propagation from flexure is indispensible for describing
wave propagation even in such extreme cases as when the
impactor’s diameter is half that of the struck tile.

A 2-D simulation12 based on the geometric and material
properties in Table I yielded the histories of (s̃zz)1 shown in
Fig. 7~a!. Note the following:

~a! Peak stress of first arrival (szz)1 max at tile 2 is greater
than (szz0)max with a magnification matching that in
Fig. 7~b! of the experiment.

~b! At the following tiles, (szz)1 max also matches those in
Fig. 7~b!.

~c! Histories of (szz)1 at all tiles include the double peak
featured in Fig. 7~b!.

~d! In Fig. 8~a! the second peak is negative and shifted
from the first by 20ms. It is caused by reflection from
the tile’s outer boundary. As will be shown below, this
second peak in the experiment@see Fig. 8~b!# is posi-
tive due to viscoelastic strain of the bond material.

~e! The third peak at 53ms @see Fig. 8~a!# is caused by
reflection from the bottom of the stack, while in Fig.
8~b! that third peak occurs at 63ms. The deficit of 10
ms is caused by the difference in the number of tiles
used in experiment and analysis. The experiment in-
cluded ten tiles while the 2-D analysis included eight
tiles to reduce computational effort. In the experiment,
the first pulse has to travel over four additional sets

than in analysis before the reflected pulse reaches the
top surface of the stack. Since travel time over a set
Dts'3 ms, arrival time in the experiment should be
longer by approximately 12ms, which is indeed the
case.

~f! Contrary to 1-D where reflection from the bottom of

FIG. 9. Normalized radial stress historiess̃ rr on top of first five tiles at
radialstationsr 5 0.5, r d, 1.5r d.

FIG. 8. Comparison ofszz histories including reflections, from 2-D analysis
and experiment.
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the stack causes tensile stress at the interfacial bond,
experiment and 2-D theory reveal that this reflected
wave is compressive as shown in Fig. 8~a! and ~b!.
Applied pressure from impact flexes the struck tile as
illustrated in Fig. 3. Succeeding tiles also flex but at a
time delayed from finite phase velocity along the
stack’s axis. When the wave reflects from the bottom
of the stack, curvature of the bottom tile is reduced.
This reduction in curvature then propagates backward
toward the top tile at delayed times. The time delay
produces a mismatch in curvature between adjacent
tiles which in turn compresses the bond.

One discrepancy between histories in Fig. 7~a! and those in
Fig. 7~b! is axial phase velocitycpz computed by

cpz.
~hc1hb!

Dts
, ~4!

where (hc1hb) is total thickness of a periodic set andDts is
time interval between peaks at two consecutive tiles. From
Fig. 7~b!

~cpz!exp.
1.331025

3.531026 53.7 km/s,

and from Fig. 7~a!

~cpz!anal.
1.331025

2.631026 55.0 km/s.

The source of this discrepancy is the following. The speed of
sound in the bondcb used in the analysis was determined
from the experimental phase velocity computed from~4! and
the 1-D scaling low:11

cpz.cbS rbhc
rchb

D 1/2, ~5!

where (rb ,hb) is bond density and thickness, and (rc ,hc) is
ceramic density and thickness. Relation~5! assumes that a
ceramic tile acts as an unconstrained rigid mass and the bond
acts as a linear spring.15 In two dimension, only that circular
portion of the tile bounded by the flexural wave front moves.
The portion outside the wavefront adds its own resistance.
Therefore, a value ofcpz in two dimensions may be realized
by a cb,(cb)1D because the total spring reaction includes a
contribution from material outside the wavefront. Using
(cb)1D in the 2-D analysis, then, results in a too-stiff bond, so
(cpz)anal.(cpz)exp.

Another discrepancy is the negative stresses among the
analytical histories. As will be demonstrated in the analysis
to follow, the reduced tensile stress is caused by viscoelastic
strain of the bond material, an effect not included in the 1-D
and 2-D simulations.11,12

Figure 9~a!–~c! plots histories ofs̃ rr from 2-D analysis
on top of the first five tiles in the stack at three radial stations
r50.5r d , r d , and 1.5r d . Note that on the first tiles̃ rr devel-
ops a tensile precurser whose peak increases radially reach-

FIG. 10. Histories ofs̃zz in 1-D stack with constant plan from area bonded by viscoelastic layers (v* 5 vsetAtste).
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ing a magnitude close tous̃zz0umaxat the perimeter of the disk
r5r d . For an impact velocity v0558 m/s,
uszz0umax'1.15p1D'203 MPa, which is above tensile
strength of AlN, explaining the formation of circumferential
cracks illustrated in Fig. 1~b!.

B. Effect of viscoelasticity of bond material

To demonstrate the effect of bond viscoelasticity in one
dimension, the elastic bond material is replaced by a linear
viscoelastic solid with constitutive law16

s1t«ṡ5ER«~«1ts«̇ !, ~6!

where~ts ,t«! are time constants of creep and relaxation and
ER« is rubbery modulus in uniaxial strain when«̇50. In the
limit when «̇ and ṡ→`, the material becomes glassy and
from ~6!

s5ER«

ts

t«
«̇5EG««̇; ⇒EG«5

ts

t«
ER« . ~7!

Treating the tiles as rigid masses, the governing equations
are modified to include viscoelasticity of the bond:

m1ü15s02s1 ,

miüi5s i212s i ,

mnün5sn21 ,
~8!

s i1ṡ it«5ER«~« i1 «̇ its!,

« i5~ui2ui11!/hb ,

mi5rchc , ts5t«EG« /ER« ,

whereui is axial displacement of thei th massmi , si is axial
stress between layersi andi11, ands0 is the external stress
acting onm1. Assume the following bond properties:

ER«51.211 GPa, EG«56.9 GPa, v*50.1,1,10,
~9!

wherev* 5 vsetAtst« andvset is resonant frequency of the
periodic set with rubbery modulusER« ~Ref. 15! and
vset5„ER«/(rchchb!…

1/2. Figure 10~a!–~c! plots 1-D histories
of (s̃zz)1 for the stack with material properties from Table I
but with the viscoelastic bond in~9! for three values ofv* .
Clearly the viscoelastic effect is to reduce tensile stress. Note
that maximum damping occurs whenv*51 ~see Ref. 16!.

III. CONCLUSION

Nondestructive experiments were performed on periodic
stacks of AlN tiles bonded by a thin weak silicone rubber.
Pressure measured by carbon gauges on the bottom surface
of ceramic tiles was higher than applied pressure on the first
tile, and attenuated on all tiles to follow. The close match of
experimental histories to 2-D analysis confirmed how flexure
controls the evolution of the pulse by spreading it radially.
Flexure also modifies the nature of the reflected wave from
the bottom of the stack, changing it from tensile to compres-
sive. The absence of normal tensile stress in the experimental
histories may be caused by viscoelastic effects of the bond
material.
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Two semi-infinite elastic plates are joined along a line forming a wedge structure with unilateral
fluid loading in the outer sector of the two plates. The structure is modeled using thin plate theory,
allowing freely propagating flexural and longitudinal waves. The junction is mechanically
connected with an applied force and moment acting there to simulate a possible internal connection.
The general two-dimensional solution is described for incidence of time harmonic structural or
acoustical waves. The total pressure is expressed as a Sommerfeld integral, the integrand comprising
Malyuzhinets functions and particular solutions of certain difference equations. The junction
conditions reduce to a system of four linear equations. Numerical examples indicate the coupling
between the modes for welded steel plates in water. Acoustic plane-wave incidence on the flattest
junction considered is converted almost equally, in terms of energy, among diffracted flexural and
longitudinal waves. The coupling to flexural energy increases with the angle of the water wedge
sector, at the expense of the longitudinal energy which vanishes in the limit as the water occupies
the entire domain except for a strip comprising the two plates. An incident longitudinal wave
generates relatively little acoustic sound for all wedge angles considered, with most of its energy
redistributed among structural modes. The acoustical diffraction is generally greater for flexural
incidence. Comparison with the dry structural diffraction coefficients indicates that the fluid loading
effects for steel and water configurations can be significant for frequencies less than one-fifth of the
coincidence frequency, but are small for higher frequencies. ©1997 Acoustical Society of
America.@S0001-4966~97!03802-2#

PACS numbers: 43.40.Dx, 43.40.Rj@CBB#

INTRODUCTION

We consider a wedge configuration formed by two elas-
tic plates joined at an angle, with the simplification that the
plates are thin and the complication that the structure is
loaded unilaterally by an acoustic fluid. The thin plate as-
sumption means that only the basic symmetric and antisym-
metric structural modes need to be considered, correspond-
ing to longitudinal and flexural waves. The major difficulty
is to simultaneously satisfy the structural dynamic equations
and the Helmholtz equation for the acoustic pressure, subject
to the continuity conditions at the solid–liquid boundary, and
the junction conditions at the vertex. We restrict attention
here to the two-dimensional configuration, as depicted in
Fig. 1, for which all motion is in the plane normal to the line
joining the plates. Our objective is to quantitatively under-
stand the various wave interaction mechanisms, such as
structural to structural or acoustic to structural, and the sig-
nificance of the fluid loading on these interactions.

Similar problems for flat fluid-loaded structural configu-
rations, such as two connected semi-infinite plates1 or infinite
plates with line attachments,2,3 have been studied in detail.
They differ both physically and mathematically from the
present situation. First, there is generally no coupling of the
longitudinal structural motion with the acoustic and flexural
waves. Thus, the in-plane longitudinal motion is completely

decoupled. Second, conventional Fourier transform and
Wiener–Hopf techniques may be used for problems defined
on rectangular coordinates, e.g., Ref. 4, but do not suffice for
wedge configurations. The general procedure for solving
acoustic diffraction from wedges with higher-order boundary
conditions has only recently been developed,5,6 and has been
applied successfully to membrane boundaries,6,7 and also to
plates. Thus, Osipov8 showed that writing the acoustic field
as a Sommerfeld integral transform reduces the plate bound-
ary conditions to functional difference equations for the pres-
sure transform. He also provided an explicit procedure for
solving these equations using Malyuzhinets functions and
Fourier transforms.

In this paper we discuss the general solution for various
contact conditions along the line where the plates meet, in-
cluding the case of welded contact for which displacements
and forces are continuous. This case is of most practical
significance, but unfortunately, was not considered by
Osipov.8 The problem involves six continuity conditions at
the junction: two for the two velocity components, two more
for the force components, and one each for the bending mo-
ment and the rotation. We showed in a related paper9 that the
six continuity conditions can be expressed solely in terms of
the transverse plate displacement as a set of four conditions.
Approximate results appropriate to wedge configurations that
are almost flat were also derived in Ref. 9, but the general
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case was not considered. It is interesting to note that excita-
tion by an incident longitudinal wave produces no forcing in
the fluid or flexural equations, but the four junction condi-
tions involve an effective line force at the vertex, the ampli-
tude of which is related to the incident wave amplitude.
Thus, longitudinal incidence is equivalent to the radiation
problem with a source at the vertex.

The outline of the paper is as follows. The problem is
defined in Sec. I, and the general solution procedure based
on the Sommerfeld integral transform is described in Sec. II.
For a given structure and an incident structural or acoustic
wave the problem is reduced to finding eight constants: the
values of the normal displacement and its first three deriva-
tives on both plates at the vertex. In Sec. III a system of
linear equations for the eight unknowns is obtained by ap-
plying appropriate regularity conditions on the Sommerfeld
transform and by applying the junction conditions, thus com-
pleting the solution. The diffracted structural wave ampli-
tudes are defined and an energy conservation relation is de-
scribed in Sec. IV. We conclude with a discussion of several
illustrative numerical examples in Sec. V.

I. BASIC EQUATIONS

The plate configuration and an incident acoustic wave
are depicted in Fig. 1. We are interested in the time harmonic
acoustic pressure fieldp5p(r ,f)e2 ivt satisfying the Helm-
holtz equation outside the wedge,

¹2p1k2p50, 0,r,`, 2F,f,F, ~1!

where k5v/c is the acoustic wave number, andr ,f are
polar coordinates relative to the contact line. The equations
of motion and continuity on the wedge faces are

2B6

d4w6

dr4
1m6v2w65p~r ,6F!, 0,r,`,

~2!

rv2w6~r !57
1

r

]p

]f
~r ,6F!, 0,r,`.

Here,w(r ) is the displacement into the fluid, andm, B, and
r are the plate density, bending stiffness, and the fluid den-
sity. In general, the plate parameters may be different for
each face of the wedge, so we denote them asw6 , B6 ,
m6 , where6 signs correspond to the upper (f5F) and
lower (f52F) faces, respectively.

At this stage we define some parameters which simplify
the analysis later: the plate flexural wave numbers

k65(m6v2/B6)
1/4, and the nondimensional frequency pa-

rametersV65k2/k6
2 5v/vc

6 wherevc
6 are the plate coin-

cidence frequencies,vc
65c2Am6 /B6. The remaining plate

dynamics can be represented by frequency independent di-
mensionless fluid-loading parameters,

e65
rV6

km6
, d65

c6

c
, ~3!

where c65AC6 /m6 is the longitudinal wave speed and
C6 is the extensional stiffness. Note that bothe6 andd6 are
also independent of the plate thicknesses: thus, for Kirchhoff
thin plate theory e65d6r/(r6A12) and
d65c21AE6 /@r6(12n6

2 )#, whereE6 , r6 , and n6 are
Young’s modulus, volumetric density and Poisson’s ratio,
respectively.

The excitation may arise from a variety of sources:~i! an
incident acoustic plane wave as shown in Fig. 1,

pi~r ,f,f0!5P0 exp@2 ikr cos~f2f0!#, ~4!

~ii ! an incident subsonic flexural wave on the plate
f56F is also given by~4! with complex-valued incident
anglef056(F2u1

6), whereu1
6 are defined below. Alter-

natively, ~iii ! the excitation may be an incident longitudinal
wave on either plate,

u6
inc~r !5U0

6 exp~2 ivr /c6!, ~5!

whereu6
inc(r ) are the in-plane displacement components of

the plates in the radial direction. In order to make the differ-
ent incident wave types have consistent amplitudes, let
S0

65vkZ6U0
6 , or

vkZ6u6
inc~r !5S0

6 exp~2 ivr /c6!, ~6!

where Z65m6c6 are the longitudinal wave impedances.
Thus,S0

6 have the same units~pressure! asP0. We note that
the Poisson effect is ignored here, and consequently the in-
cident longitudinal waves have no pressure in the fluid. They
enter the problem explicitly through the junction conditions.
We will see that they can be considered by applying an
equivalent force at the junction, see~44! below. In general,
any one of the three types of incident waves excites all oth-
ers. The central problem here is to determine the relative
coupling amplitudes.

II. GENERAL SOLUTION

A. Field representation and functional equations

We seek the solution in the form of a Sommerfeld inte-
gral

p~r ,f!5
1

2p i Eg
e2 ikr cosaS~a1f!da

5
1

2p i Eg1

e2 ikr cosa@S~a1f!

2S~2a1f!#da. ~7!

The contourg5g1øg2 , whereg1 is a loop in the upper
half of the complexa plane, beginning atp/21 i`, ending
at23p/21 i`, with Ima lying above the maximum value of

FIG. 1. The wedge configuration.
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uIm(un
6)u, where the complex anglesun

6 n51,2,...,5, are
defined below. The contourg2 is the image ofg1 under
inversion about the origina50. The ‘‘transform’’ S(a)
should be a meromorphic function of a complex variable
a, have a single pole with residueP0 at a5f0 in the strip
P05$a:uReau<F% to reproduce the incident field~4!, and
be bounded when Ima→6` satisfyingS( i`)52S(2 i`)
without loss of generality.

The Sommerfeld integral~7! is closely related to the
Laplace transform. Define the transform

T @ f ~r !#[ f̂ ~a!5
i

2
k sin aE

0

`

eikr cosa f ~r !dr, ~8!

with inverse transform10

T 21@ f̂ #5 f ~r !5
1

2p i Eg
e2 ikr cosa f̂ ~a!da. ~9!

Note thatf̂ (a)5( i /2) k sinaF(2ikcosa) whereF(s) is the
Laplace transform off (r ), and

T Fd fdr ~r !G52 ik cosa f̂ ~a!2
i

2
k sin a f ~0!. ~10!

Equation~7! implies that

p̂~a,f!5T @p~r ,f!#5S~a1f!, ~11!

and the transform of the normal displacement is

ŵ6~a!56
ik

rv2 sin a p̂~a,6F!. ~12!

The transform of the boundary conditions~2! is therefore,
using ~10!–~12!,

T F2B6

d4w6

dr4
1m6v2w62pG

5L6~a!S~a6F!1
ik

2
sin a B6@w6-~0!

2 ik cosaw69 ~0!2k2 cos2 aw68 ~0!

1 ik3 cos3 aw6~0!#, ~13!

where

L6~a!56 i
V6

e6
sin a~12V6

2 cos4 a!21. ~14!

The inverse transform of~13! must be zero for all positive
r , implying that the right-hand side of~13! must be an odd
function ofa. This leads to a pair of functional equations

L6~a!S~a6F!2L6~2a!S~2a6F!

52 sina (
n51

4

Cn
6 cosn21 a, ~15!

with constantsCn
6 , n51,2,3,4 which depend upon the nor-

mal displacement and its derivatives at the tip:

Cn
65

B6

2
~2 ik !n

d42nw6

dr42n ~0!. ~16!

Thus, the problem is reduced to a system of functional equa-
tions ~15! with eight constantsCn

6 , n51,2,3,4, which are to
be determined.

B. The plate angles

The general solution depends crucially upon the angles
un

6, Reun
6 P (2 p/2 ,p/2),n51,...,5, defined by

L6~7un
6!50, ~17!

or sinun
65Xn

6 , whereXn
6 , n51,...,5 are theroots of the

equationF6(Xn
6)50, and

F6~X!5X522X32~V6
2221!X1 i e6 /V6

3 . ~18!

By analogy with optics,un
6 may be interpreted as Brewster

angles for each plate. They are related to the structural wave
numbers of infinite plates through the connection
g5 ik sinun

6 , whereg is the commonly used decay wave
number, e.g., Ref. 11. Crighton12 has examined the root
structure of the related fifth-order polynomial equation for
g @Eq. ~3.1! of Ref. 12#. Based upon this, we deduce that for
real V6 and e6 , there exists one and only one root of
F6(Xn

6)50 on the negative imaginary axis, sayX1
6 . The

imaginary rootsu1
6 have Imu1

6,0 and correspond to a sub-
sonic flexural wave which propagates unattenuated along
each plate and decays exponentially into the fluid. Of the
four remainingX-roots, two lie in the lower and two in the
upper half-plane, symmetrically positioned with respect to
the imaginary axis.

The two roots in the upper half-plane,X4
6 andX5

6 , lie
on the imaginary axis if the following inequality is satisfied:

4V6
3

55/2 S 5

V6
2 222A41

5

V6
2 D SA41

5

V6
2 23D 1/2>e6 .

~19!

This condition is new~we believe!, and may be determined
as follows. LetX52 ih, so thatF6(X)50 is equivalent to
G6(h)50. The related equationG68 (h)50 has real roots
only if V6<1 and they occur ath5Az6, h52Az6, where
z652 3

51
1
5(415/V6

2 )1/2. Since G6(0),0 and
G6(h)→6` as h→6`, there is only one zero of
G6(h) on the positive real axis, and either zero or two on
the negative real axis. The condition for two roots on the
negative axis is thatG6(2Az6)>0, which reduces to~19!.
This may be rewritten as

~z611!~5z611!3z6
23<16 e6

22 . ~20!

It can be easily checked that the left member has a unique
minimum at z651, implying that ~19! can only hold for
systems withe6<ec[1/A2750.1925, and then only for a
range of subsonic frequencies, 0,V6

l <V6<V6
u <1 where

V6
l (e),(12)21/250.2887,V6

u (e) are the values at which
the equality holds.

Thus, one of the fiveun
6 lies on the negative imaginary

axis, and either two or zero lie on the positive imaginary axis
depending as~19! holds or not. For example,e50.134 for
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steel and water, ande50.4 for aluminum and water, and
consequently the latter system has only one purely imaginary
un , while steel and water has three for 0.0748,V6

,0.5918 and one otherwise. The ambiguity concerning the
values of parameterssn

65sgn(Reun
6) if ReXn

650 can be
removed by introducing a small amount of dissipation. Giv-
ing the bending stiffnessB6 a small negative imaginary part
shifts these roots from the imaginary axis in the complexX
plane to get ReX1,3,5

6 .0, ReX2,4
6 ,0. Consequently, we

have Reu1,3,5
6 P(0,p/2), Reu2,4

6 P(2p/2,0) and sn
6

5(21)n21, n51,...,5. At very low frequency, such that
V6!1, asymptotic approximations to the roots yields
u1

6.2 il6 , u2
6.2u3

6*.u4
6*.2u5

6.u1
62 2

5p, where
l652 3

5 ln V611
5ln e61ln 2. These limiting values specify

the quadrant positions of the angles for finiteV6 . We note
for future reference that Imu2

6,0, Im u4
6.0.

C. General solution of the functional equations

The general solution to Eq.~15! is represented as

S~a!5C~a!S P0

s~a,f0!

C~f0!
1L~a! D , ~21!

whereC(a), s(a,f0), andL(a) are each particular solu-
tions to a pair of difference equations. Thus,C(a) is the
unique ~up to a multiplicative constant! solution of the ho-
mogeneous system

L6~a!C~a6F!2L6~2a!C~2a6F!50, ~22!

which has no poles or zeros in the stripP0, s(a,f0) is the
solution of the homogeneous system

s~a6F,f0!2s~2a6F,f0!50 , ~23!

which has a simple pole with unit residue at the single point
a5f0 in the stripP0, andL(a) is the particular solution of
the nonhomogeneous system

L~a6F!2L~2a6F!

5
2 sina

L6~a!C~a6F! (n51

4

Cn
6cosn21 a. ~24!

The functionC(a) is a product of special Malyuzhinets
functionscF(a) which depends upon the Brewster angles
for the boundaries,un

6 , n51,...,5. The form ofC(a) de-
pends critically uponsn

6 , defined above, implying the fol-
lowing analytical form of the auxiliary function

C~a!5
C1

1~a!C3
1~a!C5

1~a!

C2
1~a!C4

1~a!

C1
2~a!C3

2~a!C5
2~a!

C2
2~a!C4

2~a!
,

~25!

Cn
6~a!5cFS a6F1

p

2
1~21!nun

6D
3cFS a6F2

p

2
2~21!nun

6D , ~26!

wherecF(a) is the Malyuzhinets function, which is analytic
for uReau,2F1 p/2.

The required solution of the homogeneous system~23!
is

s~a,f0!5
~p/2F!cos~pf0/2F!

sin~pa/2F!2 sin~pf0/2F!
. ~27!

Finally, the particular solution of~24! can be deduced as

L~a!5 (
n51

4

Cn
1Ln

1~a!1 (
n51

4

Cn
2Ln

2~a!, ~28!

where the procedure to determine the functionsLn
1(a) is

described in Appendix A, with the result

Ln
6~a!57

1

p i E0
i`s~a,b6F! sin b cosn21 b

L6~7b!C„6~F2b!…
db.

~29!

In the limit as ImB6↑0, the pointb52u1
6 lies on the con-

tour of integration, resulting in a singularity of the integrand.
This may be handled by taking the limit and evaluating the
contribution as a principal value integral. A similar principal
value contribution also occurs atb5u5

6 when e6<ec and
0,V6

l <V6<V6
u ,1. Such singularities located on the

positive imaginary axis can be avoided by deforming the
contour into the region Imb.0, Reb P~0,p/2! where
1/C„6(F2b)… by construction is regular and only one zero
of L6(7b) occurs atb5u5

6 . In practice, the integration is
performed numerically by deforming to the contourL(N)
which goes from 0 tox0 to x01 iN, where x05

1
2@p/2

1Re(u5
6)] and N need not be very large for fast conver-

gence. The change of contour introduces a residue contribu-
tion at the circumscribed pole, thus

Ln
6~a!52

2s~a,u5
66F! sin u5

6 cosn21 u5
6

L68 ~7u5
6!C„6~F2u5

6!…

7
1

p i EL~`!

s~a,b6F! sin b cosn21b

L6~7b!C„6~F2b!…
db.

~30!

The previous definitions of the functionsC(a) andL(a),
and consequentlyS(a), are analytic only in the stripP0, but
may be analytically continued outside this region by repeated
use of the functional relations~15!, ~21!, ~22!, and~24!. For
example, the values of these functions in the sectors neigh-
boring P0, P615$a:F,Re(6a)<3F% are related to
themselves inP0 by the formulas

C~a!5
L6~2a6F!

L6~a7F!
C~2a62F!, aPP61 , ~31!

L~a!5L~2a62F!1
2 sin~a7F!

L6~2a6F!C~2a62F!

3 (
n51

4

Cn
6cosn21~a7F!, aPP61 , ~32!

S~a!5
L6~2a6F!

L6~a7F!
S~2a62F!1

2 sin~a7F!

L6~a7F!

3 (
n51

4

Cn
6cosn21~a7F!, aPP61 . ~33!
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III. DETERMINATION OF CONSTANTS

The eight unknowns can be determined from a linear
system of equations of the form

S E11
1 E11

2 E12
1 E12

2 E13
1 E13

2 E14
1 E14

2

E21
1 E21

2 E22
1 E22

2 E23
1 E23

2 E24
1 E24

2

A A A A A A A A

A A A A A A A A

E81
1 E81

2 E82
1 E82

2 E83
1 E83

2 E84
1 E84

2

D 1
C1

1

C1
2

C2
1

C2
2

C3
1

C3
2

C4
1

C4
2

2
5~g1 g2 g3 g4 g5 g6 g7 g8!

T. ~34!

The first four of these equations follow from certain regular-
ity conditions on the integrandS(a), and the remaining four
are consequences of the mechanical conditions at the vertex.
The two sets of conditions are used below to determine the
elements ofE andg.

A. Regularity conditions

The far-field (r→`) behavior of the Sommerfeld inte-
gral ~7! can be determined by deforming the contourg into a
pair of contours G«(6p), one of which goes from
p2«1 i` through a5p to p1«2 i`, and the other is
symmetric to it about the origina50. Assuming that« is
positive and arbitrarily small, one finds that these contours
belong totally to those portions of the complexa plane, la-
beledP2, in which Imcosa,0, and hence any integral of
exp(2ikr cosa) taken over the contoursG«(6p) vanishes
as r→`. In deforming the contour certain poles may be
captured in the area designated asPesswhich is enclosed by
contoursg6 at the top and bottom, and byG«(6p) at the
left and right. If the captured poles include one or more
located inside the regionsP1 where Imcosa.0, then the
residues at such poles would grow exponentially withr , giv-
ing unphysical behavior at infinity. Poles of this type~named
in Ref. 4 as ‘‘forbidden’’ poles! violate conditions at
r51` for somef P (2F,F) and must be eliminated from
the solution.

In the following we assume that Imu2
6,0, Im u4

6.0,
then it can be shown that among the forbidden poles which
are shared byPess and P1 are as follows:a52f1ap

f

wherep51,2,3,4, and

a1
f 5u2

11p1F,

a2
f 52u4

11F,
~35!

a3
f 52u2

22p2F,

a4
f 5u4

22F.

In order to guarantee the correct behavior of the integral~7!
as r→1` we have to cancel the residues of its transform
S(a) at the forbidden poles~35! by equating

P0

s~ap
f ,f0!

C~f0!
1L~ap

f !50, p51,2,3,4 . ~36!

These provide the first four rows of the matrixE and the
vectorg. Thus,

gp52P0

s~ap
f ,f0!

C~f0!
, p51,2,3,4 . ~37!

The elements of the top half ofE follow by noting that the
functionL(a) satisfies the functional equations~24!. Thus,
a1
f ,a2

f P P1 , a3
f ,a4

f P P21 if F.p/2 and consequently,
using ~32!,

Epn
1 5Ln

1~2ap
f 12F!

1
2 sin~ap

f 2F! cosn21~ap
f 2F!

L1~2ap
f 1F!C~2ap

f 12F!
,

~38!

Epn
2 5Ln

2~2ap
f 12F!, p51,2, n51,2,3,4,

and

Epn
2 5Ln

2~2ap
f 22F!

1
2 sin~ap

f 1F! cosn21~ap
f 1F!

L2~2ap
f 2F!C~2ap

f 22F!
,

~39!

Epn
1 5Ln

1~2ap
f 22F!, p53,4, n51,2,3,4.

The functionsLn
6(a) andC(a) in Eqs.~38! and ~39! have

arguments only inP0.

B. Junction conditions

1. Clamped, free, or hinged plates

We consider three sets of junction conditions under
which the equations simplify considerably. These are listed
in Table I as clamped, free, and hinged. In the former case
both plates are clamped at the vertex, constraining motion
there. The nonzero equations are

TABLE I. The junction conditions for clamped, free and hinged plates. In
each case four of the eight unknowns are zero, and the remaining four are
determined by four linear equations.

Type Conditions Implications Equations

Clamped w6(0)50 ,w68 (0)50 C3
65C4

650 ~40!
Free w69 (0)50 ,w6-(0)50 C1

65C2
650 ~41!

Hinged w650 ,w69 (0)50 C2
65C4

650 ~42!
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S E11
1 E11

2 E12
1 E12

2

E21
1 E21

2 E22
1 E22

2

E31
1 E31

2 E32
1 E32

2

E41
1 E41

2 E42
1 E42

2

D S C1
1

C1
2

C2
1

C2
2

D 5S g1

g2

g3

g4

D . ~40!

Under ‘‘free’’ conditions the shear force and bending mo-
ment on each plate vanishes at the tip, and the equations are

S E13
1 E13

2 E14
1 E14

2

E23
1 E23

2 E24
1 E24

2

E33
1 E33

2 E34
1 E34

2

E43
1 E43

2 E44
1 E44

2

D S C3
1

C3
2

C4
1

C4
2

D 5S g1

g2

g3

g4

D . ~41!

The hinged ends constrain the linear motion but not the ro-
tation, and exert no moments, yielding

S E11
1 E11

2 E13
1 E13

2

E21
1 E21

2 E23
1 E23

2

E31
1 E31

2 E33
1 E33

2

E41
1 E41

2 E43
1 E43

2

D S C1
1

C1
2

C3
1

C3
2

D 5S g1

g2

g3

g4

D . ~42!

2. Welded and forced

We now consider the important case of two plates that
are mechanically joined at the vertex. The displacements and
rotations are continuous, and there is an applied moment
M0 per unit length in the third dimension, and forceF per
unit length acting at the tip. The continuity conditions can be
expressed in terms of the deflectionw6(r ) and their deriva-
tives atr50:9

w18 ~0!1w28 ~0!50 ,

B1w19 ~0!2B2w29 ~0!5M0 , ~43!

B6

iv
w6-~0!1Z6w6~0!2

~Z11Z2!

sin2 2F

3@w6~0!1w7~0!cos 2F#5
Fr

7

iv sin 2F
.

Here,Fr
6 are the radial components ofF alongf56F. For

acoustic or flexural wave incidence we haveM050 and
Fr

650. Longitudinal waves traveling inwards towards the
junction on the6plate can be considered by settingM050
and

Fr
6522iv~Z6U0

61Z7U0
7 cos 2F!, ~44!

whereU0
6 is the particle displacement of the incident longi-

tudinal wave atr50 in the radial direction, defined by~5!.
Using ~16! implies

C3
1

B1
1
C3

2

B2
50 ,

C2
12C2

252
k2

2
M0 , ~45!

k2

c
C1

61
Z6

B6
C4

62
~Z11Z2!

sin2 2F SC4
6

B6
1
C4

7

B7
cos 2F D

5
2 ik3Fr

7

2c sin 2F
,

and therefore the bottom half ofE comprises zeros except for
the elements

E53
6 5

e6

V6
3 , E62

6 561, E71
1 5E81

2 52 sin2 2F,

E74
1 5

d1

V1
2 S cos2 2F1

e1d2V2

e2d1V1
D ,

E74
2 5

d2

V2
2 cos 2FS 11

e2d1V1

e1d2V2
D , ~46!

E84
2 5

d2

V2
2 S cos2 2F1

e2d1V1

e1d2V2
D ,

E84
1 5

d1

V1
2 cos 2FS 11

e1d2V2

e2d1V1
D ,

while the right-hand members become for longitudinal inci-
dence, using~44! andM050,

g550, g650,

g75~S0
21S0

1cos 2F! sin 2F, ~47!

g85~S0
11S0

2cos 2F! sin 2F.

In summary, the right-hand side of the matrix equation~34!
is defined by the incident pressuresP0 andS0

6 , and therefore
all coefficientsCn

6 also have units of pressure.

IV. DIFFRACTED STRUCTURAL WAVES

The total longitudinal motion in the plates is defined by
the displacement components in either plate in the radial
direction:

u6~r !5u6
inc~r !1u6

sc~r !, ~48!

whereu6
inc(r ) is the incident wave, from~6!, andu6

sc(r ) is the
scattered wave which satisfies

vkZ6u6
sc~r !5AL

6 exp~ ivr /c6!, ~49!

indicating longitudinal energy radiating outwards. The initial
amplitudes are related to the transverse displacements by9

u6~0!5~ sin 2F!21@w7~0!1w6~0!cos 2F#, ~50!

and therefore, using~16!, the longitudinal diffraction coeffi-
cients are

AL
65

2d6

V6
2 sin 2F SC4

6 cos 2F1C4
7

e7V6
3

e6V7
3 D 2S0

6 . ~51!
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The evaluation of the flexural wave amplitudes requires a
little more effort. The integral~7! can be evaluated asymp-
totically for kr@1 by deformation of the contourg into a
pair of steepest descent paths. This yields a representation

p~r ,f!5pG~r ,f!1pD~r ,f!1pF
1~r ,f!1pF

2~r ,f!,
~52!

wherepG andpD are the geometrical and acoustical~vertex!
diffraction fields, respectively. The termspF

6(r ,f) denote
the residues at captured poles of the functionC(a1f), and
they coincide with the zeros ofL6(a1f7F) which lie
within the steepest descent paths. The dominant contribu-
tions to pF

6(r ,f) are due to the residues at poles
a52f6(F1p1u1

6) that describe the subsonic flexural
waves excited at the tip by the incident field and then trav-
eling outwards along both sides of the wedge without dissi-
pation if the material parameters of the plates are assumed to
be entirely real, that is Reu1

650. The corresponding expres-
sions may be summarized as follows

pF
6~r ,f!5H@6f2F2Reu1

6

2gd~ Im u1
6!#AF

6eikr cos~F7f1u1
6

!, ~53!

where gd is the Gudermanian function,13 and using~33!,

AF
65

2

L68 ~u1
6!

S S~6F7p7u1
6!

6 sin u1
6 (
n51

4

Cn
6 cosn21~u1

61p!D . ~54!

The acoustical diffraction,pD of ~52!, is defined by

pD~r ,f!'D~f!
exp~ ikr2 i3p/4!

A2pkr
, ~55!

where the diffraction coefficient follows from a steepest de-
scents integral as

D~f!5S~f1p!2S~f2p!. ~56!

This term describes the cylindrical wave arising due to dif-
fraction of the incident field by the tip. The acoustical dif-
fraction coefficient must be unchanged under the interchange
of the source and observation directions. Thus, when consid-
ered as a function of bothf andf0, it satisfies the reciproc-
ity identity D(f0 ,f)5D(f,f0).

The energy of an incident structural wave is defined as
twice the flux of energy per cycle in the direction of the
incoming wave. For the longitudinal wave this is simply the
energy flux in the plate,

F L
65v2Z6uU0

6u2. ~57!

The flexural wave contains energy in the plate and in the
fluid, and it can be shown to yield a flux of

F F
65

uL68 ~u1
6!u

2rv
uP0u2, ~58!

and uL68 (u1
6)u56 iL68 (u1

6) assuming no dissipation in the
system. The energy fluxes of the radiated flexural and longi-
tudinal waves follow from~57! and ~58!, and the acoustic
energy is

lim
r→`

1

rcE2F

F

upD~r ,f!u2rdf5
1

2prvE2F

F

uD~f!u2df. ~59!

The total radiated energy, structural and acoustic, is therefore

F s5
1

2rv H uL18 ~u1
1!uuAF

1u21uL28 ~u1
2!uuAF

2u2

1
2e1uAL

1u2

d1V1
1
2e2uAL

2u2

d2V2

1
1

pE2F

F

uD~f!u2dfJ . ~60!

This defines the energy balance for the wave conversion pro-
cess.

FIG. 2. The fraction of structural energy associated with flexural (F6) and
longitudinal (L6) waves excited at the vertex of a steel and water configu-
ration with F5112.5° for acoustic incidence at anglef0560°. The fre-
quencyvc is the flexural and acoustic coincidence frequency. The sum of
the four energies is 1.

FIG. 3. The same as Fig. 2 but forF5135°.
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V. NUMERICAL RESULTS AND DISCUSSION

We now present some numerically computed results for
the particular case of identical steel plates in water
(e50.134) that are mechanically joined at the contact line
~welded contact conditions!. Several simplifications result
when the plates are identical: thus,un

15un
2 for

n51,2,...,5, thefunctionC(a) is even,

Ln
1~a!1Ln

2~2a!50,

and

E1n
6 1E3n

7 50, E2n
6 1E4n

7 50.

We consider three representative configurations:F5 5
8p,

3
4p, and

7
8p. Figures 2–8 show the energy partition for acous-

tical, flexural, and longitudinal incidence as a function of the
nondimensional frequencyV5v/vc .

FIG. 6. The same as Fig. 5 forF5157.5°.

FIG. 7. The same as Fig. 5 but for longitudinal incidence.

FIG. 8. The same as Fig. 7 forF5157.5°.

FIG. 4. The same as Fig. 2 but forF5157.5°.

FIG. 5. The structural energy redistribution for flexural wave incidence on
the steel and water configuration withF5112.5°. The curves ‘‘RF,’’
‘‘TF,’’ ‘‘RL,’’ and ‘‘TL,’’ indicate the amounts of reflected flexural, trans-
mitted flexural, reflected longitudinal, and transmitted longitudinal energies,
respectively. The sum of these four energies is the curve ‘‘F1L.’’
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The fractional distribution of the diffracted structural en-
ergy for acoustic plane-wave incidence withf0560° are
shown in Figs. 2–4 for frequencies below critical. In these
and subsequent plots the solid curves indicate the flexural
energy and the dashed curves show the longitudinal energy
fractions. We note from Figs. 2–4 that the relative coupling
to flexural energy increases with the wedge angle, at the
expense of the longitudinal energy which vanishes as
F→180°.

The curves in Figs. 5 and 6 show the fraction of incident
flexural energy that is converted into the four radiating struc-
tural modes. In this case the sum of the flexural and longitu-
dinal fluxes~the curve ‘‘F1L’’ ! is less than unity. The deficit
indicates, from Eq.~60!, the fraction of energy converted to
acoustic waves. Similar curves for longitudinal incidence are
in Figs. 7 and 8. In all cases the total structural energy is
conserved at low frequency although it is significantly redis-
tributed among the modes. These and other computations
indicate that an incident longitudinal wave generates rela-
tively little acoustic sound for all values ofF considered,
with most of its energy redistributed among structural
modes. The acoustical diffraction is generally greater for
flexural incidence.

Finally, Figs. 9 and 10 show the structural energy redis-
tribution for two dry configurations~see Appendix B!. These

curves should be compared with the fluid-loaded cases in
Figs. 5 and 8. It is interesting to note that the fluid loading
does not have much effect for longitudinal incidence. The
story is different for flexural incidence, where fluid loading
effects can be appreciable forv<0.2vc . In general, experi-
ence shows~e.g., Ref. 11! that fluid loading has a strong
influence on radiation and scattering from sources and dis-
continuities forV,e, and the results presented here are con-
sistent with this conclusion.

The numerical computations presented here indicate the
degree of coupling between the modes for different wedge
angles and frequencies. Some of the observed trends can be
understood by consideration of the special cases~i!: F5p,
for which a Wiener–Hopf analysis leads to relatively simple
expressions for the acoustical and flexural diffraction
coefficients,7 and ~ii ! F'p/2, which can be analyzed by
perturbation methods,9 with the flat plateF5p/2 solution as
the leading-order term. The latter analysis predicts that
acoustic plane-wave incidence on flat junctions (F'90°) is
converted almost equally, in terms of energy, among dif-
fracted longitudinal waves on the two plates. This is in ac-
cord with the almost identicalL1 and L2 curves from the
‘‘exact’’ computations in Fig. 2.
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APPENDIX A: THE FUNCTION L

The general solution of the pair of difference equations

L~a6F!2L~2a6F!5 f6~a!, ~A1!

can be expressed asL(a)5L1(a)1L2(a), where

L1~a1F!2L1~2a1F!5 f1~a!,
~A2!

L1~a2F!2L1~2a2F!50 ,

with a similar system forL2(a). We will discuss the solu-
tion of the pair of simultaneous equations~A2! only, which
apply to the functionsLn

1

The solution is represented using a modified Fourier
transform pair:

L1~a!5E
2 i`

i`

e2 iath~ t !dt,

~A3!

h~ t !52
1

2pE2 i`

i`

eiatL1~a!da,

so that the difference equations~A2! become

E
2 i`

i`

@h~ t !e2 i tF2h~2t !eitF#e2 i ta dt5 f1~a!,

~A4!

E
2 i`

i`

@h~ t !eitF2h~2t !e2 i tF#e2 i ta dt50.

FIG. 9. The same as Fig. 5 but for dry plates~no fluid loading!. The same
frequency parameter is used for purposes of comparison. In this case the
sum of the four fluxes is unity.

FIG. 10. The same as Fig. 8 but for dry plates.
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Hence, using the modified Fourier transform, we easily ob-
tain

h~ t !5
e2 i tF

4p i sin~2Ft !E2 i`

i`

eibt f1~b!db, ~A5!

and so

L1~a!5E
2 i`

i`

f1~b!G~b,a!db, ~A6!

where

G~b,a!5E
2 i`

i` eit ~b2F2a!dt

4p i sin~2Ft !

5E
2 i`

i` sin@~b2F2a!t#dt

4p sin~2Ft !
. ~A7!

But f1(b) is an odd function of its argument, implying that

L1~a!5E
0

i`

f1~b!„G~b,a!2G~2b,a!…db, ~A8!

while

G~b,a!2G~2b,a!5
i

pE0
`sinh~bs!cosh@~a1F!s!

sinh~2Fs#
ds

5
i

4F

sin~bp/2F!

~cos~bp/2F!2 sin~ap/2F!#
,

~A9!

where the latter follows from Eq.~3.511.5! of Ref. 13.

APPENDIX B: DRY PLATES

Consider incident flexural waves on the6plate with dis-
placement amplitudesW0

6 . The total transverse displace-
ment on each plate can then be written as the sum of the
incident wave plus outgoing propagating and evanescent
flexural waves:

w6~r !5W0
6e2 ik6r1AF

6W0
6eik6r1BF

6W0
6e2k6r . ~B1!

The following identities are direct consequences of~B1!:

w69 ~0!1~12 i !k6w68 ~0!2 ik6
2 w6~0!

522~11 i !k6
2 W0

6 , ~B2!

w6-~0!1k6w69 ~0!1k6
2 w68 ~0!1k6

3 w6~0!50 . ~B3!

The eight unknownsw6(0), w68 (0), w69 (0), w6-(0),
can now be found using the junction conditions~43! supple-
mented by~B2! and ~B3!.

We cite some results for the particular case of identical
plates, with either flexural or longitudinal incidence, for
which we find that

AF
65

~12 i !

2
ws6

1

2
wd1

~11 i !

2
W0

71
~ i21!

2
W0

6 ,

~B4!AL
65wscot F7wd tanF2U0

6 ,

wherews5
1
2@w1(0)1w2(0)#, wd5

1
2@w1(0)2w2(0)#, or

explicitly,

ws5
~U0

11U0
2!cot F1~12 i !~W0

11W0
2!b

cot2 F1~12 i !b
, ~B5!

wd5
2~U0

12U0
2!tanF1~W0

12W0
2!b

tan2 F1 1
2 ~12 i !b

, ~B6!

with b5v/(kc0) and c0 is the longitudinal wave speed
(5c6). In terms of the nondimensional parameterV for the
fluid loaded problem we haveb5AV/d. Finally, we note
that the total energy balance for the dry plate problem is
simply

uAF
1u21uAF

2u21
1

2b
uAL

1u21
1

2b
uAL

2u251 , ~B7!

for a single incident flexural wave of unit amplitude (uW0
1u

or uW0
2u51), or for incidence of a longitudinal wave of am-

plitude uU0
1u or uU0

2u5A2b. We refer to Budrin14 and
Maslov15 for further results concerning the dry structural
acoustics problem.
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Wave-number space response of a near periodically ribbed shell
Douglas M. Photiadis, Earl G. Williams, and Brian H. Houston
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Employing near-field acoustic holography measurements, the wave-number space response of a
ribbed shell to a point drive is investigated. The data show the dominance of flexural vibration in the
mid-frequency range, and demonstrate the prominent role played by the eigensolutions of the
periodic structure. The supersonic region of frequency–wave-number space is examined in detail
and the fast membrane waves, although suppressed in level relative to the subsonic bending waves,
provide a clear highlight in this domain at frequencies below the first radiating flexural passband.
The results are also examined inkz2kf space for several frequencies. This representation enables
an interpretation of the results in terms of the slowness surface of the flexural waves and provides
a simple explanation for the various complex beaming and focusing phenemena which occur in this
system.@S0001-4966~97!03501-7#

PACS numbers: 43.40.Ey, 43.40.Rj, 43.20.Jr, 43.20.Ks@CBB#

INTRODUCTION

A knowledge of the structural acoustic response of
ribbed plates and shells is an important ingredient in the
acoustic design and diagnostic analysis of marine vehicles,
aircraft, and a number of components of systems such as
reinforced piping and support structures. A number of ideal-
ized theoretical models have been analyzed to provide at
least some guidance in this process; for example, infinite
periodically ribbed plates and cylindrical shells,1–6 a few fi-
nite periodic structures,7 and more recently some aperiodic
systems.8–13The exact solutions when obtainable are usually
quite complex,5,6 especially for somewhat realistic fluid
loaded systems, and one must resort to approximate solutions
if the idealized models are to be of use. Hence, a knowledge
of the most important features of the behavior of real sys-
tems is quite important. Unfortunately, only a small amount
of experimental data14–17 shedding light on this issue has
been published.

We report here the first near-field acoustic holography18

measurements of the vibratory response of a ribbed shell to a
local excitation. The measurements cover a substantial por-
tion of the mid-frequency range, roughlyvc,v,4vc with
vc5cp/a the ring frequency of the cylinder. Here,a is the
radius of the shell andcp is the longitudinal wave speed. The
experimental system consists of a thin steel shell with 80
ring stiffeners immersed in water. A drawing of the shell is
given in Fig. 1. The rings are identical to within fabrication
tolerances and are attached in a near periodic fashion with
mean spacingd along the shell. The detailed positions of the
rings along the shell are distributed uniformly and randomly
within a small region about the nominal periodic location;
i.e., the probability density that the position of a particular
ring nearx5nd has positionx is

p~x!5H 1/~2Dx!, ux2ndu,Dx,

0, otherwise.
~1!

The maximum deviation of the position,Dx, of a ring from
its nominal periodic location is 2.5% of the rib spacing,Dx/
d50.025.

In this paper we examine modes with relatively small
azimuthal mode number,n<11, which typically are spatially
global apart from the effects of radiation damping. In par-
ticular, we focus here on the wave-number space behavior of
these modes. In the absence of radiation damping, most of
the smalln modes would indeed be extended over the entire
structure~80 ribs!, the Anderson localization effects caused
by the coordinate irregularity being relatively unimportant
over these length scales. The behavior of the largern helical
modes is dramatically different,11 with strong Anderson lo-
calization effects8,19 resulting from the weak spatial irregu-
larity. These results, along with an examination of the
weaker real space Anderson localization effects we have ob-
served for the smalln modes, will be given in a subsequent
publication.

One would expect the modes of the system to be similar
to those occurring on the associated periodic~Dx50! struc-
ture for such a small degree of irregularity provided the
transmission of energy across the ribs is not too small. Our
results confirm that this is indeed the case, at least locally,
for then<11 azimuthal modes. The experimental results ex-
hibit great simplicity; a clear dispersion structure dominated
primarily by the Bloch or Floquet20 wave-numberk of the
flexural wave and its replications by scattering from the pe-
riodic array,k12pn/d. The observed Bloch wave number
differs significantly from the flexural wave number of the
unribbed shell, particularly at the lower end of the frequency
spectrum. Sizable frequency gaps are typically a dominant
feature of the results.

While the approach for obtaining the formal solution of
a vibrating periodically ribbed structure has been known for
some time, and analytical and numerical solutions have been
given by several authors,1–6 the physical significance of the
Bloch wave number in the context of structural acoustics was
probably first noted by Mace4 and Hodgeset al.14 The im-
portance of the Bloch wave number in the context of the
scattering cross section, a direct measure of the supersonic
wave-number space response of the structure, was pointed
out by Photiadis9 and measurements16 are in accord with the
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theoretical predictions. These experimental results revealed,
however, only a piece of the puzzle since they sample such a
small region of wave-number–frequency space, and as such,
ambiguity concerning what wave numbers are excited on the
structure remained. The results we give here provide a nearly
complete picture of the physics of then<11 modes in this
frequency range.

I. DESCRIPTION OF THE EXPERIMENT

The experiment was carried out at the Laboratory for
Structural Acoustics at the Naval Research Laboratory by
use of a precision multi-axis in-water robot that is used to
scan an omnidirectional hydrophone on a cylindrical surface
as indicated in Fig. 2. The electro-mechanical positioning
and data acquisition are similar to that which has been pre-
viously reported.18 Two degrees of freedom,u and z, are
exercised to synthesize the cylindrical measurement surface
of pressure with a scanning hydrophone under automated
control in 0.5-cm steps along thez axis ~perpendicular to the
water’s surface!. The acoustic pressure response is recorded
at each location along a 512 point line that is one and one-
half times the length of the overall cylinder; at the end of

each line the cylinder is rotated and the axial scan is re-
peated. A total of 128 rotations were completed with the
129th line being an overscan of the very first one and allows
overall reproducibility to be evaluated.

The two most critical design criteria for a near-field
acoustic holographic measurement are the hydrophone spa-
tial aperture and standoff. Generally speaking, a hydrophone
must be used that is sufficiently small such that it does not
spatially average the highly evanescent pressures in the very
near field of the structure. Similarly, the acoustic center of
the hydrophone must have a sufficiently small standoff so
that these evanescent components can in fact be measured
above the intrinsic noise of the hydrophone. Both of these
properties are satisfied by the use of a rebuilt Centronics
LC-5 hydrophone having a 2.5 mm width that is positioned
at a standoff distance of 4.5 mm. In order to estimate the
required resolution to obtain high quality reconstructions we
use21

l554.6~d/D !, ~2!

wherel is the minimum wavelength of resolution,d is the
measurement standoff, andD is the dynamic range~SNR! at
each frequency. At the highest frequency of this study~40
kHz!, the wavelength of flexural waves on the shell is esti-
mated by a free bending wave of a flat plat to be 1.2 cm and
so the required minimum dynamic range for a 4.5-mm stand-
off is 20 dB.

The overall broadband signal-to-noise ratio achieved
was over 55 dB at each of the frequencies in the band of
interest. The excess dynamic range was highly desirable in
that the wave-number domain filtering to implement
GENAH ~generalized near-field acoustic holography! was
made easier as a result. The very high dynamic range was
achieved by use of a linear~FM! chirp 6 ms long that cov-
ered a band from 8 to 50 kHz. The chirp was designed in
MATLAB, loaded into an arbitrary waveform generator, and
synchronously triggered at a 5-Hz repetition rate to clock out
the entire waveform at 8-ms sample intervals. The chirp was
amplified to a 140-V peak-to-peak level and used to drive a
lightweight ~8 g! and low moment-of-inertia piezo-electric
microshaker mounted directly to the shell near its axial mid-
point, midway between two ribs. In order to measure the
drive point force and track it throughout the measurement,
the shaker was built with a collocated force shell.

The entire hologram consists of 1283512565 536 spa-
tial points ~not including the overlapping last line!. After
motion to a new hydrophone measurement position, the
scanner was allowed to settle before acquisition and simi-
larly after shell rotation. At each of these hydrophone mea-
surement positions, the shaker was excited with the wave-
form and the resulting acoustic pressure was recorded 16
times to form an average in order to increase the signal-to-
noise ratio. In a similar fashion, the force cell response was
recorded together with the pressure response at the beginning
of each line, i.e., 128 times. Each of the recorded time his-
tories consisted of 32.768 ms of time data for a spectral
resolution of 30.517 Hz. The resulting data files required
approximately 1.1 Gbyte of storage.

FIG. 1. Drawing of the framed shell. All dimensions are in meters unless
otherwise indicated.

FIG. 2. Drawing of the hologram measurement geometry. All dimensions
are in meters. Four support wires are attached to the rim of the endcap and
are used to rotate the structure. A ballast weight is attached to the center of
the bottom endcap.
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II. WAVE-NUMBER SPACE ( k z ,v) RESULTS

A. General observations

The normal surface velocity field on the shell obtained
from holographic projection,v(u,z,v), is transformed into
wave-number space by Fourier transforming over the straight
section of the shell,

vn~kz ,v!5E du dz exp„2 i ~kzz1nu!…v~f,z,v!.

~3!

One may then plot the data as a function of~kz ,v! for vary-
ing fixed values ofn. In this way, the natural waves of the
system can be directly inferred from the data. In Figs. 3 and
4, the experimental results are shown forn50,...,11. In Fig.
3~a! the near-field response of the shell to the drive has been
removed using a notch filter with a Tukey window. This
signal processing lowers the broad wave-number background
resulting from the shaker near field which especially ob-
scures the supersonic part of the spectrum and makes the
membrane waves more difficult to see. The Fourier spectrum
including the near field is shown for small values ofn in Fig.
3~b! for comparison. Overlaid on the figures are the acoustic
wave number and the flexural wave number of an unribbed
fluid loaded shell. The dispersion relation for the flexural
wave number is shown for only a few of the modes because
it changes by only a small amount over this range ofn.

The most prominent aspect of the data for the values
shown,n<11, is the appearance of very strong continuous
features in the wave-number–frequency space response.
These features are observed to obey a number of rules inde-
pendent of mode numbern. The inferred group speed of the
features; the local slope, is slow relative to the speed of the
acoustic and membrane waves, corresponding roughly to the
group speed of flexural waves on an unribbed fluid loaded
shell, or slower. The shapes of the features are smooth, pe-
riodic in wave-number space with period 2p/d, and show
sizable frequency gaps. Note also that the response is fairly
strongly suppressed for wave numbers within the sonic cone
because of radiation damping. All of these aspects are ex-
pected properties of the flexural Bloch or Floquet waves20 of
the associated periodic system, and these results provide the
most compelling evidence to date that the~kz ,v! response of
a ribbed fluid loaded cylindrical shell is generally dominated
by the flexural Bloch wave number. Note that in the upper-
most band, the flexural wave number for the unribbed shell
provides a reasonable approximation to the Bloch wave
number, but that at lower frequencies the departures from
this estimate are order of magnitude effects.

One can also observe horizontal lines passing through
all of the data. These features are independent of azimuthal
mode numbern and reasonably independent ofkz as well,
implying that they arise from a small area about the drive
point. We suspect that this effect arises from an intrinsic
difficulty in measuring the actual force applied to the shell
because of the small but finite~'0.5 gm! mass below the
force cell, and is not a characteristic of the Green’s functions
of the system. Based on measurements of the input imped-
ance, the change in the force arising from a mass of this

amount gives rise to small frequency shifts near resonances
of the correct order of magnitude to account for the observed
venetian blind effect in the holograms.~Such a frequency
shift in the measured force produces ‘‘venetian blinds’’
through the normalization operation,G5vmeas/Fmeas.! In any
case, this effect does not substantively effect our interpreta-
tion of the data.

The results show a significant dependence on the azi-
muthal mode numbern primarily because of the presence of
the ribs. All the mode orders show basically three passbands;
for the ordersn50,..,3 the lowest band is below the lowest
frequency of the data and only the very top of the band is
seen. Typically there is a fairly small frequency gap between
the two lower bands, and a significant frequency gap sepa-
rating the middle and upper frequency bands. The lowest
frequency band occurs somewhat below the ring frequency
~about 11 kHz! for the low mode orders and gradually in-
creases to occur near the ring frequency for then58–11
modes. This passband is rather narrow. The second passband
occurs in the neighborhood of the ring frequency for the low
order modes, is typically rather narrow except in the neigh-
borhood of n57–9, and once again increases relatively
slowly in frequency asn increases. The third band is quite
broad, extending from aboutf518 kHz all the way up to
f537 kHz for then50–8 modes.

The physical mechanisms underlying most of these re-
sults can be inferred by comparison with existing theoretical
predictions for the flexural Bloch wave number. The two
lower bands are most likely due to near resonant motion of
the ribs coupled by flexural motion of the shell. Hodges
et al.14 predicted the occurrance of two such low-frequency
passbands just as we have observed, the lower band being
associated with out-of-plane twisting rib motion and the up-
per band being associated with in-plane flexural rib motion.
Further, the theoretical dispersion curves given by Hodges
et al.14 are in reasonable qualitative agreement with our re-
sults, despite the fact that their rib geometry differed some-
what from that which we examined,T-ribs rather than simple
rings. The near vanishing of the frequency gaps near mode
n58 was also predicted theoretically11 and shown to arise
from a rib transmission resonance, essentially phase match-
ing to the flexural wave in the rib. The upper passband in-
volves primarily reverberent flexural motion of the shell and,
apart from the very significant band gaps, the Bloch wave
number in this band can be predicted with reasonable accu-
racy by the fluid loaded flexural wave number of the un-
ribbed shell scattered into the first Brillioun zone by the near
periodic array. This has been noticed previously in the con-
text of acoustic scattering from a ribbed shell.16,17The theo-
retical approach employed by the above references, directly
solving for the Bloch wave number, seems to be quite suffi-
cient for obtaining predictions of the dominant wave num-
bers excited on nearly periodic ribbed shells in this fre-
quency range.

The explanation for the appearanceonly of the flexural
Bloch wave number, ignoring for the moment the weak im-
print of the membrane waves which we shall discuss below,
is quite simple and has to some extent been given
previously.17 Ignoring radiation damping, the natural waves
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of the periodic system are Bloch waves of the form22

cqa~z!5exp~ iqz!Uqa~z!, ~4!

whereq is the flexural Bloch wave number,a is the band
index, andUqa(z) is periodic with periodd; Uqa(z) gives

the mode shape within a single bay. The Bloch wave-number
q is determined uniquely up to a sign at each frequency
yielding a characteristic dispersion relationv(q). The re-
sponse of the system can be expressed as a superposition of
these natural waves, and at frequencyv, will be strongly

FIG. 3. Magnitude of the measured normal surface velocity field in dB~20 log10uyu! in axial wave-number–frequency space for azimuthal modesn50,...,5.~a!
has the shaker near-field filtered out as discussed in the text, while~b! contains the shaker near field for comparison. The white dotted line is the dispersion
curve for free flexural waves while the red dotted line encloses the supersonic region.
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enhanced by the modes most nearly satisfying the dispersion
relation, provided such solutions exist. Near a particular fea-
ture in ~kz ,v! space, the response is therefore approximately
given by a single Bloch modecqa(z), whose Fourier spec-
trum is

cqa~kz!5E dz exp~2 ikzz!cqa~z!

5(
m

amad~q12pm/d2kz!, ~5!

with only the componentsq12pm/d appearing as a result
of the periodicity ofUqa .

In the presence of fluid loading, such an expansion is of
course not exact, and one might expect significant smearing
of the pass/stop bands, indicating the presence of other wave
numbers, but the experimental results demonstrate that this is
in fact not the case. The observed enhancements are sharp
and well defined and trace out a typical dispersion for the
Bloch wave number. This result is quite significant since the
problem contains at least two other important wave numbers,
the flexural wave number of the unribbed shell and the
acoustic wave number, and an exact expression for Green’s
function is quite complicated. The acoustic wave number
does make an appearance but by a strong suppression of the

FIG. 4. Magnitude of the measured normal surface velocity field in dB~20 log10uyu! in axial wave-number–frequency space for azimuthal modesn56,...,11.
The white dotted line is the dispersion curve for free flexural waves while the red dotted line encloses the supersonic region.
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surface velocity field, rather than an enhancement, just as
one would expect.

B. Supersonic wave numbers

The supersonic part of the wave-number space spectrum
is of special interest because these components are respon-

sible for the radiation of both interior and exterior noise, and
in addition control the elastic part of the scattering cross
section. The response of the system is rather strongly sup-
pressed in this region because of radiation damping as shown
in Fig. 3~a!. To better examine the results, a close up with
enlarged dynamic range is shown for the low order modes in

FIG. 5. Magnitude of the measured normal surface velocity field in dB~20 log10uyu! in supersonic region of axial wave-number–frequency space for azimuthal
modesn50,...,3. The dynamic range has been increased in order to make the features in this region more visible. The white dotted line encloses the supersonic
region of wave-number–frequency space and varies slowly withn over most of the frequency range, while the red dotted lines are the dispersion curves for
the longitudinal~inner lines! and shear~outer lines! waves. As in Fig. 3~a!, the shaker near field has been filtered out.

FIG. 6. Magnitude of the measured normal surface velocity field in dB~20 log10uyu! in wave-number space (n,kz) for various fixed frequencies. The red dotted
line encloses the supersonic region of wave-number space. The plots are relative to the maximum dB level at each frequency, indicated below each subplot.
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Fig. 5. Superimposed on the figures are dispersion curves for
the fast shear and longitudinal waves and the sonic cone. The
near field has been filtered out as in Fig. 3~a! in order to
better see the traveling wave behavior. Enhancements due to
the fast membrane waves23 are clearly discernable but
weaker than they appear in scattering measurements. Typi-
cally, just as for an unribbed shell, the flexural waves domi-
nate the response, the levels resulting from the membrane
waves being 25–35 dB smaller.

The results show a strong impact of the dispersion
curves of the flexural Bloch wave on the enhancements re-
sulting from the fast waves. At relatively low frequencies,
f<27 kHz, the response due to the shear and longitudinal
waves is apparent. As the frequency is increased and the
flexural Bloch wave enters the sonic cone, the imprint due to
the fast waves is abruptly suppressed and the dominant high-
light is due to the supersonic component of the Bloch wave.
As the frequency increases into the next stop band at about
34–37 kHz the membrane waves once again become noti-
cable. Evidently, interaction between the flexural Bloch
waves and the membrane waves is important in determining
the levels of the membrane waves.

The abrupt suppression of the fast waves when the flex-
ural Bloch waves become supersonic implies that when the
Bloch waves are able to radiate energy into the fluid there is
a significant energy flow: membrane wave→flexural Bloch
wave→radiated acoustic wave. At frequencies for which the
flexural Bloch wave cannot radiate such a steady-state en-
ergy flow evidently does not occur. A simple explanation for
this observation is that in the absence of radiation damping,
energy which transfers into the flexural Bloch wave later
scatters back into membrane wave energy. Thus, when the
flexural Bloch wave is entirely subsonic, an equilibrium situ-
ation is set up in which there is no net energy flow between
the wave types. This ‘‘equilibrium’’ scattering of vibrational
energy back and forth between flexural and membrane mo-
tion, wave mixing, is disturbed by acoustic radiation if the
flexural Bloch wave has a supersonic component; i.e., there
is not time for flexural energy to be scattered back into mem-
brane energy and is instead rather quickly radiated into the
fluid. In the reverse direction, there does not appear to be a
corresponding energy flow, flexural→membrane→radiated
acoustic wave; such a flow would give rise to damping of the
subsonic flexural Bloch waves, an effect not seen in the data.
This is consistant with theoretical results24 which show en-
hanced damping of membrane waves at frequencies for
which the flexural Bloch wave is radiation damped.

III. SLOWNESS SURFACES

In an earlier paper25 the dispersion curves in (kz ,n) for
fixed frequency for an unribbed shell, otherwise similar to
the ones discussed in this paper, were presented. The helical
wave spectra of the flexural waves in the unribbed shell ap-
pear as figure eights in (kz ,n) space which open up to circles
as the frequency increases. In the case of the ribbed shell,
this picture dramatically changes. Figure 6 presents the
k-space results, with 20 log[vn(kz ,v i)] color coded as be-
fore, for the ribbed shell at a set of selected frequencies.
These results can be constructed from horizontal cuts

through kz2v plots, shown in Figs. 3 and 4, which helps
interpret the very complicated patterns which arise. The red
dashed lines indicate the dispersion curve~reminants of the
figure eights! of the flexural wave for an unribbed shell. Note
also that the acoustic circle, in which the helical waves radi-
ate to the far field, is very apparent at the higher frequencies
~corresponding to low levels of the velocity!. A major fea-
ture of the slowness plots are the circular regions which we
refer to as ‘‘eyeglasses.’’ These features arise from flexural
Bloch waves, especially from the third passband, appearing
first ~n50! near 17 kHz. When the eyeglasses enter the
acoustic circle, the Bloch waves radiate to the far field, domi-
nating the radiation from the shell. This radiation loading
then depresses the level of the associated subsonic Fourier
component of the Bloch waves~seen in the left and right
vertical segments at the extremities of the eyeglasses!.

Another important feature of the dispersion curves are
the ‘‘eyebrows’’ above and below the eyeglasses. Note that
there are actually two sets, with an outer eyebrow lower in
level than the inner one. The outer eyebrow seen in all the
panels is due to the first passband. The inner eyebrow, also
occurring in all the panels, arises from the second passband.
At the lowest frequency shown, 10.9 kHz, this eyebrow
closes down, filling in the region aroundn50.

The measured dispersion curves in (kz ,n) space provide
a powerful tool when viewed as slowness surfaces. The high
levels which occur can be interpreted as a discretized form of
the slowness surfaces, curves in this two-dimensional case,
which appear in crystallography.26 Each highlight on the
slowness curve corresponds to a helical Bloch wave, and the
normals to the curves formed from these highlights provide
the direction of waves which beam down the shell. In other
words, the helical waves in the slowness curve spatially beat
against one another to create beam patterns of energy.

Perhaps it is not as well known that the strength of the
beams which are created are proportional to the local radius
of curvature of the slowness surface at any given frequency.
This can be fairly easily shown27 using a stationary phase
approximation to a line integral which represents a sum of
the waves over a piece of the slowness surface. That is, as-
suming continuous wave-numbersks in the circumferential
direction and lettings5af, the resulting shell velocity from
that piece is proportional to

v~z,s!'E
G
V~k!eik–r dG, ~6!

where r5~r cosb,r sinb! is the position on the shell, and
r5„kx~u!,ky~u!…, a particular point on the slowness curve,
gives the direction of the helical wave. Hereu is the angular
coordinate ink space. Converting Eq.~6! to an integral over
u gives

v~z,s!'E
u
V~u!eir @kx~u!cosb1ky~u!sin b#

3k~u!A11S 1k dk

du D 2 du. ~7!

Assuming thatV~k! is slowly varying relative to the
oscillating exponential, an assumption which fixes the source
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at r50, and evaluating the integral by the method of station-
ary phase yields

v~z,s!'V~u0!e
ik0–re6 ip/4A2pk0

r
Ar~u0!, ~8!

where the stationary phase point,u0, is determined from a
solution to

dk

du
• r̂50, ~9!

and r~u0! is the local radius of curvature of the slowness
curve. Hence, when the slowness surface is flat, implying a
large radius of curvature, then provided the surface velocity
near these wave numbers is sizable, a strong beam of energy
is formed. On the other hand, when the slowness surface has
a small local radius of curvature, then vibrational energy
tends to spread isotropically. The stationary phase point can
be easily picked out graphically by employing Eq.~9!, which
indicates that the normal to the slowness curve points in the
direction of the observer at the stationary phase point. These
results are directly analogous to those one obtains in a gen-
eral anisotropic medium.26

We further clarify these concepts in Fig. 7, which shows
the slowness surfaces at two different frequencies compared
with the corresponding spatial surface velocity on the shell.
The displayed amplitude range has been reduced to 30 dB

for the slowness surfaces in this figure. The 14-kHz surface
~on the left! is dominated in each quadrant by three helical
wave components, seen as the small white–red dots nearly in
a straight line. The perpendicular to this straight line pro-
vides the direction of propagation of the energy down the
shell. These three waves beat against one another to create
velocity beams as can be seen in the top panel. The drive
point is at the center of the panel. In the 20-kHz example,
shown at the bottom of Fig. 7, the dominant pieces of the
slowness surface and the corresponding directions of energy
flow are shown. These pieces correspond to very large radii
of curvature, and thus from the analysis above, provide the
dominant directions of energy flow in the shell. The eye-
glasses, containing low circumferential orders, lead to wave
propagation in the axial direction down the shell, whereas
the eyebrows, dominated byn5613 andn5614, lead to a
wave in the circumferential direction which tends to get
trapped at the drive point. These conclusions are reflected in
the surface velocity shown at the bottom of the figure.

In summary, the slowness surface can be used to predict
the magnitude and the direction of wave propagation in a
shell. Returning to the slowness surfaces of Fig. 6, we can
use this insight to predict the dominant directions of wave
propagation down the shell by looking for regions of large
radius of curvature~and large amplitude! and drawing the
normal to the curve in these regions. Observations of the

FIG. 7. Real space response of the shell with the accompanying wave-number space (n,kz) measurements atf514 kHz andf520 kHz.
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reconstructed surface velocity, not shown here, bear out the
fact that very frequently the second passband leads to wave
propation in the circumferential direction, trapped near the
driver, with almost no group velocity in the axial direction.
This corresponds to the three panels, at 20.7, 30.5, and 35.4
kHz, in Fig. 6, as well as the 20.1-kHz example in Fig. 7.

IV. CONCLUSION

We have presented measurements of the radial response
of a ribbed shell to an internal point drive. The axisymmetry
of the system enables the data to be examined one azimuthal
mode at a time, an approach which allows the dispersion
relation of each mode to be directly observed in wave-
number–frequency space. This reveals the overall domi-
nance of the flexural Bloch or Floquet waves in the response
of a ribbed shell to a localized source, and further, shows the
importance of the Bloch wave-numberq and its components
q12pn/d resulting from scattering from the near periodic
array.

The supersonic components of the response, which play
a dominant role in the radiation and scattering of sound, are
strongly suppressed relative to the subsonic components be-
cause of the effects of radiation damping. At the low end of
the mid-frequency range the smalln membrane waves, both
quasi-longitudinal and quasi-shear, are visible although
rather weakly excited. As the frequency increases and the
flexural Bloch waves begin radiating acoustic energy, these
modes are strongly suppressed. As the frequency is increased
further and one enters the next stop band, the membrane
modes once again become apparent. This result provides evi-
dence for significant mixing of flexural and membrane vibra-
tional energy resulting from the ribs: Such wave mixing
would suppress the membrane response provided flexural
waves are damped. This result may be quite significant in
terms of understanding the behavior of more complex struc-
tures, since in that scenario flexural vibration would most
likely be damped by one mechanism or another.

Within the various passbands, significant beaming and
focusing of vibrational energy results from the presence of
the ribs. An examination of the response of the system in
kz2kf space enables these effects to be understood rela-
tively easily. The beaming most often occurs in the azi-
muthal direction, and arises most often in this frequency
range from the second flexural Bloch passband. The dynam-
ics in this band consist of in-plane flexural vibration of the
ribs coupled to one another by out-of-plane flexural shell
motion. Strong focusing also occurs in the axial direction, in
this case arising most often from the third flexural passband,
the band in which the wave propagation consists of flexural
shell vibration multiply scattered by the rib array. This phe-
nomenon leads to the formation of relatively narrow beams
of energy traveling along the length of the shell.

The weak deviations of the shell from periodicity~2.5%!
do not strongly effect the wave-number spectrum of the sys-
tem for the relatively small values ofn, n<11, we have
examined here. The principle effects which we have ob-
served in wave-number space are a relatively weak broaden-
ing of dispersion relations. This implies that locally, at least
for a few structural wavelengths, the wave propagation pro-

ceeds as though the structure were periodic. Modeling efforts
based on the infinite periodic structure can most probably be
successful in accounting for the results we have presented
here. On closer examination in real space, the localizing ef-
fects of even this small amount of irregularity can be ob-
served for the smalln helical modes, with more dramatic
effects occurring for the largen helical modes. We will re-
port on these results in a subsequent publication.
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compliance measurement of curved structures
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The present paper presents an extension of the so-called tip excitation technique for measuring the
rotational compliance of curved structures. On the basis of the original form of the technique,
developed for attached plane structures, the technique is improved to take into account the presence
of the in-plane vibration and the rigid motion. Two derivatives of the technique are developed: the
first one using two accelerometers allows a more accurate indication of rotational response, thus
providing a good accuracy in middle frequency range; the second one using double excitation
effectively eliminates the in-plane force excitation, thus providing an excellent measurement
accuracy at both low and middle frequencies. Numerical simulations using finite element modeling
are performed to analyze different parameters affecting the performance of the technique.
Experimental validations are then reported. It is shown that the technique is successfully extended
to curved structures while retaining the advantages of the original version of the method in terms of
its simplicity and its capacity for mass loading compensations. ©1997 Acoustical Society of
America.@S0001-4966~97!00902-8#

PACS numbers: 43.40.Yq, 43.40.At@CBB#

INTRODUCTION

Mechanical compliance and mobility concepts have be-
come one of the standard tools to characterize the dynamic
behavior of structures. Their wide application demands that
both theoretical and experimental techniques be developed.1

Compared to the translational compliance, the rotational
compliance measurement is much more difficult due to the
access to the quantities related to the rotational degrees of
freedom. Two major obstacles to overcome include the ac-
quisition of rotational responses and the production of a mo-
ment excitation.2,3 The situation is even more critical when
one handles light thin-walled structures, since any measuring
device physically connected to the system will tend to affect
the dynamics of the original structure.

Due to these difficulties, there exists only a very short
list of references dealing with the rotational compliance or
mobility measurement, as reported by some very recent
works.4–7 The classical approach is the double-exciter
method, using a pair of dynamic exciters operated in phase
opposition to provide moment excitation via a simple lever.
Since its development, it remains the method that is mostly
used. Effort has been made recently to improve the method
by taking into account the loading effects of the exciter.4,5

However, main difficulties related to the method lie in the
production of a perfect phase match between two exciters to
ensure a perfect phase opposition. In addition to that, the
quality of the excitation can still be poor due to the mass
introduced by the exciting configuration.

As an attempt to address the rotational measurement
problem, a so-called tip excitation technique~TET!, was re-
cently proposed.6,7 In this approach, a beamlike tip is used to
transfer a force excitation into a torque and the rotational
response into a translational one, thus converting a rotational
measurement problem into a translational one, permitting the

use of conventional apparatus. Using a single force exciter or
an impact hammer, the TET avoids the matching difficulties
encountered in the double-exciter method. Also, a dynamic
analysis of the tip motion allows one to eliminate the mass
effect of the tip on the structure to be measured. On the basis
of a cantilevered rectangular plate, the technique was nu-
merically and experimentally assessed, showing that the TET
is feasible to use in low- and middle-frequency ranges for
plane structures. However, the hypotheses made in the de-
velopment of the technique restrain its application only to
attached plane structures, whose in-plane motion can be
mostly neglected compared with the flexible motion. This
technique will hereafter be called the original TET.

As a continuation of the previous work, this paper first
discusses the applicability of the original TET to curved
structures that may involve significant in-plane motion. The
so-called in-plane motion, due to the curvature or free
boundaries, represents the movement of the measuring point
in the tangential plane of the structure. After a brief review
of the technique, the original TET without any modification
is first applied to a series of curved panels with varying cur-
vatures. Curvature effects are then analyzed, leading to some
modifications of the technique. Two alternatives using two
accelerometers with single or double excitations are further
investigated. The modified TET using two accelerometers
with single excitation eliminates unwanted translational re-
sponse to enhance the accuracy of the rotation measurement,
while the modified TET with double excitation eliminates
effects of the in-plane force excitation. Finally, experiments
using a free panel are carried out to assess the technique.
Both numerical and experimental results illustrate the perfor-
mance of each version of the technique, as well as the appli-
cability of each.
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I. REVIEW OF THE TECHNIQUE AND DESCRIPTION
OF THE PROCEDURE

The TET consists of attaching a small beamlike tip to a
point on the structure where the rotational compliance has to
be evaluated as illustrated in Fig. 1. For illustrating purpose,
assume that the rotational compliance about the free edge is
under investigation. By applying a driving force at the tip, an
excitation moment is produced at the tip–structure intersec-
tion. In addition to that, the tip’s motion provides informa-
tion about the rotation undergone by the structure. On the
basis of simultaneous measurements of the exciting force
and the resulting acceleration, the rotational compliance of
the structure is to be derived. A rigid body dynamic analysis
of the tip is then performed, taking into account the coupling
at the intersection of the structure and the tip, resulting in
analytical formulas for rotational compliance. This procedure
yields the following expression for both the compliance am-
plitudeAcr and the phase anglefcr :

Acr5
1

v2YASKT D 222I yy
K

T
cosfa1I yy

2 , ~1!

tanfcr5
2I yy sin fa

I yy2~K/T!cosfa
, ~2!

where I yy is the total effective moment of inertia of the tip
about the rotation axis, passing through the contact region
between the tip and the panel and parallel to the panel’s free
edge in the specific configuration shown in Fig. 1;T andfa

are, respectively, the amplitude and the phase angle of the
translational accelerance~acceleration/force! measured on
the tip; andK is a geometric parameter which depends on the
position of the excitation and that of the acceleration re-
sponse. It is worth noting that the above expressions have
proven to be effective in partially eliminating the inertial
effects of the tip on the rotational compliance. However,
these analytical relations were obtained on the basis of sev-
eral hypotheses and simplifications, taking advantage of the

fact that the structure under investigation is an attached plane
panel so that all quantities relating to the in-plane motion had
been neglected.6 This should certainly be the main obstacle
to remove regarding the extension of the technique to general
curved structures.

In order to investigate the applicability of the TET to
curved structures, a series of curved panels with varying cur-
vatures are chosen as illustrated in Fig. 1. Taking a plane
panel as a starting point, the panel is then bent so that the
sector anglea varies from 0°~plane panel! to 180° ~semi-
cylindrical shell!, while keeping all other dimensions and
characteristics unchanged~lengtha5400 mm; widthb5300
mm; thicknessh53 mm; densityr57820.0 kg/m3; Young’s
modulusE52.068E111 N/m2 and Poisson ratiom50.30!.
An aluminum tip is used to estimate the rotational compli-
ance of the panels at a point 5 cm from the corner along the
free straight edge. The tip is designed according to the prin-
ciples previously developed6 and all its dimensions~as indi-
cated in Fig. 5!. As to the boundary conditions of the panels
at the left end, either clamped edge or a free edge is to be
investigated in the analyses.

Finite element analyses~FEA! using I-DEAS software
are performed for the curved panels and the curved panel–tip
combinations. For the former, the angular response of the
panel under a pure moment excitation is calculated to pro-
vide theexpected resultsof the rotational compliance. For
the latter, assuming a unit force excitation on the tip, FEA
calculates the quantities that should be measured in practice.
The rotational compliance is then calculated using the de-
rived compliance formula@Eqs. ~1! and ~2! for the original
TET or other corresponding expressions that will be derived
later when the TET is modified#. The results obtained are
referred to as thesimulated results.

The mesh of the curved panel–tip combination is illus-
trated in Fig. 2. The panel is discretized into 340 linear thin

FIG. 1. Curved panels with various curvatures.

FIG. 2. FEA mesh of a typical curved panel-tip combination.
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shell elements and the tip is divided into 8 linear solid ele-
ments. Convergence tests were made to ensure that the num-
ber of elements used was sufficient for the frequency range
considered in this paper. For the curved panel, an exciting
moment is applied at node 315 where the rotational compli-
ance is to be evaluated. For the panel–tip combination, an
exciting force is applied at node 508 and the translational
acceleration at node 517 is calculated on the tip, allowing the
estimation of the rotational compliance at node 315 on the
curved panel.

II. DIRECT APPLICATION OF THE ORIGINAL TET

The original TET previously established is first applied
to the curved panels. Figures 3 and 4 show the amplitude of
the rotational compliance of the curved panels with two dif-
ferent sector angles:a530° and a5180°, respectively.
Curves corresponding to the two cases are plotted for differ-
ent frequency ranges so that a compatible amount of modes
are included. The results are expressed in dB referencing to
1.0E25 rad/N m @10 log~Acr/1.0E25!#. In both cases, the
simulated resultsare compared with theexpected results. It
can be seen that although the two panels exhibit different
dynamic characteristics, the overall tendency in terms of
compliance estimation accuracy is quite similar. Generally
speaking, the amplitude level discrepancy varies with the

frequency zone and the curvature. When the curvature be-
comes greater, the discrepancy seems to increase. More spe-
cifically, we notice a very bad accuracy of the technique at
low frequencies involving the first 3–4 modes~zone A!. In
fact, both configurations present a discrepancy oscillating
around 10 dB between the expected results and the simulated
ones. The rigid motion of the tip in the excitation direction is
believed to be the most responsible for this discrepancy,
since a single accelerometer is no longer sufficient to accu-
rately indicate the rotational response of the structure. At the
middle-frequency range up to 10 modes~zone B!, the tech-
nique seems to work reasonably well. With the increase of
the frequency~zone C!, we notice a degradation of the tech-
nique, which was also observed in the case of plane struc-
tures, mainly resulting from the coupling between the tip and
the tested structure. It should be noted that the existence of
the three zones is quite obvious while the dividing line be-
tween each zone may vary from structure to structure. These
results seem to indicate that the original TET can be directly
used for the curved structures only in the middle-frequency
range~zone B!. The advantage consists in its simplicity since
only one accelerometer and a single excitation are required.
However, modifications must be made to improve the tech-
nique at low frequencies.

III. MODIFIED TET USING TWO ACCELEROMETERS

The first step to improve the technique consists in using
two accelerometers to get a more accurate indication of the
rotational response of the curved structures. To this end, a
dynamic analysis is performed for the tip by considering it as
a rigid body. Figure 5 illustrates all possible existing forces
and moments applied on the tip through the reaction of the
curved structure. Note that all these quantities are decom-
posed into components in three directions in the established
coordinate system. The frame is set in a way that theZ axis
passes through the mass center of the tip. The complete
equation of motion related to the rotation aboutY axis is as
follows:8

FIG. 3. Comparison of the rotational compliance of the panel witha530°.
Original TET. Expected results:~———!; simulated results:~------!.

FIG. 4. Comparison of the rotational compliance of the panel witha5180°.
Original TET. Expected results:~———!; simulated results:~------!.

FIG. 5. Dynamic model of the tip.
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mt~aoxz̄2aozx̄!1I yyüy1~ I xx2I zz!u̇xu̇z

1I yz~ u̇yu̇x2 üz!2I xy~ u̇yu̇z1 üx!1I xz~ u̇x
22 u̇z

2!

5My~ t !2hfF~ t !, ~3!

whereI xx , I yy , I zz, I yz , I xy , I xz are the moments of inertia
of tip with respect to different axes;ux ,uy ,uz the angular
displacements about theX, Y, Z axes, respectively;x̄, z̄, ȳ
the coordinates of the mass center of the tip inO-XYZ
frame;aOx , aOz the two acceleration components of the tip
at its base alongX andZ axis;mt the mass of the tip;My(t)
the reacting moment andhf the distance between the applied
forceF(t) and theX axis.

Due to the symmetric geometry of the tip aboutXOZ
plane,I xy5I yz50. Equation~1! becomes

mt~aoxz̄2aozx̄!1I yyüy1~ I xx2I zz!u̇xu̇z1I xz~ u̇x
22 u̇z

2!

5My~ t !2hfF~ t !. ~4!

In the above equation, the last two terms at the left-hand
side represent the coupling between the rotation aboutY and
X axis, and the one betweenY andZ axis. Compared with
other terms in the equation, these two terms are higher order
terms for small amplitude vibration and can therefore be ne-
glected. Additionally, the fact that theZ axis passes through
the mass center of the tip yieldsx̄50 and ȳ50. Hence Eq.
~4! is simplified as

mtaox~ t !z̄1I yyüy~ t !5My~ t !2hfF~ t !. ~5!

For the plane structure, considering the high stiffness in the
in-plane direction, the first term at the left-hand side can be
neglected since the in-plane acceleration componentaox is
much smaller than all other quantities. For curved panels
however, it should be kept, which demands the use of an-
other accelerometer along theX axis.

Assuming a harmonic excitation, the reacting moment at
the panel-tip intersection can be derived from Eq.~5! as fol-
lows:

My~ t !5~hfF02I yyu0v
2ejfu1mtz̄AOxe

jfOx!ejvt, ~6!

whereF0 is the amplitude of exciting force;v the angular
frequency;u0 andfu the amplitude and phase angle of the

angular displacement response;AOx andfOx the amplitude
and phase angle of the linear acceleration at the base of the
tip alongX axis.

For a point on the tip, the translational acceleration in
theX direction can be written as8

ax~ t !5aOx~ t !1 ẍ2x~Vy
21Vz

2!1y~VxVy2V̇z!

1z~VxVz1V̇y!12~ żVy2 ẏVz!, ~7!

in which V stands for the angular velocities with respect to
different axes. In principle, the translational acceleration de-
pends not only on the rotation aboutX, Y, andZ axes but
also the translational acceleration at the origin. In the present
case where the point of interest is a fixed point on the tip
with respect to the reference frame, the coordinates of the
point of interest are constants~x'0 due to the small thick-
ness of the tip, y50, z5ha!. Hence, ẋ5 ẏ5 ż50,
ẍ5 ÿ5 z̈50. By neglecting the higher order terms and re-
placingV̇y by üy , one obtains the following expression:

ax~ t !2aOx~ t !5haüy~ t !. ~8!

AssumingDax(t) 5 ax(t) 2 aOx(t) 5 DAxe
j (vt1Dfa), Eq.~8!

becomes

u0v
25

DAx

ha
, ~9!

whereDAx stands for the amplitude of the difference be-
tweenax(t) andaOx(t), andha is the distance between theX
axis and the point of measurement of acceleration.

According to the definition of the rotational compliance
and, one can derive the rotational complianceCR5uy/My

under complex forms:

CR5
1

v2Y S I yy2 K

DT
e2 jDfa2Kce

j ~fOx2Dfa!D , ~10!

where K5hfha is a geometric parameter;DT5DAx/FO ,
andKc5mtz̄AOx(ha/DAx).

From Eq. ~10!, the rotational compliance can be ex-
pressed in terms of amplitudeAcr and phase anglefcr as

Acr5
1

v2YAS K

DTD 222I yy
K

DT
cosDfa1I yy

2 1Kc
212Kc

K

DT
cosfOx22I yyKc cos~fOx2Dfa!,

tanfcr52
I yy sin Dfa1Kc sin~fOx2Dfa!

I yy2~K/DT!cosDfa1Kccos~fOx2Dfa!
. ~11!

Compared with the original TET using a single acceler-
ometer expressed by Eqs.~1! and ~2!, the modified TET
requires the use of two accelerometers situated respectively
at the top and the base of the tip. By doing so, we hope to
measure more accurately the rotation. Furthermore, the addi-
tional terms in Eq.~11! with respect to Eqs.~1! and ~2!

include the possible rigid motion of the tip along theX axis
and therefore help to improve the performance of the added
inertia compensation.

The modified TET using two accelerometers is applied
to the two curved panels previously investigated. The simu-
lated compliances are again compared with the expected re-
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sults for a530° and a5180° in terms of amplitude and
phase angle. The results are presented in Figs. 6~a!, ~b!, 7~a!,
and~b!. In order to better show the performance of the tech-
nique at the low-frequency range, the amplitude results are
presented in a logarithm frequency scale. It can be seen that
the modified TET greatly improves the accuracy of the simu-
lated compliance in amplitude level and the resonance fre-
quency. At very low frequencies, the 10-dB difference no-
ticed previously with the original TET is reduced to some 3
and 7 dB for the 30° panel and 180° panel, respectively.

Before going to further improvement of the technique,
we propose several indicators to quantify the errors due to
the measurement technique. It is believed that the obtained
results should be split out in terms of the modal response to
make the conclusions more representative on one hand, and
to cover a wider spectrum of panels on the other hand. To
this end, the previous expected and simulated results were
firstly decomposed into modal responses. Then the errors
were calculated for each mode. Two indicators are then pro-
posed to indicate the errors associated with resonance peak
positions and the amplitude levels. Figure 8 illustrates two
typical modal compliance curves corresponding to the simu-
lated and expected results respectively. The two following
indicators are used:

~1! Amplitude errorrelative to the compliance level: For
a given modei , it is defined asĀs

i 2Āe
i , whereĀs

i andĀe
i are,

respectively, the average amplitude levels of the simulated
and expected modal compliance over a band of 100 Hz

around their own resonance frequenciesf s
i and f e

i . Note that
the average result is also expressed in dB. This parameter
indicates how close the estimated compliance level is com-
pared with the expected one.

~2! Resonance frequency errorrelative to the resonance
frequency shift: For a given modei , it is defined as
( f s

i 2 f e
i )/ f s

i in percentage, wheref s
i and f e

i are, respectively,
the resonance frequencies corresponding to the simulated
and expected compliances. This parameter indicates how
close the estimated natural frequency is compared with that
of the single panel.

FIG. 6. Comparison of the rotational compliance of the panel witha530°.
Modified TET. Expected results:~———!; simulated results:~------!. ~a!
Amplitude; ~b! phase angle.

FIG. 7. Comparison of the rotational compliance of the panel witha5180°.
Modified TET. Expected results:~———!; simulated results:~------!. ~a!
Amplitude; ~b! phase angle.

FIG. 8. Illustration of the error indicator definition in terms of modal com-
pliance.
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Using these definitions, the modified TET using two ac-
celerometers is applied to panels with seven different curva-
tures~a50°; 30°; 60°; 90°; 120°; 150°; and 180°!. For each
panel, the first 15 modes are investigated. The error results
are presented in Figs. 9 and 10 showing, respectively, the
variation of the amplitude error and that of the resonance
frequency error versus the mode number and the sector
angle. It can be seen from Fig. 9 that the technique seems to
limit the resonance frequency shift to an acceptable level. In
fact, for all panels, the resonance frequency error is usually
less than 2% for all modes considered, indicating that the
inertia effect due to the tip is well compensated. Figure 10
shows that the amplitude error associated with lower order
modes increase with the curvature of the structure. Then the
technique seems to work well before going into a zone of
high order modes, where the error is somewhat amplified and
less dependent on the curvature of the panels. These results
are consistent with the conclusions drawn previously, per-
mitting the distinction of three different zones. Considering
the inherent limitations of the technique at high frequencies,
it is concluded that further improvement is still needed to
increase the accuracy of the technique mainly at the very
low-frequency range.

IV. MODIFIED TET WITH DOUBLE EXCITATION

In both the original TET and the modified TET using
two accelerometers, one of the most important functions of
the tip is to transform a force excitation into a moment one.
However, by driving the tip, unwanted in-plane force~in the

tangential plane for curved panels! and other tip inertia quan-
tities are simultaneously applied. Discussions on the effects
of all six inertia forces and moments of the tip have been
made using finite element results on an attached panel.6 Us-
ing a selected configuration, the results seemed to indicate
that, compared toMy(t), the other inertia quantities had neg-
ligible effects on the system for most frequencies. The trans-
verse motion~in the Z direction! seemed to have a more
noticeable influence on the measurements around the reso-
nant values of the system. In fact, in the present configura-
tion, among these quantities, only the in-plane force and the
momentMy(t) are directly related to the excitation, while all
others are produced via the tip motion. By neglecting the
effects of other inertial forces and moments, the angular dis-
placementuy can be regarded as the resultant of two compo-
nents:um caused by a pure moment excitation anduf by the
in-plane force excitation:

uy5um1u f . ~12!

Therefore, the real angular displacement response due to the
moment excitation is the difference between the total angular
responseuy and the angular response due to the force exci-
tation uf . The rotational compliance should then be

~CR!m5CR2~CR! f , ~13!

where (CR)m5um/My is the rotational compliance to be
measured,CR is the rotational compliance estimated as be-
fore, and (CR) f5u f /My is the component resulted from the
in-plane force excitation.

Equation ~13! shows that it is this in-plane force that
results in some rotational compliance error, which is more
obvious at low frequencies. To eliminate this unfavorable
effect, a so-called modified TET with double excitation is
used. It consists in applying the modified TET as has been
established previously to obtain the total quantityCR. Then,
an exciting force is applied at the base of the tip along the
tangential direction of the structure where the tip is con-
nected. With the use of two accelerometers already on the
tip, one gets the angle response under the in-plane force ex-
citation as follows:

u f5~DAx! f /hav
2, ~14!

FIG. 11. Comparison of the rotational compliance of the panel witha530°.
Modified TET with double excitation. Expected results:~———!; simulated
results:~------!.

FIG. 9. Comparison of the resonance frequency error of modal response.

FIG. 10. Comparison of the amplitude error of modal response.
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in which (DAx) f is the same term as defined in Eq.~9! with
a subscriptf indicating that it is an in-plane force that is
applied. By assuming a simple relation between the moment
excitation and the exciting forceF(t) and neglecting the tip
motion, one gets

My~ t !5hfF~ t !. ~15!

(CR) f can then be estimated by

~CR! f5~DAx! f /hahfv
2F0 . ~16!

Upon obtaining (CR) f , The real rotational compliance
of the structure can then be derived from Eq.~13!.

Note that it is equally possible to derive a more com-
plete relation instead of Eq.~15! by considering the tip mo-
tion since all required quantities are available, resulting in a
lengthy expression. However, numerical simulations showed
that this treatment was merely necessary since the modifica-
tions made aim at low frequencies. It is also important to
note that although the technique requires double excitation, it
does not mean, however, that the double excitation should be
simultaneously applied. As indicated by the technique, two
measurements, each one using a single force exciter, can be
made quite independently. The results are then made use of
to derive the rotational compliance.

The modified TET with double excitation is first vali-
dated using numerical simulations on two clamped panels
with two sector angles:a530° anda5180°. The obtained
results are illustrated, respectively, in Figs. 11 and 12 in
terms of compliance amplitude. In both figures we notice a
very good agreement between the simulated and expected
results. As expected, the modified TET with double excita-
tion seems to completely resolve the problems at low fre-
quencies. No noticeable influences are observed at middle-
and high-frequency ranges. To further illustrate the compen-
sation effect, the amplitude errors defined previously were
calculated with respect to the results issued from the modi-
fied TET and the modified TET with double excitation re-
spectively for 30° and 180° sector angle panels. Again the
results were expressed versus the mode number in Figs. 13

and 14, respectively. It can be seen that the compensation
effect of the modified TET with double excitation is very
effective for the first five modes.

The technique was equally tested using a totally free
panel witha5180°, which involves more significant rigid
motion with respect to the clamped one. The comparison is
plotted in Fig. 15 in terms of the compliance amplitude.
Again, a very good agreement between the simulated and
expected results can be noticed.

V. EXPERIMENTAL STUDY

Experimental measurements were performed to assess
the modified TET with double excitation. A free steel semi-
cylindrical shell was used. The panel was 416.6 mm long
~unfolded length!, 300 mm wide, and 3 mm thick. To simu-
late a free boundary condition, the curved panel was sus-
pended on a steady base frame with four rubber bands of
very weak stiffness at the panel’s corners. This suspension
method has been proved to be effective to simulate free
boundaries.9 An aluminum tip was fixed with three screws
and glued to the panel using high strength fast glue~LEP-
AGE epoxy syringe!. The tip was fixed at a point 5 cm from
the corner of the straight edge.

FIG. 12. Comparison of the rotational compliance of the panel with
a5180°. Modified TET with double excitation. Expected results:~———!;
simulated results:~------!.

FIG. 13. Amplitude error of modal response for a panel witha530°. Com-
parison between the modified TET with two accelerometers and the modi-
fied TET with double excitation.

FIG. 14. Amplitude error of modal response for a panel witha5180°.
Comparison between the modified TET with two accelerometers and the
modified TET with double excitation.

893 893J. Acoust. Soc. Am., Vol. 101, No. 2, February 1997 L. Cheng and Y. C. Qu: TET for curved structures



Details about experimental setup and the measurement
block diagram were identical to those reported in Ref. 7.
Basically, a B&K 2035 signal analyzer was used to generate
a random excitation signal. A B&K 4809 vibration exciter
was used to apply a excitation force to the test system and
the generated forces were measured by a B&K 8200 force
transducer. The acceleration response was measured by a
tiny B&K 4393 accelerometer installed in the different
places on the tip as specified by the technique. Both force
and acceleration signals were then analyzed using the B&K
2035 signal analyzer. Measured data were then transferred to
a HP work station to make calculations.

The measured compliance curve using the modified TET
with double excitation was compared to the expected results
in Fig. 16. The first peak appeared in the spectrum corre-
sponded to the first nonzero natural frequency of the panel.
The reason that the curve began at 40 Hz was due to the fact
that we could not obtain a good signal-to-noise ratio below
this frequency. The agreement between the experimental and
expected results are generally good. A good coincidence of

the resonance peaks can be observed for the whole frequency
range used. The amplitude difference is generally within 3
dB except for some antiresonance regions.

VI. CONCLUSIONS

As an extension of the previously established tip excita-
tion technique, the present work discussed applications of the
TET to curved structures. Three versions of the techniques
were proposed and assessed via numerical simulations. Ex-
perimental validations were also made using a representative
configuration. It was demonstrated that the original TET can
provide an acceptable accuracy for rotational compliance
only in the middle-frequency range. At low frequencies in-
volving a few structural modes, the accuracy was clearly
insufficient due to the inaccurate indication of the rotational
response and the effect of the in-plane force excitation. Com-
pared with the original TET, the modified TET using two
accelerometers brought an obvious improvement at low fre-
quencies. The advantage of these two versions of the tech-
nique is their simplicity, since in both cases, only a single
excitation is needed at the top portion of the tip. The third
version of the TET requires a two-step measurement. It con-
sists in separately exciting the tip both at the top and on the
base and measuring the corresponding acceleration re-
sponses. These two tests may be performed separately re-
quiring no synchronization. Both numerical and experimen-
tal results showed that the modified TET with double
excitation ensures a good estimation accuracy for the rota-
tional compliance for all low- and middle-frequency ranges.
From this point of view, it becomes possible to apply the
modified TET with double excitation to curved structures to
reach the same performance as the original TET does to the
plane structures. We believe that the obstacles limiting the
application of the TET to curved structures are now re-
moved.
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The effect of internal oscillators on the acoustic response
of a submerged shell
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The effect of a large number~'1000! of internal mechanical oscillators on the acoustic
backscattering cross section of a submerged ribbed shell has been experimentally investigated. A
comparison of the backscattering cross section of the shell with oscillators to that of a simple ribbed
shell with no oscillators shows a number of significant effects arising from the internal structure and
overall a significantly increased average scattering strength. These results are presented and several
physical mechanisms which can account for the salient aspects of the observations are discussed.
@S0001-4966~97!03601-1#

PACS numbers: 43.40.At, 43.40.Ey, 43.20.Tb@CBB#

INTRODUCTION

Complex internal structure has been predicted to influ-
ence the acoustic properties of simple elastic structures in
two basic ways: storage/dissipation of structure-borne vibra-
tion in the internals,1–4 and scattering of structure-borne vi-
bration by the internals.1,5–9 These mechanisms have been
predicted in one way or another to impact the behavior of a
number of real-world mechanical systems. We report here
some initial results in an experimental investigation of the
acoustic effects of internal structure, a comparison of mea-
surements of the backscattering cross section of a simple
ribbed shell to measurements of a similar shell with a large
number ~'1000! of attached internal oscillators. Even
though we have not yet ‘‘discovered’’ the physics leading to
the observations, the results are reported here both because
they show dramatic changes due to the internal structure, and
because we seek to encourage further analysis of these ef-
fects.

The base structure consists of a nearly periodically
ribbed nickel cylindrical shell of radiusR57 cm. The shell is
thin, with a thickness to radius ratioh/R'0.009, and fairly
long, L/R'12. The ring frequency of the unribbed shell is
approximately 12 kHz, and falls within the experimental fre-
quency range of the measurements, 11 kHz,f,45 kHz. The
ribs are simple rings spaced fairly close to one another, with
80 rings in total along the length of the shell. The spacing
was chosen to give a rib spacing to diameter ratio typical of
that found in underwater naval structures. The mean rib spac-
ing is d'0.15R51.05 cm, and the mean deviation of the
spacings from periodicity is small~Dd/d'0.025!. The struc-
tural acoustic behavior of this system has been studied in
some detail, and measurements of the backscattering cross
section10 and the response of the system to a point drive11 are
in qualitative agreement with theoretical expectations. De-
tailed drawings and additional information concerning the
construction of the base model can be found in Ref. 11.

The complex structure consists of the base structure with
11 simple stainless steel beam-mass oscillators attached to
each rib—in all, 880 attached oscillators. The 11 oscillators
on each beam have different resonance bands, which, taken
together, cover a significant portion of the measurement

band. We strove to design the structure so that there would
be present the full range of oscillator frequencies within each
relevant elastic length scale, viz., within an area of orderl2

on the shell. Over the measurement band~11–45 kHz! the
elastic scales are: longitudinal~46–8.5 cm!, shear~27–5.4
cm!, and flexural~2–0.9 cm!. This issue is discussed more
fully below, after additional information concerning the
model is given; but generally, full ‘‘coverage’’ was achieved
for the shear and longitudinal waves, while the flexural wave
is coupled to the entire spectrum of the oscillators only after
propagating several wavelengths.

We measured the backscattering cross section of the
ribbed shell with no internals~the base structure! and that of
the system with attached oscillators~the complex structure!.
The measurements were made as a function of frequency and
incidence angle relative to the axis of the shell. As our results
will make clear, the internal structure has had a profound
impact on the character of the cross section. At issue is the
physical behavior of the complex structure which is respon-
sible for these observations.

I. THE MODEL

In Fig. 1~a!, a drawing of a beam-mass oscillator is
shown. A typical oscillator has a mass of about 3 g and a net
length of about 1.65 cm. The total mass of the attached os-
cillators is about equal to the mass of the ribbed shell. The
lowest resonance frequency of a particular oscillator in iso-
lation is approximately predicted simply by the half-wave
bending mode of the beam, and more accurate numerical
predictions have been given by Snowdon.12 The resonance
frequency of the oscillators13 was varied by changing the
thickness of the beam of the dumbell@see Fig. 1~c!#.

The dumbell oscillators were attached to the structure by
laser welding them to the ribs at at the midpoint of the os-
cillator beam, cocked at alternating645° angles@see Fig.
1~b!#. A depiction of the ribbed shell with the oscillators
mounted is shown in Fig. 2. The mounting at a 45° angle
ensures that both in-plane and out-of-plane motions of the
ring will be well coupled to the flexural mode of the beam-
mass oscillator. It is difficult to see the different attachment
angles of the attached oscillators in the figure; we have at-
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tempted to show this graphically by having the oscillators
alternate in color between gold and silver. The attachment
angle was varied in this fashion to avoid introducing a sys-
tematic asymmetry in the rib dynamics.

The in situ strain resonances of the individual oscillators
mounted on a shell test section were measured by Doppler
vibrometry.14 The shell test section consisted of a relatively
short cylindrical shell with a single rib. These results and
some elementary theoretical explanations have been sepa-
rately reported;15 we summarize the important features here.
The attachment of a single oscillator to the test section intro-
duces a cluster of resonances to the system. This occurs be-
cause the motion of the oscillator is coupled to the high order
modes of the ring. The band of these induced resonances is
fairly broad with a bandwidthDv/v varying from 0.34 for
the lowest-frequency oscillators to 0.019 for the highest. The
individual resonance peaks within a particular oscillator/
frame resonance cluster are very narrow, with aQ at least as
large as 100. In order to ‘‘cover’’ a significant portion of the
measurement band we chose 11 center frequencies for the
oscillators in accordance with our measurements of the ef-
fective widths of the induced resonance clusters so that ad-
jacent clusters overlapped. In this sense, rather than in the
sense of full modal overlap~not possible for us to achieve
with this model!, the internal oscillators ‘‘cover’’ the mea-
surement band. A larger number of oscillators would of
course be preferable but would have introduced significant
additional problems in the model construction.

The dimensions of the 11 oscillators arrived at in this
manner, along with the coupled oscillator-frame resonance
frequencies are given in the inset table in Fig. 1. The random

spread in the oscillator frequencies arising from errors in the
fabrication ~primarily the beam thickness! are indicated in
the table. On each rib, 11 different oscillators ‘‘covering’’
the measurement bandwidth, one near each center frequency,
were evenly spaced around the circumference. A random
number generator was used to arrange the oscillator reso-
nance frequencies on each ring in a pseudo-random fashion.
Hence, there is no average periodicity, either circumferen-
tially or axially, after attaching the oscillators. Notice that the
frequency band spanned by thein situ resonance frequencies,
10 kHz,f,40 kHz, is shifted significantly from the band of
resonance frequencies of the oscillators in isolation, 3.2 kHz
,f,20 kHz. This occurs because each oscillator is so heavy
relative to the section of ring supporting it, about three times
heavier, and in addition is stiffer than the ring section owing
to its much greater thickness.

The distance between the oscillators circumferentially is
'4 cm, while the interframe spacing, and hence the axial
distance between the oscillators, is 1.05 cm. Within an area
of order the square of the shear wavelength, 50 cm2 at the
highest measurement frequencies, there are roughly 12 oscil-
lators with random frequencies, and a near vanishing prob-
ability that the entire band is covered bearing in mind that it
takes 11 distinct oscillators to cover the band. Even a slightly
greater area, however, rapidly increases the probability that
the band is covered to nearly 1, so that one may consider that
shear scales ‘‘see’’ the entire oscillator spectrum. A flexural
wave, on the other hand, must propagate several wavelengths
before interacting with the entire spectrum of oscillators.
These simple estimates ignore the effect of the rib in cou-
pling the oscillators to the shell, an aspect which can increase
the coupling considerably when the in-plane response of the
rib is involved.

II. MEASUREMENTS

Shown in Fig. 3 is the measured backscattering cross
section of the base structure~left plot! and the complex struc-
ture ~right plot!. The measurements were carried out at the
Naval Research Laboratory in a similar manner as reported
previously.10 The plots give the measured backscattered
pressure in decibels as a function of frequency and the inci-
dent angle relative to the axis of the cylinder. Also indicated
on the figure are two frequency bands associated with char-
acteristics of the oscillator/frame/shell system. TheD f iso
band~3.2 kHz, 20 kHz! refers to the fundamental resonance
frequencies of the individual dumbell oscillators in isolation,
andD f exp ~10 kHz, 40 kHz! to the measured oscillator strain
resonances when attached to the shell test section. We show
both frequency bandwidths on the figure because theD f iso
band has physical meaning if one seeks to understand the
system asbase structure1oscillators, while theD f exp band
is relevant if one seeks to decompose the system asshell
1internals. The significant impact of the attached internal
oscillators on the cross section is evident.

The physical mechanisms responsible for the nonspecu-
lar highlights in the cross section of the base structure~left
plot in Fig. 3! are known. The ‘‘chalice’’ feature which fills
in a range of angles630° about the beam specular return is
due to phase matching to shear and longitudinal membrane

FIG. 1. The internal oscillators:~a! An individual ‘‘dumbell’’ oscillator; ~b!
diagram indicating the attachment geometry;~c! table indicating the differ-
ent beam thicknesses and the corresponding coupled oscillator-frame reso-
nance frequency. Also indicated are the mechanical tolerances and the cor-
responding shift in the resonance frequency.
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waves.16 These features have a characteristic vertical appear-
ance in this display corresponding to the lack of dispersion
of individual membrane modes above the cutoff frequency.
The high level, more narrow-band features occurring at
about twice the ring frequency, result from phase matching
to flexural Bloch waves.17,18

Comparison of the cross section of the complex struc-
ture with the base structure shows the following significant
differences:

~1! In the frequency bandD f exp, the nonbeam scattering
cross section of the complex shell is on average significantly
increased. Interestingly, the frequency range at which this
broadband enhancement begins also coincides with the fre-
quency range in which the ‘‘chalice’’ enhancement due to

membrane waves begins for the simple ribbed shell.
~2! The qualitative appearance of the scattering in

frequency-angle space is greatly altered. The ‘‘chalice’’
structure of cross section of the simple ribbed shell has been
replaced by a pattern which broadens rather than narrows as
the frequency decreases. The response of the complex struc-
ture would overall be described as having a ‘‘Christmas
tree’’ appearance with branches and all, as opposed to the
‘‘chalice’’ observed in the measurements of the simple shell.

~3! The scattering from the higher-frequency flexural
Bloch wave, the rather horizontal feature at about the twice
the ring frequency, has been greatly reduced. Most notable is
the decrease in the backscattering at large angles relative to
beam.

~4! The smooth, discrete structure of the cross section of
the simple shell, with patterns of high intensity well pre-
dicted by the dispersion of individual modes, has been re-
placed by a ‘‘noisy’’ speckle pattern of generally increased
levels.

III. DISCUSSION

The changes in the backscattering cross section of the
structure indicate that the vibrational behavior of the ribbed
shell has been significantly altered by the presence of the
internal oscillators. The measurements confront us with
some basic questions. Do the oscillators primarily absorb and
dissipate energy, or is the elastic scattering from the oscilla-
tors dominant? What is the nature of the vibrational behavior
of the shell in the frequency range in which the nonbeam
cross section is enhanced? We will not be able to answer
these questions here, but instead will discuss some mecha-
nisms which can give rise to the observed changes in the
frequency versus angle plots.

Some candidate mechanisms are:
~1! Simple mass loading and subsequent slowing of the

membrane waves;

FIG. 2. A depiction of the ribbed shell with attached oscillators.

FIG. 3. Comparison of the backscattering cross section of the ribbed shell to that of the ribbed shell with 880 attached oscillators. The color scale gives the
magnitude of the backscattered pressure in decibels.
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~2! Increased scattering from flexural waves caused by
structural discontinuities;

~3! Energy storage by the internal vibratory states; and
~4! Spatial decorrelation.
Consider the first mechanism—simple mass loading. At

frequencies below the resonance frequency, a free oscillator
appears to be a simple mass. At very low frequencies, this
would be the case for all of the dumbell oscillators, so that
the added mass would be large. As the frequency increases,
we move through succeeding oscillator frequencies, decreas-
ing the added mass. Thus, the membrane waves would be
significantly slowed at low frequencies~of the order ob-
served based on the total mass of the oscillators! with less
and less slowing at higher frequencies, producing a Christ-
mas tree effect. However, the membrane cutoff frequency,
the base of the chalice in the simple structure, would be
significantly lowered as well, an aspect which is not ob-
served.

The second mechanism, increased scattering from flex-
ural waves, is suggested by the fact that the dominant re-
sponse of the simple ribbed shell to normal forces in this
frequency range is flexural. In the simple shell, the flexural
waves are typically nonradiating because they are predomi-
nantly subsonic in this frequency range. In the complex
structure, the attached oscillators will scatter some of the
energy of the flexural Bloch waves into supersonic wave
numbers, thereby allowing these modes to radiate. The hori-
zontal branches of the Christmas tree could arise from this
phenomena. However, the frequency spectrum over which
such enhancements would occur is not known, nor is the
scattering strength of this mechanism.

The third mechanism has its plausability rooted in the
fact that measurements made on the shell section/frame/
oscillator system demonstrate the existence of new internal
vibratory states in the bandf exp, the frequency band in
which the major changes occur. We can show in analogy
with vibrational relaxation mechanisms in fluids19 that inter-
action with these states could lead to slowing of the mem-
brane waves precisely in this band, and that this slowing
would become less important at higher frequencies as long as
the energy coupling into these states is large enough. This
mechanism does produce a slowing just as arises from a
simple added mass, as discussed above, but is in our opinion
a different physical phenomena involving an additional time
scale, i.e., the time for the internal states to effectively reach
equilibrium with the shell vibrational energy. This mecha-
nism could lead to large angular broadening at the lower
frequencies and the Christmas tree shape observed. How-
ever, whether there exists sufficient coupling of energy into
these states is not clear.

The fourth mechanism, spatial decorrelation of the sur-
face velocity field, is indicated by the speckle nature of the
scattering cross section. Assuming that vibration along the
cylindrical region of the shell is dominant, the scattered pres-
sure is proportional to a sum of axial Fourier transforms of
the azimuthal modes of the surface velocity weighted by
smooth transfer functions. Hence, the observed speckle pat-
tern must either be present in the individual modes of the
surface velocity field or arise from interference between the

various modes. At these frequencies, interference between
the various terms in the indicated sum cannot produce such
rapid fluctuations because there are too few radiating modes.
Therefore, the axial Fourier transforms of individual modes
of the surface velocity must possess the observed speckle
behavior. This in turn implies that the low order azimuthal
modes of the surface velocity field cannot consist of a single
traveling wave, nor vary in any simple repetitive fashion.
One explanation for this observation is that the low order
modes do propagate but that their phase varies in an irregular
fashion as a result of scattering by the oscillators. We cannot
however rule out alternatives, such as the dominance of local
resonances in the cross section, or the propagation of modes
with varying azimuthal mode number.

Our discussion in this section is only a cursory exami-
nation of the physics which might be involved in this phe-
nomena. A more serious and detailed examination of the data
as well as concrete theoretical predictions and perhaps addi-
tional experimentation would be required to go beyond this
sort of heuristic discussion. We have included it in an at-
tempt to stimulate further work in this area and to indicate
the direction of our future research.

IV. CONCLUSION

Measurements of the backscatterring cross section of a
ribbed shell with a large number of attached oscillators
~'1000! have been carried out and compared to measure-
ments of a similar ribbed shell without oscillators. These
results should be of interest to those at work trying to under-
stand, predict, and modify the acoustic behavior of complex
real world systems, particularly marine vehicles and aircraft:
They show how even relatively simple dynamic structure
attached to the interior of a framed cylindrical shell can dra-
matically change the character of the acoustic response of the
system. The measurements compared only the scattering
cross sections of the two systems, and yet, since vibrational
waves play a large role in this phenomena, one may infer
that the basic wave propagation characteristics over acoustic
length scales have been greatly altered by the internal struc-
ture.

We have observed a number of large differences be-
tween the simple and complex structure: generally increased
nonspecular backscattering levels, a qualitatively different
pattern in frequency-angle space—a ‘‘Christmas tree’’ rather
than a ‘‘chalice,’’ reduced scattering from flexural Bloch
waves, and last but not least, a generally noisy, uniform
speckle pattern to the cross section as opposed to the rela-
tively smooth, discrete pattern associated with the simple
shell. And although we have described a number of potential
mechanisms which can account for some of the observations,
the physics underlying the phenomena we have observed re-
mains to be unraveled.
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Structural wave reflection coefficients of cylindrical shell
terminations: Numerical extraction and reciprocity constraints
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A fluid-loaded cylindrical shell guides vibratory energy along its axial direction in the form of a
finite set of distinct traveling wave types. On a finite shell, the energy incident upon a termination
is redirected into reflected waves of all types and into sound radiated into the farfield.~The total field
near the termination also includes various evanescent components.! Reflection coefficients relate the
amplitudes of individual reflected wave types to the amplitudes of individual incident wave types.
In this paper, values for the reflection coefficients of several terminations have been extracted from
results of finite element analysis for the forced response of a finite structure excited by a variety of
different sources. The numerical results exhibit good agreement with the analytical constraints
consequent to the principle of reciprocity. The constraints are developed here by an analysis
adaptable to other multimodal waveguides by appropriate modification of detail. ©1997
Acoustical Society of America.@S0001-4966~97!02901-9#

PACS numbers: 43.40.Ey, 43.20.Gp@CBB#

INTRODUCTION

We are concerned with the dynamics of a finite fluid-
loaded structure that consists of a long, homogeneous thin
cylindrical shell, bounded by terminations at each end and
reinforced by a few localized ring discontinuities spaced at
large intervals along the shell. In this paper, the shell is
forced into vibration by internal mechanical sources. It is
plausible to conjecture~subject to later verification! that vi-
bratory energy in such a structure is carried between adjacent
terminations or ring discontinuities in the form of natural
shell waves, indistinguishable from similar waves on an in-
finite shell having the same dynamical properties.

It is sometimes argued from asymptotic analysis that
grazing sound propagation, with associated forced motion of
the shell, must eventually be a more important coupling
mechanism than natural shell waves, because the sound am-
plitude decays only as a power of distance while the shell
waves decay exponentially. But our interest lies in their rela-
tive strength at a finite distance. Suffice it to say that our
numerical results at typical distances and frequencies of in-
terest show no reason to include grazing sound as a coupling
mechanism.

A. Multiple reflection model

We are led by this conjecture to a multiple reflection
model of the total vibratory field on the structure. Except
near the discontinuities, the vibratory field consists of a su-
perposition of natural waves propagating in both directions.
When one such wave strikes a discontinuity, energy is sent
out into many distinct paths: reflected natural waves of all
types, transmitted waves of all types~when the discontinuity
is not a termination!, and sound radiated into the fluid.

If the discontinuities are widely enough spaced, one ex-
pects that the reflection process at any one of them is sensi-
bly independent of the others, except insofar as their pres-
ence may affect the amplitudes of the incident waves. The

reflection process at one discontinuity is then indistinguish-
able from reflection at the same discontinuity located on an
infinite shell~or at the end of a semi-infinite shell in the case
of a termination! and irradiated by the same incident wave
field.

B. Reflection coefficients

The principal goal of this analysis is to evaluate the
complex reflection coefficients, functions of frequency,
which relate the amplitudes of the reflected fields to the am-
plitudes of all of the incident wave types. Each different
discontinuity is characterized by a different set of reflection
coefficients, but the values for any one discontinuity are, for
widely spaced discontinuities, independent of the presence or
the location of other discontinuities. This independence is the
pre-eminent advantage of the multiple reflection model.

In general, stringent analytical difficulties arise in trying
to evaluate these coefficients. We know of only one class of
discontinuity that is amenable to the procedures of classical
analysis: a thin interior ring discontinuity that contacts the
shell on a single cross section. In this case the interaction of
shell and discontinuity can be described by collocated ring
forces and moments. A classical formulation expresses the
total vibratory field on the infinite shell as the sum of an
incident field and a scattered field, and imposes appropriate
continuity conditions at the connection between shell and
discontinuity. The analysis can be carried out formally in
terms of the solutions for two sub-problems:~i! the shell’s
response to localized ring forcing, and~ii ! the discontinuity’s
response to forcing on its outer perimeter.1–3 The first prob-
lem is easily formulated classically, using Fourier analysis,
although numerical calculations will often be necessary to
evaluate the resulting integral forms. The second problem
may also have a simple solution if the design of the discon-
tinuity is sufficiently simple.

In the case of terminations and ring discontinuities that
have significant axial extent, two serious complications arise:
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~i! elastic deformation occurs within the discontinuity, with
the possibility for multiple resonances, and~ii ! acoustic cou-
pling arises among the elements of the discontinuity and ad-
jacent shell surfaces. No simple approach is then evident.
The solution to this problem is the topic of this paper.

C. This study

This study illustrates a technique by which the reflection
coefficients of a discontinuity, specifically a termination, can
be extracted from results of finite element analysis~FEA! of
a particular finite structure containing that discontinuity. The
finite structure used here is a homogeneous fluid-loaded thin
shell with a termination on each end. For simplicity in the
exposition, both shell and termination are taken as axisym-
metric. The analysis, which is clearly based on the multiple
reflection model, has several parts.

First, the properties of the natural wave types propagat-
ing on the shell are determined by classical analysis for an
infinite fluid-loaded shell. The equations for pure-tone vibra-
tions in the absence of external forcing are solved for the
complex wave numbers and for the associated wave shapes
or ‘‘polarizations’’ that specify the relative amplitudes of the
three components of vector displacement in the natural wave.

Second, the velocity pattern associated with forced re-
sponse of the finite structure is found by FEA. It is useful to
think of these calculations as a numerical experiment, in
which the target termination is located at one end of a long
unobstructed segment of shell and a mechanical source and
closing termination are located at the other end. The whole
structure thus consists of three sections: a source end, a
transmission and measurement section, and the target end.
The total velocity pattern in the transmission section is then
resolved into a sum of incident and reflected natural waves
by making a linear least-square-error fit to the velocity using
the previously calculated wave numbers and polarizations.

This second step is repeated using one or more different
mechanical sources. For example, source candidates might
include a radial ring force, an axial ring force, a ring moment
~all on the shell!, and various force distributions on the ad-
jacent termination. By superposing the results for a set of
these sources it is possible to synthesize a combined source
having any desired mix of wave types incident on the target.
In particular, we can synthesize an incident wave field that
has~in a least squares sense! only a single wave type. Then
the measured amplitudes of the reflected waves, suitably nor-
malized, yield the desired reflection coefficients directly.

In this study we focus our attention on a steel shell in
water in the frequency range 2,k0a,10, wherek0 is the
wave number of sound in the water anda is the radius of the
shell. In various calculations the shell lengthL has had val-
ues in the range 13,L/a,18.5.

I. NATURAL WAVES

Consider the natural, pure-tone waves that can exist on
an infinite fluid-loaded thin shell.4–6 We take a cylindrical
coordinate system wherez is the axial coordinate,f is the
circumferential angle, andr is the radial coordinate; the
shell’s midsurface lies atr5a. Then the displacement vector
d5$u,v,w%T of any single wave type has the general form

d5AF cosn~f2f0! 0 0

0 sinn~f2f0! 0

0 0 cosn~f2f0!
G

3Sei ~kz2vt !, ~1!

whereA is an arbitrary complex constant,n is an integer,
f0 is an arbitrary reference angle,S is a unit ‘‘polarization’’
vector,k is the complex axial wave number, andv is the real
angular frequency.~The diagonal matrix should be replaced
by the identity matrix in the casen50.! Different wave
types have distinct characteristic values ofk andS, which
vary with frequency.

These characteristic values are found in the customary
manner, with numerical algorithms similar to those proposed
by Scott.5 The differential equations of unforced motion with
fluid loading reduce to a matrix equation,

Zd50, ~2!

which has nontrivial solutions only if the determinant of the
impedance matrixZ vanishes. That determinant is well
known to be a function ofk2. Therefore, ifk is a root cor-
responding to a wave propagating in the positivez direction
there is a root2k corresponding to an identical wave propa-
gating in the opposite direction. In the complexk-plane, both
upper and lower half-planes have four distinct principal roots
of the determinantal equation,uZ(k)u50, for eachn and
every frequency. Once these are found, the polarization vec-
tor is evaluated from the cofactors ofZ. In the results re-
ported here, the Donnell–Mushtari thin shell theory has been
used.

In contrast to most prior studies, we have included shell
dissipation by means of a non-vanishing loss factor in the
elastic moduli of the shell material. This enhances both the
generality and the realism of the results, and even improves
the performance of computer algorithms~the wave number
as a function of frequency is not only continuous but has a
continuous derivative if the damping is nonzero!; there is no
possibility of a strictly real root.

A. Natural wave types

Prior studies, omitting shell dissipation, have elucidated
the general properties of the roots of the determinantal equa-
tion for a fluid-loaded thin shell. In general, the presence of
fluid loading or of small dissipation in the shell material
leads only to small changes in the wave numbers from the
idealized case most often studied.

There are four principal roots in each half of thek
plane.7 @Scott~Ref. 5, p. 254 ff. and Appendix D! delineates
other, highly attenuated roots called ‘‘Stokes’ roots’’ that
exist for large values ofn. These are intimately related to
‘‘creeping waves’’ in the fluid surrounding the shell.# The
principal roots are:

„i… quasi-longitudinal: The principal displacement is
axial although radial motion is nonvanishing. In the idealized
case, the wave can be resolved into a pair of helical traveling
waves whose phase speed, at frequencies well above cutoff,
is nearly the speed of longitudinal waves in a thin flat plate.
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„ii … quasi-shear:The principal displacement is circum-
ferential although radial motion is nonvanishing except for
n50. In the idealized case, the wave can be resolved into a
pair of helical travelling waves whose phase speed, at fre-
quencies well above cutoff, is nearly the speed of shear
waves in a thin flat plate.

„iii … quasi-flexural: The principal displacement is ra-
dial. In the idealized case, the wave can be resolved into a
pair of helical traveling waves whose phase speed, at fre-
quencies well above both cutoff and ring frequencies, is
nearly the speed of bending waves in a thin flat plate.

„iv… evanescent:The principal displacement is radial.
This wave is highly attenuated in the axial coordinate and is
significant only near inhomogeneities. We dismiss it as a
means of coupling between discontinuities on the shell.
For simplicity, we shall omit the ‘‘quasi’’ prefix in future
discussions.

Thus, there are three natural wave types for each value
of n that can propagate between the discontinuities, if the
frequency is above their cutoff frequencies.~Cutoff frequen-
cies can be roughly estimated from analytical results for a
shell in vacuo without dissipation.7! When the frequency
moves below the cutoff frequency of one of these wave
types, the wave number acquires an increasingly large imagi-
nary part. At some point, it is necessary for numerical rea-
sons to omit such a wave type from consideration; for ex-
ample, if Imka>2, the amplitude attenuates by more than
17 dB in a distance of one radius.

B. Typical results

Some typical numerical results are given in Fig. 1 for
n50 waves on a steel shell in water. The nondimensional
parameters of the shell are: thickness/radius,h/a50.01; spe-
cific gravity, r/r057.8; loss factor, h50.02; relative
Young’s modulus, E/r0c0

2588(12 ih); Poisson’s ratio,
n50.3; wherer0 andc0 are the density and sound speed of
the ambient fluid. The graphs show the real and imaginary
parts of the natural wave number as functions of frequency

expressed by the value ofk0a. Figure 1~a! is for the flexural
wave. As shown in prior studies, this subsonic wave gains a
large phase speed below the ring frequency~about
k0a53.6); the dispersion leads to a small group speed and
an associated peak in the attenuation rate. Figure 1~b! is for
the longitudinal wave. This supersonic wave is only slightly
dispersive, and the attenuation is primarily due to radiation.
We omit the shear wave which forn50 is purely torsional
and unaffected by the ambient fluid.

Figure 2 shows similar results for the shear and longitu-
dinal wave types forn53. Here, each of the three wave
types has a cutoff frequency. Cutoff frequencies, estimated
for the shell without fluid loading,7 are atk0a equal to 6.4 for
the shear wave and 11.4 for the longitudinal wave. One ob-
serves that the wave numbers acquire a large imaginary part
below these frequencies. The real part of the shear wave
number is negative below cutoff.

II. FINITE ELEMENT EXPERIMENTS

A. The model

The so-called experiments run by FEA determine the
response velocity of a simple fluid-loaded shell with two
terminations, the shell being excited by mechanical ring
sources located near one of the terminations~see Fig. 3!. The
mechanical ring sources, all of which were distributed about
the circumference with specified circumferential harmonic

FIG. 1. Axial wave numberk normalized by acoustic wave numberk0
versus normalized frequencyk0a5va/c0 for the~a! n50 flexural wave and
~b! n50 longitudinal wave.

FIG. 2. Axial wave numberk normalized by acoustic wave numberk0
versus normalized frequencyk0a5va/c0 for the ~a! n53 shear wave and
~b! n53 longitudinal wave.

FIG. 3. Water-loaded cylindrical shell with terminations and mechanical
ring excitations, concentrated in axial location but distributed circumferen-
tially.
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n, consisted of bending moments about the circumferential
coordinate, radial forces, and axial forces. These sources
have usually been located at a distance of 0.9L from the
target termination.

Since the shell and terminations are taken as axisymmet-
ric, a 2-D code suffices; calculations are carried out for each
circumferential harmonic in isolation. The raw output data
consist of the three directional components of complex shell
velocity at each axial location along the shell. We have used
the 2-D SARAcode,8 which represents fluid loading by a
layer of fluid elements bounded by essentially nonreflective
infinite elements.

The shell modeled in the experiments is identical to that
used in the analysis of wave numbers. Elastic parameters are
appropriate to steel and water and the ratio of shell thickness
h to radiusa is h/a50.01. The length of the shell is some-
what arbitrary, determined principally by the two require-
ments that, at all frequencies of interest,~i! evanescent elas-
tic fields near the terminations shall be negligible in the
center of the shell, and~ii ! the propagating wave types shall
not be so highly attenuated in the length of the shell as to
give rise to numerical inaccuracies. The ratio of cylindrical
length L to radius a in our studies ranged from
13,L/a,18.5.

Two termination geometries have been tested, as shown
in Fig. 4. For modeling convenience, the same design is used
for the termination at each end. In order to assess the effects
of termination dynamics, two studies of the hemispherical
termination were conducted. In one study, it was modeled as
steel while in the other study it was ‘‘rigidized’’ with a
Young’s modulus many times larger than steel, thus high-
lighting the effects of interior dynamics on the reflection
process.

III. EXTRACTION OF REFLECTION COEFFICIENTS

A. Traveling wave amplitudes

The first task is to extract estimates of the traveling
wave amplitudes from the FEA data for velocity on the shell
in thenth circumferential order. We search for the best fit to
the data of an analytical model of the velocity pattern, ex-
pressed as a sum of traveling waves having the previously

determined natural wave numbers. Let the axial coordinates
of points on the shell extend fromz50 at the source termi-
nation toz5L at the target termination. Then the model for,
say, total radial velocity is

v~z,f!5(
n

cos~nf!(
q

@Vq
inceikq~z2L !1Vq

refeikq~L2z!#,

~3!

where the unknown complex amplitudesVq of theqth wave
type have superscripts ‘‘inc’’ for the waves incident on the
target termination and ‘‘ref’’ for the reflected waves.~Sub-
scriptsn on the complex amplitudes and natural wave num-
bers have been suppressed.!

The values of theVq are determined by a least-mean-
square matching to the data from, typically, 0.1,z/L,0.9,
the source region and the ends of the shell being truncated in
order to exclude regions where the field is dominated by
evanescent terms, including the response to grazing sound.
Note that the amplitudes are normalized in magnitude and
phase to the values at the discontinuity,z5L.

The same procedure can be applied to the axial or cir-
cumferential velocity patterns, and the data for all three vec-
tor components could be combined in a single extraction
process by using the polarization vectorS @see Eq.~1!# de-
termined from analysis of waves on the infinite shell. One
must however be careful to distinguish between the polariza-
tion vectors of incident and reflected waves. The whole pro-
cedure, which must be repeated for all frequencies and all
order numbersn of interest, is greatly facilitated by flexible
software for manipulating complex matrices.9

Figure 5 shows some results of this extraction process.
Since the residual after extracting the natural waves has a
level more than 50 dB less than the level of the total shell
velocity, except near the ends of the shell, it is clear that the
natural waves are the dominant mechanism coupling the two
ends of the shell. The conjecture in the Introduction is thus
confirmed by the data.

FIG. 4. Termination geometries studied in reflection analysis.

FIG. 5. The upper curves represent axial velocity on the shell in dB versus
normalized axial locationz/L for k0a52,4,6 as predicted by theSARAFEA
code for a ring axial force atz/L50. The lower curves represent the re-
sidual when a natural wave solution is used to represent the axial velocity
shown in the upper curves.
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B. Reflection coefficients defined

At this point the reflection coefficients can be introduced
formally as a square matrixR relating the reflected ampli-
tudes to the incident amplitudes:

Vk
ref5RVk

inc , ~4!

where the wave amplitudes for the different wave types have
been assembled into vectors:

Vk
ref5H V1,k

ref

V2,k
ref

V3,k
ref
J and Vk

inc5H V1,k
inc

V2,k
inc

V3,k
inc
J . ~5!

The subscriptk has been added to these variables as a place-
holder for an index number identifying the source, for use in
the subsequent discussion of multiple sources.~In the axi-
symmetric case, the shear wave is often omitted and the or-
der of the matrices reduced to two.!

C. Multiple sources; Solution for R

The wave amplitudes determined for a single source do
not determine the desired reflection coefficients. Because
each incident wave type can reflect into every wave type, one
has in Eq.~4! three scalar equations with nine unknown co-
efficients. Our procedure for resolving this problem is to use
multiple sources, exploiting the fact that the reflection matrix
is independent of the values of the incident wave amplitudes.

Suppose that we have wave amplitudes forK different
source arrangements on the structure. The result for all the
sources are combined into the one matrix equation

Vref5RV inc, ~6!

where

Vref5@V1
ref, . . . ,VK

ref# and V inc5@V1
inc, . . . ,VK

inc#. ~7!

When the number of sourcesK is equal to 3~or 2 for
n50), the matrixV inc can be inverted, if it is not singular or
ill-conditioned, and the desired solution found:

R5Vref@V inc#21. ~8!

For largerK, a matrix pseudo-inverse is used.
These mathematical statements have interesting physical

interpretations. First, the matrixV inc is singular if its columns
are not linearly independent. This would imply that the
mixes of incident wave types achieved in the different ex-
periments are not sufficiently distinct; an examination of the
mixes achieved may suggest a more desirable source. Sec-
ond, postmultiplyingV inc by any matrix is equivalent to syn-
thesizing new compound sources by superposing the original
sources~and their responses! in proportion to the columns of
that matrix. If the multiplier is the inverse ofV inc, so that the
product is the identity matrix, each of those synthetic sources
generates a new incident field in which only a single wave
type is nonvanishing. We have then achieved those ideal
sources which were described in the Introduction.

D. Results

Figure 6 shows the amplitudes of reflection coefficients

for the n50 flexural and longitudinal waves for a rigid
hemispherical termination, a steel hemispherical termination,
and a steel ‘‘conical-spherical’’ termination. Note the dra-
matic effects of termination shape as well as flexibility in the
direct reflection coefficients ~flexural-to-flexural and
longitudinal-to-longitudinal!. Energy considerations restrict
these direct reflection amplitudes to be equal to or less than
unity.

IV. RECIPROCITY CONSTRAINTS

One is aware from many studies that the principle of
reciprocity constrains the results of any two transmission
measurements in which the directions of transmission are
reversed~Ref. 10, p. 550 ff.!. The objective of this section is
to develop analytical expressions of those constraints as ap-
plied to the reflection coefficients. The classical statement of
reciprocity~Ref. 11, Volume 1, p. 150 ff.! involves transmis-
sion between two transducers, each of which can be used
either as a source or as a receiver. We shall define a canoni-
cal reflection problem of that type, using ring transducers on
a semi-infinite shell. However, both incident and reflected
fields then involve all the propagating wave types. Further
analysis is necessary to find the constraints on individual
reflection coefficients, each of which corresponds to a single
incident wave type and another single reflected wave type.

A. Transducers

We conceptualize the ideal structural transducer as a
ring located at some axial coordinatez5z0 that, as a source,
exerts a localized normal traction in the outward radial di-
rection and, as a receiver, measures the outward radial ve-
locity. Transducers having different circumferential orders
n are required.

As a source, the transducer of ordern applies a gener-
alized forceFn at an axial coordinatez0 by generating a
normal stress or pressure

p~z,f!5Fnd~z2z0!Fn~f!, ~9!

FIG. 6. Magnitudes of reflection coefficients versus normalized frequency
k0a for n50 flexural and longitudinal waves incident on a rigid hemispheri-
cal termination ~solid lines!, a steel hemispherical termination~dashed
lines!, and a steel conical-spherical termination~dashed-dotted lines!.
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having the ‘‘mode shape’’

Fn~f!5
«n
2pa

cos~nf!, ~10!

where«n is the Neumann factor, equal to 1 forn50 and 2
for n.0. ~There is no consensus on the normalization of
terms in a Fourier series expansion; the one adopted here
may differ from that used in any particular finite element
program.!

As a receiver excited by an arbitrary radial velocity field
v(z,f), this same transducer’s output is the generalized ve-
locity

Vn5E
0

2p

v~z0 ,f!Fn~f!a df, ~11!

corresponding to the series expansion for a general velocity
field having symmetry inf50 in the form

v~z0 ,f!5 (
n50

Vn cos~nf!. ~12!

We pause to verify that the normalization of the gener-
alized variables demanded by the principle of reciprocity has
been achieved.@See Rayleigh~Ref. 11, p. 157!. Rayleigh
expresses this constraint on normalization in the equivalent
terms of work done rather than complex power.# The surface
integral for time-averaged complex power is readily found to
satisfy

1

2E E p~z,f!v* ~z,f!a df dz5
1

2
FnVn* , ~13!

where the superscript asterisk denotes complex conjugation.
The form on the right side is the desired standard expression
for complex power in terms of the generalized variables.

For complete generality, one should simultaneously re-
quire transducers with different angular symmetry@sin(nf)
as well as cos(nf)] and with different ordersn, since reflec-
tion from a general, non-axisymmetric termination could in-
volve both symmetries and all orders. The added complexity,
easily achieved, is unnecessary in the case at hand where the
structure is axisymmetric. One could also generalize the
analysis by considering transducers that apply different trac-
tions ~e.g., axial! to the shell. The reciprocity constraints
would be no different, so long as the proper normalization of
generalized variables is maintained@cf. Eq. ~13!#. In the
present case, nothing is gained by that procedure since all
wave types except then50 shear wave have nonvanishing
radial motion. Explicit denotation of the circumferential or-
der by means of the subscriptn will be dropped in the sub-
sequent discussion.

B. Canonical reflection problem

The canonical reflection problem for coupling between
different structural wave types consists of a semi-infinite
shell closed by the target termination, with two ring trans-
ducers on the shell at a distance from the termination~see
Fig. 7!. The transducers numbered 1 and 2 are located at
large distancesd1 andd2 from the termination, so that the
evanescent nearfields of the transducers do not couple sig-

nificantly with the termination. Without loss of generality,
we assume that both transducers are of the same type~radial
force, axial force, etc.!.

Now consider two reciprocal experiments,a and b, in
which first one then the other transducer is active as a source,
exerting generalized forcesF1 and F2. The inactive trans-
ducer acts as a receiver, measuring generalized velocities
V2 and V1, respectively. The mathematical expression of
reciprocity is

@V2 /F1#a5@V1 /F2#b . ~14!

In the absence of trust in Lord Rayleigh, one may readily
derive Eq. ~14! from Eqs. ~9!–~12! with the condition of
point-to-point reciprocity in the Green’s function.

The measured velocities in each of these two experi-
ments is the sum of two parts: direct transmission from the
source~superscript ‘‘dir’’ below! and the field reflected from
the termination~superscript ‘‘ref’’ below!. This decomposi-
tion is expressed in the equations

@V2#a5@V2
dir1V2

ref#a and @V1#b5@V1
dir1V1

ref#b . ~15!

The direct transmission is defined as the transmission for the
same source and receiver on an infinite shell of the same
design; the reflected transmission is the difference between
the results on the semi-infinite and infinite shells.

But, measurements on the infinite shell are also gov-
erned by reciprocity, so that the direct components alone
must satisfy

@V2
dir/F1#a5@V1

dir/F2#b , ~16!

whence the reflected components alone satisfy a similar
equation:

@V2
ref/F1#a5@V1

ref/F2#b , ~17!

This is not the desired final form, mainly because the re-
flected fields include contributions from all propagating
wave types, each of which may have been generated by all
propagating wave types in the incident field. The next sec-
tion unravels that complication.

C. Multiple wave types

In both experiments,a and b, the measured reflected
field is a sum over components, each of which represents a
signal propagating from the source to the termination in one
wave type and propagating from the termination to the re-

FIG. 7. Semi-infinite shell with two transducers, each capable of operating
as a source or receiver, located at large distances from the termination.
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ceiver in another wave type~or the same! . Hence, the total
reflected field is a double sum with exponential phase factors
dependent on the distancesd1 andd2; the exponential factors
contain the complete dependence on those distances.

The result for experimenta can be written as

FV2
ref

F1
G
a

5(
q

(
r
YrRqre

i ~kqd21krd1!, ~18!

where the admittanceYr is defined by the following form for
the amplitude of ther -th component of the incident field that
is generated byF1 at a distanced1:

Vr
inc5F1Yre

ikrd1. ~19!

Note thatYr , a ‘‘source strength’’ as we shall call it, is
independent of the distance from the source although depen-
dent on the type of source and the wave typer . ~Sometimes
the response to the source on an infinite shell does not have
left–right symmetry; a ring moment is a good example. Then
the value ofYr also depends on the orientation of the source.
Care is required to avoid mistakes.! Its evaluation is exam-
ined below.

The corresponding result for experimentb is identical
except that the distancesd1 and d2 must be interchanged.
For purposes of the argument it is desirable also to inter-
change the subscriptsr andq inside the summations so that
the exponential factor is unchanged; the result is

@V1
ref/F2#b5(

q
(
r
YqRrqe

i ~kqd21krd1!. ~20!

Now comes the crux of the argument. Equation~17!
indicates that the right sides of Eqs.~18! and ~20! must be
equal—their difference must vanish—at all values ofd1 and
d2. Since the natural wave numbers are distinct, it can then
be argued~see the Appendix! that the constant coefficients of
the variable exponentials must be equal term by term:

YrRqr5YqRrq , ~21!

which can be written in the nondimensional form

RqrAYr /Yq5RrqAYq /Yr . ~22!

D. Source strength

We turn to the evaluation of the wave type source
strengthsYr defined by Eq.~19!. For purposes of illustration,
consider a radial ring source, as defined in Eq.~9!, located at
z050 on an infinite fluid-loaded shell. We must evaluate the
strength of ther th wave type at a large distanced1 from the
transducer when it exerts a generalized forceF1. For conve-
nience, we evaluate the strength of the radial component of
shell velocity, other components being related to it by the
polarizations determined in Sec. II.

The analysis proceeds by standard means, using a Fou-
rier transform in thez-coordinate.~For examples, see Refs.
1–3.! The transforms of the applied pressure and of the re-
sponse radial velocity on the shell are related by a spectral
impedance determined by the fluid-loaded shell equations:

Z̃~k!ṽ~k!5 p̃~k!, ~23!

where k is the transform wave number. The transform of
pressure defined by

p̃~k!5E
2`

`

p~z!e2 ikzdz ~24!

is easily evaluated from Eq.~9!, with the result
ṽ(k)5F1Fn(f)Z̃(k)

21.
The total velocity at a distanced1 is given by the inverse

transform ofṽ(k):

v~d1 ,f!5F1Fn~f!
1

2pE eikd1

Z̃~k!
dk. ~25!

That part of the total velocity represented by ther th wave
type is the pole contribution of the integral~closed in the
upper half-plane! at the natural wave numberkr , a simple
pole of the integrand whereZ̃(k) vanishes by definition. The
pole contribution is readily found and written@using the no-
tation of Eq.~19!# as

@v~d1 ,f!# r5Vr
inccos~nf!

5 iF 1Fn~f!eikrd1F ]Z̃~k!

]k G
k5kr

21

, ~26!

so that the reciprocal of the desired source strength is given
by

1

Yr
5

2 i2pa

«n
F ]Z̃

]kG
Z̃50;k5kr

, ~27!

where«n is the previously defined Neumann factor.
Surprisingly, an algebraic form can be developed for the

derivative of the spectral impedance as a function of wave
number, frequency, andn, so that the source strength is
readily calculated. The spectral impedance is the sum of a
shell impedance, algebraic in the variables, and a transcen-
dental fluid impedance. The derivative of the shell part is
easily expressed algebraically. The derivative of the fluid
impedance can be shown, by using the differential equation
governing Bessel functions, to involve only algebraic factors
and the fluid impedance itself. But, at the wave number
where the total impedance vanishes, the fluid impedance
equals the negative of the shell impedance, so that the de-
sired derivative of the total spectral impedance can be ex-
pressed algebraically.1

In the case of natural waves that are not attenuated by
radiation or internal dissipation, it has been shown that the
derivative with respect to wave number of the spectral im-
pedance is the dominant factor in the characteristic wave
impedance, which relates wave power to the square of re-
sponse velocity.~See Ref. 12, Section 11.7, and Ref. 13 for
further discussion.! Then, the square of Eq.~22! corresponds
to requiring equality of the reflection coefficients for power.
A similar interpretation for waves with nonvanishing attenu-
ation has not been developed.

E. Results

The values of the reflection coefficients derived in the
manner described in Sec. IV have been tested for their con-
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sonance with the principle of reciprocity, as expressed in
Eqs. ~22! and ~27!. Specifically, Fig. 8 shows the absolute
value of the ratio of reflection coefficients~longitudinal-to-
flexural divided by flexural-to-longitudinal! predicted both
by our numerical experiments and by reciprocity consider-
ations. The agreement is remarkable in that no knowledge of
the termination is needed for the reciprocity result.

V. CONCLUDING REMARKS

The literature of acoustics is replete with problems in-
volving the reflections of waves on a waveguide by an iso-
lated inhomogeneity, those results being needed as building
blocks for the analysis of some realistic situation involving
several discontinuities. The problem is usually selected so as
to be amenable to classical methods of analysis. However, in
the case at hand the existence of multiple traveling waves,
significant fluid loading, and resonant behavior internal to
the discontinuity all combine to impede a classical approach
to the reflection problem.

We have demonstrated that the essentially analytic
multiple-reflection model of response can be retained in such
complicated problems, by developing a methodology for
evaluating its parameters. Appropriate reflection coefficients
are evaluated from an analysis of finite element results for a
set of particular problems which share the same discontinui-
ties. The results are tested for agreement with the analytical
constraints consequent to the principle of reciprocity.
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APPENDIX

When the results of the two reciprocal experiments, Eqs.
~18! and ~20!, are subtracted, one obtains a function of the

distancesd1 and d2 which must vanish for any values of
d1 andd2; it has the form of a double summation over the
wave types:

g~d1 ,d2!5 (
q,r51

N

Aqre
ikqd2eikrd150, ~A1!

where Aqr5YrRqr2YqRrq and N is the number of wave
types. It is to be proven thatAqr must vanish identically for
all values ofq and r .

For all pairs of integers (n,m) ranging from 0 to
N21, consider the derivatives

Gnm5
]n1mg~d1 ,d2!

i n1m]d2
n]d1

m , ~A2!

which have the form

Gnm5(
n,m

kq
nkr

mAqre
i ~kqd21krd1!. ~A3!

Since g is constant with value zero, these derivatives all
vanish. The result can be written as the matrix equation

G5VTBV50, ~A4!

where Bqr5@Aqre
i (kqd21krd1)# and V is the Vandermonde

matrix:14

V5F 1 k1 k1
2

••• k1
N21

1 k2 k2
2

••• k2
N21

A A A � A

1 kN kN
2

••• kN
N21

G . ~A5!

A Vandermonde matrix in the form ofV is known to be
nonsingular, and thus to have an inverse, ifkq Þ kr for every
q Þ r . Since the natural wave numbers are known to be dis-
tinct, it follows from Eq.~A4! thatB equals the null matrix,
Aqr50, andYrRqr5YqRrq for every r andq, as was to be
demonstrated.
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Free vibration of a partially fluid-filled cross-ply laminated
composite circular cylindrical shell
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Free vibration of a partially fluid-filled cross-ply laminated composite circular cylindrical shell is
investigated using a semi-analytical procedure based on the Reissner–Mindlin theory and
compressible fluid equations. The shell is modeled using unaxisymmetric shear deformable circular
cylindrical shell elements. The fluid is modeled using column fluid elements. The equation of
motion of the partially fluid-filled shell is derived using the Hamilton’s variational principle.
Numerical examples are given for free vibrations of partially fluid-filled orthotropic and cross-ply
laminated composite circular cylindrical shells with various boundary conditions. Numerical results
indicate that the fluid filling can reduce significantly the natural frequencies of orthotropic and
cross-ply laminated composite circular cylindrical shells. ©1997 Acoustical Society of America.
@S0001-4966~97!02502-2#

PACS numbers: 43.40.Ey, 43.20.Tb@CBB#

LIST OF SYMBOLS

Ai j ( i , j51,2,6) extensional stiffness coefficients of the
laminated composite shell

Ai j ( i , j54,5) transverse shear stiffness coefficients of
the laminated composite shell

Bi j ( i , j51,2,6) extensional-bending coupling stiffness
coefficients of the laminated composite
shell

Di j ( i , j51,2,6) bending stiffness coefficients for the
laminated composite shell

E Young’s modulus of isotropic material
E1 , E2 Young’s moduli of unidirectional com-

posite in the 1 and 2 directions
G shear modulus of isotropic material
G12, G23, G13 shear moduli of unidirectional compos-

ite in the 1–2, 2–3, and 1–3 planes
h thickness of the shell wall
H height of the fluid
l length of the shell element
L length of the shell
m axial half wave number
Mx , M u , Mxu moment resultants
n circumferential wave number
Ni , Nj shape functions of the shell element
Nx , Nu , Nxu membrane stress resultants
P hydrodynamic pressure
Quz , Qxz transverse shear stress resultants
Q̄i j ( i , j51,2,4,5,6) reduced stiffness coefficients of unidi-

rectional composite
r radial coordinate for the fluid
R average radius of the shell
Rc fundamental natural frequency ratio
u,v,w middle surface displacements in axial,

circumferential, and radial directions
u̇,v̇,ẇ middle surface velocities in axial, cir-

cumferential, and radial directions
x axial coordinate

z radial coordinate for the shell
bx , bu rotations of the normal to the middle

surface in thex andu axes
guz , gxz transverse shear strains
d1, d2 defined by Eq.~29!
«x , «u , «xu middle surface strains
u circumferential coordinate
z z5r /R
h h5x/ l
n Poisson’s ratio of isotropic material
n12 Poisson’s ratio for unidirectional com-

posite in the 1–2 plane
r mass density of unidirectional compos-

ite
rf mass density of the fluid
xx , xu , xxu middle surface curvatures and twist

curvature
v circular frequency
a vector of nodal displacements
ä vector of nodal accelerations
A defined by Eq.~25!
As defined by Eq.~28!
B defined by Eq.~26!
D defined by Eq.~27!
F defined by Eq.~32!
H defined by Eq.~34!
I defined by Eq.~31!
I5 535 identity matrix
K stiffness matrix of the shell element
M mass matrix of the shell element
M f defined by Eq.~33!
N shape function matrix of the shell ele-

ment
Nf shape function matrix of the fluid ele-

ment
P vector of nodal hydrodynamic pressures
u triangular function matrix
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INTRODUCTION

The failure of a partially fluid-filled isotropic circular
cylindrical shell due to dynamic loading has received much
attention. Advanced composite materials possess high spe-
cific strength and stiffness, and super corrosion resistance.
The replacement of conventional metal materials by ad-
vanced composite materials can improve the bearing capac-
ity of a partially fluid-filled shell. Therefore, in recent years,
the use of a partially fluid-filled laminated composite circular
cylindrical shell in engineering industry has been steadily
increasing. In the design of such a partially fluid-filled com-
posite shell, dynamic response is still a major concern. The
free vibration analysis of the partially fluid-filled composite
shell is very useful indeed to better study and understand the
dynamic behavior.

Owing to the significance of the problem, a few inves-
tigators have carried out the vibration analyses of partially
fluid-filled laminated composite circular cylindrical shells.
On the basis of the first-order shear deformation theory, Jain
investigated the vibration of a simply supported fluid-filled
circular cylindrical shell composed of multiple isotropic lay-
ers using the Rayleigh–Ritz method.1 Chen and Bert studied
the dynamic stability of an orthotropic circular cylindrical
shell containing swirling fluid flow using an analytical
approach.2 Based on the first-order shear deformation theory,
Chang and Chiou predicted the natural frequency of a fixed–
fixed laminated composite circular cylindrical shell convey-
ing a fluid using the Hamilton’s principle.3 Lakis and Laveau
discussed the influence of nonlinearity associated with fluid
flow on the natural frequency of a circular cylindrical shell
partially filled with a fluid.4 Lakis and Sinno dealt with the

axisymmetric and beamlike free vibration problems of an
anisotropic circular cylindrical shell partially filled with a
liquid.5 Lakis, Dyke, and Ouriche analyzed the free vibration
of an anisotropic fluid-filled conical shell.6 The semi-
analytical methods presented in Refs. 4–6 are based on the
Sanders’ thin shell theory.

In this paper, free vibrations of partially fluid-filled
orthotropic and cross-ply laminated composite circular cylin-
drical shells are investigated using a semi-analytical proce-
dure based on the Reissner–Mindlin theory and compressible
fluid equations. The shell is modeled using unaxisymmetric
shear deformable circular cylindrical shell elements. The
fluid is modeled using column fluid elements. The equation
of motion of the partially fluid-filled shell is derived using
the Hamilton’s variational principle. Numerical examples are
given for the free vibrations of partially fluid-filled orthotro-
pic and cross-ply laminated composite circular cylindrical
shells with various boundary conditions. Parametric studies
including circumferential wave number, length-to-radius ra-
tio, radius-to-thickness ratio, material property, and bound-
ary condition are carried out. Emphasis is placed on the ef-
fects of the fluid filling on the natural frequencies of
orthotropic and cross-ply laminated composite circular cylin-
drical shells.

I. THEORY

Consider a partially fluid-filled cross-ply laminated com-
posite circular cylindrical shell shown in Fig. 1. HereL and
R denote the length and the mean radius of the shell, respec-
tively, andH represents the height of the fluid. The lami-
nated shell is presumed to consist of perfectly bonded shell-
like laminae. The laminae are linearly elastic. The
deflections are small. The Reissner–Mindlin hypothesis is
also adopted, that is, normals to the shell middle surface
before deformation remain straight but not necessarily nor-
mal to the shell middle surface after deformation, and have
constant length. Under these assumptions, the generalized
strain-displacement relations are given by

H «x
«u

«xu

J 55
]u

]x
1

R

]v
]u

1
w

R
]v
]x

1
1

R

]u

]u

6 , ~1!

H xx

xu

xxu

J 55
]bx

]x
1

R

]bu

]u
1

R

]bx

]u
1

]bu

]x

6 , ~2!

Hguz

gxz
J 5H 1

R

]w

]u
2
v
R

1bu

]w

]x
1bx

J , ~3!

FIG. 1. Geometry of a partially fluid-filled shell and coordinate system of a
fluid.
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where «x , «u , «xu are the middle surface strains of the
shell, xx , xu , xxu are the middle surface curvatures and
twist curvature of the shell,guz ,gxz are the transverse shear
strains of the shell,u, v, andw are the middle surface dis-
placements in the axial, circumferential, and radial direc-
tions, respectively, andbx and bu are the rotations of the
normal to the middle surface in thex and u axes, respec-
tively, as is shown in Fig. 2.

The constitutive relations for a cross-ply laminated com-
posite shell are given by7

H Nx

Nu

Nxu
J 5F A11 A12 0

A12 A22 0

0 0 A66

G H «x
«u

«xu
J

1F B11 B12 0

B12 B22 0

0 0 B66

G H xx

xu

xxu
J , ~4!

H Mx

M u

Mxu
J 5F B11 B12 0

B12 B22 0

0 0 B66

G H «x
«u

«xu
J

1FD11 D12 0

D12 D22 0

0 0 D66

G H xx

xu

xxu
J , ~5!

HQuz

Qxz
J 5FA44 0

0 A55
G H guz

gxz
J , ~6!

where Nx , Nu , Nxu are the membrane stress resultants,
Mx , M u , Mxu are the moment resultants, andQuz ,Qxz are
the transverse shear stress resultants. The extensional,
extensional-bending coupling, bending, and transverse shear
stiffnesses are defined as

~Ai j ,Bi j ,Di j !5E
2h/2

h/2

Q̄i j ~1,z,z,
2!dz, i , j51,2,6, ~7!

Ai j5
5

4 E
2h/2

h/2

Q̄i j S 12
4z2

h2 Ddz, i , j54,5, ~8!

whereh is the thickness of the shell wall, and the expres-
sions for the reduced stiffness coefficientsQ̄i j ~i , j
51,2,4,5,6! in terms of the material properties of the ply are
given in Ref. 7.

For irrotational flow of an inviscid fluid undergoing
small motions, the hydrodynamic pressureP satisfies the
Helmholtz’s equation in ther , u, andx coordinates~see Fig.
1!,

]2P

]r 2
1
1

r

]P

]r
1

1

r 2
]2P

]u2
1

]2P

]x2
2

1

c2
]2P

]t2
50, ~9!

wherec denotes the speed of sound in the fluid.
When surface gravity waves are considered, on the free

surface the pressureP satisfies

]P

]x
52

1

g

]2P

]t2
, ~10!

whereg is the gravity acceleration.
On the interface between the fluid and the shell the pres-

sureP satisfies

]P

]n̄
52r f

]2w

]t2
, ~11!

wheren̄ is the unit normal to the wetted surface of the shell
andrf is the mass density of the fluid.

The Hamilton variational principle is used to derive the
equation of motion of a partially fluid-filled shell. The
Hamilton variational principle for the free vibration of a par-
tially fluid-filled laminated composite circular cylindrical
shell is given by

dE
t0

t1
~U2T1J!dt50, ~12!

where the timest1 and t0 are arbitrary,U and T are the
potential energy and kinetic energy of the shell, respectively,
andJ is the energy stored in the fluid.

The two-node straight axisymmetric circular cylindrical
shell element presented by Zienkiewiczet al.8 is extended
here to the unaxisymmetric case in order to consider the
coupling between in-plane and transverse variables. For free
vibration, the displacement field within an element for cir-
cumferential wave numbern may be expressed as

@u v w bx bu#T5u Na, ~13!

where the triangular function matrixu, the shape function
matrix N of the shell element, and the nodal displacement
vectora of the shell element are respectively given by

u5F cosnu 0 0 0 0

0 sinnu 0 0 0

0 0 cosnu 0 0

0 0 0 cosnu 0

0 0 0 0 sinnu

G , ~14!

N5@Ni I5 Nj I5#, ~15!

FIG. 2. Sign convention and coordinate system of a shell.
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a5@ui v i wi bxi bu i uj v j wj bx j bu j #
T.

~16!

In Eq. ~15! I5 is the 535 identity matrix, and the shape
functions Ni and Nj of the shell element are defined as
Nı512h andNj5h with h5x/ l , wherel is the length of the
element and subscriptsi and j denote the front and rear ends
of the shell element, respectively.

When the shell element is filled with a fluid, the poten-
tial energyU is given by

U5
1

2 E
0

2pE
0

1S H «x
«u

«xu

J TH Nx

Nu

Nxu

J 1H xx

xu

xxu

J TH Mx

M u

Mxu

J
1 Hguz

gxz
J THQuz

Qxz
J D Rl dh du2E

0

2pE
0

1

wPRl dh du,

~17!

whereP is the hydrodynamic pressure acting on the wall of
the shell. The kinetic energy of the shell elementT can be
expressed as

T5
1

2 E
0

2pE
0

1E
2h/2

h/2

r@ u̇21 v̇21ẇ21z2~ ḃx
2

1ḃu
2!#Rl dz dh du, ~18!

wherer is the mass density of the shell andu̇, v̇, ẇ are the
middle surface velocities in the axial, circumferential, and
radial directions, respectively.

The column fluid element presented by Cao and
Cheung9 is employed to model the fluid. When the effect of
fluid sloshing is neglected, the hydrodynamic pressureP
within an element for circumferential wave numbern may be
expressed as

P5Nfp cosnu, ~19!

where the shape function matrixNf of the fluid element and
the vectorp of nodal hydrodynamic pressures are respec-
tively given by

Nf5@Niz Niz
2 Niz

3 Niz
4 Njz Njz

2

Njz
3 Njz

4#, ~20!

p5@p1i p2i p3i p4i p1 j p2 j p3 j p4 j #
T.

~21!

In Eq. ~20! z5r /R. The energy stored in the fluid element is
given by

J5E
0

2pE
0

1E
0

1H 12 F S ]P

R]z D 21S ]P

Rz]u D 21S ]P

l ]h D 2G
1

P

c2
]2P

]t2 JR2l z dz dh du1E
0

2pE
0

1 P

g

]2P

]t2

3R2z dz du1E
0

2pE
0

1 ]2w

]t2
r f PRl dh du. ~22!

Substituting Eqs.~17!, ~18!, and~22! into Eq. ~12!, perform-
ing variational operations, and using the orthogonal property

of the trigonometric functions give the equation of motion of
the partially fluid-filled shell,

F M 0

r fF
T M f

G H äp̈J 1FK 2F

0 H G H apJ 50, ~23!

where the stiffness matrixK of the shell element is given by

K5E
0

1

@Bm
TABm1Bm

T ~B1BT!Bb1Bb
TDBb

1Bs
TAsBs#Rl dh. ~24!

In Eq. ~24! the strain-displacement matricesBm

5@Bmi Bmj#, Bb5@Bbi Bb j#, and Bs5@Bsı Bs j# are
shown in Ref. 10, and

A5F A11d1 A12d1 0

A12d1 A22d1 0

0 0 A66d2
G , ~25!

B5F B11d1 B12d1 0

B12d1 B22d1 0

0 0 B66d2
G , ~26!

D5FD11d1 D12d1 0

D12d1 D22d1 0

0 0 D66d2
G , ~27!

As5FA44d2 0

0 A55d1
G , ~28!

where

d15 H2p, n50,
p, nÞ0, d25 H 0, n50,

p, nÞ0. ~29!

In Eq. ~23! the mass matrixM of the shell element is given
by

M5E
0

1

NT INRl dh, ~30!

where

I5E
2h/2

h/2 F d1r 0 0 0 0

0 d2r 0 0 0

0 0 d1r 0 0

0 0 0 d1rz
2 0

0 0 0 0 d2rz
2

G dz. ~31!

In Eq. ~23! the coupling termF due to the hydrodynamic
pressure is given by

F5d1E
0

1

NTnTNf uz51Rl dh, ~32!

wheren5@0 0 1 0 0#.
In Eq. ~23! M f andH are respectively given by
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M f5
d1
c2 E0

1E
0

1

Nf
TNfR

2l z dz dh

1
d1
g E

0

1

~Nf
TNf !uh51R

2z dz, ~33!

H5E
0

1E
0

1Fd1S ]Nf
T

R]z D S ]Nf

R]z D 1n2d2S Nf
T

Rz D S Nf

Rz D
1d1S ]Nf

T

l ]h D S ]Nf

l ]h D GR2l z dh dz. ~34!

Puttinga5ā cosvt andp5p̄ cosvt and inserting them
into Eq. ~23! give the characteristic equation of the partially
fluid-filled shell

UFK 2F

0 H G2v2F M 0

r fF
T M f

GU50, ~35!

wherev is the circular frequency of the partially fluid-filled
shell.

II. NUMERICAL RESULTS AND DISCUSSION

In this section, the influence of the fluid filling on the
natural frequencies of orthotropic and cross-ply laminated
composite circular cylindrical shells is studied numerically
using the foregoing theory. A lamina numbering increases
from the outer to the inner shell surface. The 0 ° and 90 °
layers have all-axial and all-circumferential fiber orienta-
tions, respectively. An orthotropic shell is composed of 0 °
layers only. The lamina material properties used are11

E15206.9 GPa,E2518.62 GPa,G1254.48 GPa,G135G12,
G2350.5G12, n1250.28, andr52048 kg m23. The fluid is
taken as water with the mass density,rf , of 1000 kg m23.

A convergence study is made to find the number of el-
ements required for the analyses. Table I shows the natural
frequency of a clamped–free~0 °/90 °! laminated composite
circular cylindrical shell. The clamped boundary condition
implies u5v5w5bx5bu50, while at the free end all the
nodal degrees of freedom are unconstrained. It can be seen
that with 28 elements, the frequencies are converged to a
very good degree of accuracy. In the subsequent calculations,
the shell is divided axially into 28 elements. The length of
the fluid element is the same as that of the shell element.

First, three examples are used to clarify the validity of
the present analysis. The first two examples are for simply
supported orthotropic and cross-ply laminated composite cir-
cular cylindrical shells. The simply supported boundary con-
dition implies that at one end the boundary conditions are
u5w5bu50, whereas at the other end the boundary condi-

tions arew5bu50. The natural frequencies are shown in
Fig. 3 and compared with those given by Sheinman and
Weissman.11 These results are obtained for longitudinal
modem51. Good agreement is achieved.

The third example is for a clamped–free thin circular
cylindrical shell partially filled with a fluid. The natural fre-
quency is shown in Fig. 4 and compared with the experimen-
tal results provided by Chiba, Yamaki, and Tani.12 These
results are obtained for circumferential wave numbern55
and longitudinal modem51. The agreement between the
present and experimental results is very good.

Now natural frequencies of partially fluid-filled orthotro-
pic and cross-ply laminated composite circular cylindrical
shells with various boundary conditions are calculated.

Figures 5 and 6 show the variations of the natural fre-
quencies with circumferential wave number for clamped–
free orthotropic and~0 °/90 °! laminated composite circular
cylindrical shells partially filled with a fluid, respectively.
For the sake of comparison, the natural frequencies of the
corresponding empty shells are also plotted in these figures.
As can be seen from these figures, the fluid filling can reduce
significantly the magnitude of the natural frequencies of the
shells. This phenomenon may be explained intuitively. For a
partially fluid-filled shell, the fluid filling increases the total
mass of the shell, hence the natural frequencies of the shell
decrease. In addition, from Figs. 5 and 6 it can also be seen
that the variations of the natural frequencies with circumfer-
ential wave number for partially fluid-filled orthotropic and
cross-ply laminated composite circular cylindrical shells are
similar to those for the corresponding empty shells. For these
numerical examples, the natural frequencies of both partially
fluid-filled and empty shells first decrease to a minimum and
then increase with circumferential wave number. The fluid
filling cannot shift the lowest natural frequencies of these
shells. This indicates that the fluid filling has negligible ef-
fect on the distribution of the natural frequencies of the
shells.

Figures 7 and 8 show the effect of the fluid filling on the

TABLE I. Natural frequency~in Hz! of a clamped–free~0°/90°! laminated
composite circular cylindrical shell.a

n m

Number of elements used

7 14 21 28 32

1 1 640 641 642 642 642
11 1 565 670 704 705 705

aL/R52, R/h5200.

FIG. 3. Natural frequencies of simply supported laminated composite cir-
cular cylindrical shells~L50.381 m,R50.1905 m,h50.50131023 m,
m51!.
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FIG. 4. Natural frequency of a clamped–free isotropic circular cylindrical
shell partially filled with a fluid~R50.1 m,L50.1139 m,h50.24731023

m, E55.56 GPa,n50.3, r51405 kg m23, n55,m51!.

FIG. 5. Natural frequency of a clamped–free orthotropic circular cylindrical
shell partially filled with a fluid~L/R52, R/h550!.

FIG. 6. Natural frequency of a clamped–free~0°/90°! laminated composite
circular cylindrical shell partially filled with a fluid~L/R52, R/h550!.

FIG. 7. Effect of the fluid filling on the fundamental natural frequencies of
clamped–free orthotropic circular cylindrical shells with different length to
radius ratios~R/h520!.
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fundamental natural frequencies of clamped-free orthotropic
and~0 °/90 °! laminated composite circular cylindrical shells
with different length to radius ratios, respectively. The fun-
damental natural frequency ratio Rc is defined as the ratio of
the natural frequency of the partially fluid-filled shell to that
of the corresponding empty shell. The curves in these figures
reveal that the influence of the fluid filling on the natural
frequencies of the shells becomes strong with the length to
radius ratio. The behavior is due to the change in the stiff-
ness of the shell. As the ratio of length to radius increases,
the shell becomes flexible. Accordingly, the shell is sensitive
to the fluid filling.

In addition, from Figs. 7 and 8 it can be seen more
clearly how the reduction of the natural frequencies of the
shells varies with the height of the fluid filling. For these
numerical examples, as the height of the fluid filling in-
creases, the natural frequencies of the shells decrease first
slightly and then quickly.

Figures 9 and 10 show the effect of the fluid filling on

the fundamental natural frequencies of clamped–free ortho-
tropic and~0 °/90 °! laminated composite circular cylindrical
shells with different radius to thickness ratios, respectively.
It is obvious that the influence of the fluid filling on the
natural frequencies of the shells becomes strong as the ratio
of radius to thickness increases. This behavior may be ex-
plained from the change of the stiffness of the shell. As the
ratio of radius to thickness increases, the stiffness of the shell
reduces. As a result, the reduction of the natural frequency of
the shell becomes large.

Besides, it can also be seen from Figs. 9 and 10 that as
the height of the fluid filling increases, the pattern of the
variation of the natural frequency of a thinner shell is differ-
ent from that of a thicker shell. For example, forH/L.0, the
natural frequencies of the shells withR/h5200 begin to re-
duce, while forH/L.0.25, the natural frequencies of the
shells withR/h520 and 50 begin to decrease.

Figures 11 and 12 show the effect of the fluid filling on

FIG. 8. Effect of the fluid filling on the fundamental natural frequencies of
clamped–free~0°/90°! laminated composite circular cylindrical shells with
different length to radius ratios~R/h550!.

FIG. 9. Effect of the fluid filling on the fundamental natural frequencies of
clamped–free orthotropic circular cylindrical shells with different radius
thickness ratios~L/R52!.

FIG. 10. Effect of the fluid filling on the fundamental natural frequencies of
clamped–free~0°/90°! laminated composite circular cylindrical shells with
different radius to thickness ratios~L/R51!.

FIG. 11. Effect of the fluid filling on the fundamental natural frequencies of
clamped–free orthotropic circular cylindrical shells with different material
properties~G12/E250.24, n1250.28,G135G12, G2350.5G12, L/R52, R/h
5200!.
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the fundamental natural frequencies of clamped-free ortho-
tropic and~0°/90°! laminated composite circular cylindrical
shells with different material properties, respectively.
Clearly, the influence of the fluid filling on the natural fre-
quencies of the shells becomes strong asE1/E2 increases.
Comparison of two figures shows that asE1/E2 increases,
the reduction of the natural frequencies of the orthotropic
shell is different from that of the cross-ply shell. As can be
seen from Fig. 11, the reduction of the natural frequencies of
the orthotropic shell is remarkable whenE1/E2 increases
from 1 to 10. WhenE1/E2 continues to increase, the natural
frequencies reduce only slightly. However, the results in Fig.
12 indicate that the reduction of the natural frequencies of
the cross-ply shell is remarkable all the way asE1/E2 in-
creases.

Figures 13 and 14 show the effect of the fluid filling on
the fundamental natural frequencies of orthotropic and~0°/
90°! laminated composite circular cylindrical shells with dif-

ferent boundary conditions, respectively. At two simply sup-
ported ends the boundary conditions implyw5bu50. From
these figures it can be found that the fluid filling has more
considerable influence on the natural frequencies of the sim-
ply supported and clamped–clamped shells than on those of
the clamped–free shell. This shows that relaxing one end
constraint can reduce the effect of the fluid filling on the
natural frequencies of the shells. Besides, the natural fre-
quencies of the simply supported shells are different from
those of the clamped–clamped shells. ForH/L<0.5, the re-
duction of the natural frequencies of the simply supported
shells due to the fluid filling is more remarkable than that for
the clamped–clamped shells. It can be seen that the simply
supported shells are more sensitive to the fluid filling than
the clamped–clamped shells when the shells become half-
full from empty. ForH/L.0.5, the reductions of the natural
frequencies of the simply supported and clamped–clamped
shells due to the fluid filling are almost identical. In other
words, the influences of the fluid filling on the natural fre-
quencies of the simply supported and clamped–clamped
shells are almost the same when the shells become full from
half-full.

III. CONCLUSIONS

Free vibrations of partially fluid-filled orthotropic and
cross-ply laminated composite circular cylindrical shells
with various boundary conditions are studied using a semi-
analytical method based on the Reissner–Mindlin shell
theory and compressible fluid equations. Based on the nu-
merical results presented in this paper, the following conclu-
sions may be drawn:

~a! The fluid filling can reduce significantly the natural fre-
quencies of orthotropic and cross-ply laminated com-
posite circular cylindrical shells, but it has negligible
effect on the distribution of the natural frequencies of
these shells.

~b! As the ratio of length to radius increases, the effect of

FIG. 12. Effect of the fluid filling on the fundamental natural frequencies of
clamped–free~0°/90°! laminated composite circular cylindrical shells with
different material properties ~G12/E250.24, n1250.28, G135G12,
G2350.5G12, L/R52, R/h5200!.

FIG. 13. Effect of the fluid filling on the fundamental natural frequencies of
orthotropic circular cylindrical shells with different boundary conditions~L/
R52, R/h520!.

FIG. 14. Effect of the fluid filling on the fundamental natural frequencies of
~0°/90°! laminated composite circular cylindrical shells with different
boundary conditions~L/R52, R/h550!.
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the fluid filling on the natural frequencies of orthotro-
pic and cross-ply laminated composite circular cylin-
drical shells becomes strong.

~c! The influence of the fluid filling on the natural frequen-
cies of orthotropic and cross-ply laminated composite
circular cylindrical shells increases with the ratio of
radius to thickness.

~d! The influence of the fluid filling on the natural frequen-
cies of orthotropic and cross-ply laminated composite
circular cylindrical shells increases asE1/E2 increases.

~e! When the other parameters are the same, the fluid fill-
ing has more considerable effect on the natural fre-
quencies of orthotropic and cross-ply laminated com-
posite circular cylindrical shells with simply supported
and clamped–clamped boundary conditions than on
those of the corresponding clamped–free shells.
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Sensitivity analysis of coupled structural-acoustic problems
using perturbation techniques
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The analysis of acoustic radiation and scattering from submerged elastic structures is an important
and challenging problem. Often, numerical solutions are hampered by the fact that the acoustic
pressure field can be very sensitive to structural detail. In this paper, a procedure for obtaining the
sensitivity of a structural-acoustic system to structural perturbations is presented. The theoretical
development assumes a finite element description of the structure and a boundary element
description of the fluid. The analysis includes full coupling between the fluid and the structure, and
can accommodate both internal and/or external fluid regions. The types of perturbations are limited
to those that do not alter the geometry of the wetted surface, but are otherwise completely general
in nature. The technique is then applied to acoustic scattering from a cylindrical shell. Two
perturbations are considered: A change in the shell thickness and a change in the elastic modulus.
The effect of these structural perturbations on the surface pressure, surface normal velocity, and
scattered pressure are examined for plane-wave scattering. ©1997 Acoustical Society of America.
@S0001-4966~97!02601-5#

PACS numbers: 43.40.Rj@CBB#

INTRODUCTION

Although structural analysis tools such as finite element
and boundary element techniques are well developed, their
use in the analysis of large scale coupled structural-acoustic
systems is relatively new. Because boundary elements are
adept at modeling exterior fluids and finite elements can ac-
curately model complicated elastic structures, these two nu-
merical techniques are often coupled together to analyze
acoustic scattering and radiation from submerged elastic
bodies. Aminiet al.1 provide a comprehensive presentation
of the coupled finite element/boundary element~FE/BE!
technique. To date, the FE/BE technique has been imple-
mented in several commercially available computer codes.
When applied to simple elastic structures, for example shells
of revolution, the FE/BE technique has proven to be accurate
in the low-frequency range. In terms of wave numbers
k5v/c ~wherev is the harmonic frequency in rad/s andc is
the wavespeed in the surrounding fluid!, the low-frequency
regime is generally considered to be the range 0,ka,10,
where ‘‘a’’ is a length dimension. For structures that are
more complicated, for example nonaxisymmetric structures
or elastic shells with significant internal structure, and for
structures of moderate complexity in the mid-frequency
range~10,ka,20!, the accuracy of FE/BE predictions when
compared to experimental results is known to be less reli-
able. Although there are many theories for why FE/BE tech-
niques have difficulty in predicting radiated or scattered
pressures from fluid-loaded structures, one possibility is the
high sensitivity of the physical system to structural detail.

As the acoustic frequency gets large, the size of the
computational model likewise grows. Thus, in the mid-
frequency range where the structure is many wavelengths in
dimension, the size of the computational model becomes
very large. Given limited computational time/power, it is de-
sirable to understand what parts of the structure need to be

modeled accurately and which parts are less important from
the standpoint of far-field acoustic radiation and scattering.
With respect to design, it is desirable to know which parts of
a structure have the strongest effect on the scattered pressure;
presumably, design modifications in this area would offer the
greatest potential to alter the scattering characteristics. Being
able to accomplish this without the need to run extensive
parametric studies would greatly facilitate design refinement
and optimization.

The purpose of this paper is to develop perturbation
techniques suitable for numerical models of fluid-loaded
structures. The perturbation technique allows one to predict
the effect of small structural modifications on acoustic radia-
tion and scattering. This, in turn, makes it possible to identify
critical features of the model which can be targeted for
model refinement. The perturbation information can also be
used to provide guidance for design changes.

Perturbation theory for linear systems and linear opera-
tors is a fairly mature field~see, for example, the reference
texts by Kato2 and Baumgartel3!. For the case of statically
loaded elastic structures, Saigal4 calculated the change in re-
sponse stemming from changes in design parameters using a
boundary element description of the system. In the areas of
vibration theory and structural dynamics, many authors have
studied the application of perturbation theory to a system’s
free response characteristics; see, for example, Fox and
Kapoor,5 Collins and Thomson,6 or the survey article of
Ibrahim.7 Several authors have considered the effect of per-
turbations on the forced response to harmonic excitation; for
example, Ryland and Meirovitch,8 Sinha,9 Wei and Pierre,10

Mignolet and Lin.11

In the context of acoustic and structural-acoustic sys-
tems, several authors have considered the effects of struc-
tural modifications on radiated and/or scattered pressures.
The influence of isolated point masses on the vibration of
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fluid-loaded plates has been studied~Sandman,12 Feit,13

Ginsberget al.14!. The influence of rib stiffeners on fluid-
loaded plates has also received attention~Mace,15 Ginsberg
and McDaniel16!. The influence of more complicated internal
substructures on acoustic radiation and scattering is also rel-
evant to the present discussion~Achenbachet al.,17 Rebillard
et al.18!.

The aforementioned references pertaining to acoustics
and structural-acoustic systems have studied the effect of the
structural perturbation through a complete reanalysis of the
modified system. No attempt was made to derive expressions
for the perturbed radiated or scattered pressure, which is the
subject of this paper. Some prior work in this area, however,
should be noted. Ma and Hagiwara19 developed eigenmode
and frequency response sensitivity analysis methods for use
in optimization schemes. The work is based on a finite ele-
ment description of both the fluid and the structure and ex-
amines only internal fluid cavities; no external radiation or
scattering is considered. St. Pierre and Koopmann20 calcu-
lated sensitivity derivatives due to the addition of point
masses to a fluid-loaded baffled plate. Vlahopoulos21 derived
acoustic sensitivities with respect to structural shape and im-
pedance. These sensitivities are based on finite element/
boundary element models and are particularly concerned
with scattering problems. The sensitivity calculations ignore
any coupling between the fluid and the structure, so their use
is limited. The sensitivities are used in an optimization
scheme to reduce scattering. A procedure that is suitable to
light fluid loadingwas developed recently by Filippiet al.22

The method treats the influence of the fluid loading to the
vibratory response as a perturbation to thein vacuoresponse.

The remainder of the paper is organized as follows. The
next section develops the mathematical model which is used
to describe the structural acoustic problem. A perturbation
technique is then presented, and the method is applied to the
problem of scattering from an infinite elastic cylinder. The
approximate response obtained from the perturbation analy-
sis is compared to solutions obtained from a full reanalysis
of the perturbed structure. Some observations and conclud-
ing remarks are presented in the final section.

I. MODEL FORMULATION

This paper considers linear structural-acoustic problems
where the fluid motion can be represented by the acoustic
wave equation,

¹2p2
1

c2
]2p

]t2
50, ~1!

wherep is the pressure,t is time, andc is the acoustic wave
speed. The corresponding wave equation for a linear elastic,
isotropic material is, in vector form,

m¹2u1~l12m!“~“–u!5r
]2u

]t2
, ~2!

whereu is a displacement vector,r is the mass density, and
m andl are the Lame´ constants relating stress to strain. The
constant frequency case, with time dependencee2 ivt results
in

¹2p1k2p50•••k5
v

c
~fluid! ~3!

and

m¹2u1~l12m!“~“–u!52v2ru ~structure!. ~4!

The equations are coupled at the fluid-structure interface by
the following continuity conditions:

un
struc5un

fluid5
1

rv2

]p

]n
continuity of normal displacement

snn5p; snt50 continuity of normal and ~5!

tangential stress.

~5!

Analysis of sound radiation and scattering can often be
facilitated by a mathematical theorem due to Kirchhoff and
Helmholtz. Using Eq.~1! along with a vector identity and
Gauss’ theorem, the following integral equation can be de-
rived:

ap~x!52
1

4p E
V
FG~x,y!

]p~y!

]ny

2p~y!
]G~x,y!

]ny
GdV~y!1pinc~x!, ~6!

wherep is the total pressure andpinc is the pressure due to an
incident plane at pointx. The factora accounts for the jump
condition across the surface boundary,V,

a5H 1, x exterior to V,
1
2, x on V ~smooth surface!,

0, interior to V.
~7!

The Green’s function,G~x,y!, is the free space Green’s func-
tion,

G~x,y!5
eikux2yu

ux2yu
. ~8!

The geometry for such a scattering problem is shown in Fig.
1. This integral, known as the Helmholtz integral, forms the
basis for most boundary element methods~BEM! in acous-
tics. The BEM solves Eq.~6! by discretizing the surface into
L patches or elements that are commonly small relative to an
acoustic wavelength. This allows the surface pressure and

FIG. 1. Geometry for acoustic radiation and scattering using the Helmholtz
integral.
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normal velocity within each element to be approximated by
simple functions, typically polynomial distributions of sec-
ond order or less. The surface pressure,p, can be expressed
in terms of the local isoparametric coordinatesj andh,

p~j,h!5(
i51

M

Ni~j,h!pi . ~9!

A similar expression is used to describe]p/]n. TheNi are
called shape or interpolation functions since they interpolate
the value ofp and]p/]n between the nodal values. Equation
~6! can now be written as

ap~x!5
1

4p (
i51

L E
V i

FG(
j51

M

Nj S ]p

]nD
j

2
]G

]n (
j51

M

Njpj GdV i1pinc~x!. ~10!

Repeated application of Eq.~10! with x taken to be the po-
sition of each of the acoustic nodes in turn results in a set of
algebraic equations,

~ 1
2I2H !p52Gvn1pinc , ~11!

wherep andvn are vectors denoting the nodal pressures and
normal velocities, respectively,I is the identity matrix,G
andH are complex, full, nonsymmetric matrices, andpinc is
a vector of incident pressure at the nodes. Advantage is taken
of Euler’s equation of motion for a fluid which requires that
]p/]n5 ivrvn . Note that in the interest of notational clar-
ity, matrices will be denoted by upper case letter and vectors
and scalars will be denoted by lower case letters.

Upon specification of the boundary conditions, Eq.~11!
can be solved forp andvn . Once the surface pressures and
normal velocities are known, the scattered radiated pressures
can be found from Eq.~10! with a51. Using asymptotic
versions of the free space Green’s function, far-field scat-
tered pressures can be calculated,

pff5hTp2gTvn . ~12!

The elastic structure can be modeled approximately us-
ing the finite element method~FEM!. The FEM is a varia-
tional technique in which an energy functional is minimized.
The structural volume is discretized into many small vol-
umes or elements in a manner similar to that of the surface
discretization of the BEM. Simple interpolation functions are
used to represent the displacement field in each element. The
minimization of the energy functional resulting from the dis-
placement field results in a matrix relationship between
structural displacements and various structural loadings in-
cluding point forces, body forces, and surface tractions,

~K2v2M !d5 f , ~13!

whereK is the stiffness matrix,M is the mass matrix,d is a
vector of nodal displacements, andf is a vector of nodal
forces due to point forces, surface tractions, and body forces.
In order to maintain consistent unknowns between the
boundary element matrices and the finite elements matrices,
Eq. ~13! can be expressed as a structural impedance,

Sv5 f whereS5~ i /v!K2 ivM and v52 ivd. ~14!

The continuity conditions of Eq.~5! are enforced by requir-
ing that

f5 f s1Ap, vn5Ñv, ~15!

where f s represents all structural loading except that due to
acoustic pressures,A is a matrix that transforms surface pres-
sures to nodal forces, andÑ is a matrix consisting of normal
vectors that transforms the global structural velocity vector
into a vector containing only wetted surface normal veloci-
ties. Combining Eqs.~11!, ~13!, and ~15! results in a set of
equations inp andv,

Sv5 f s1Ap,

~ 1
2I2H !p52GÑv1pinc .

These equations are typically reduced by solving forv in
terms ofp,

~ 1
2I2H1GÑS21A!p52GÑS21f s1pinc . ~16!

II. PERTURBATION METHOD

This section details the development of a first-order per-
turbation method which may be applied directly to the
FE/BE system description. After formulating the perturbed
solution for arbitrary structural models, the method will be
simplified for the more specialized case of structures which
can be modeled by a local impedance condition.

Consider an acoustic plane wave impinging on a sub-
merged elastic structure resulting in a far-field scattered pres-
sure,pff . Using Eq.~16! with f s50, a structural impedance
condition can be found which relates surface normal veloci-
ties to surface pressures,

vn[Ñv5ÑS21Ap. ~17!

Substituting this into Eq.~12! gives an expression for the
scattered pressure solely in terms of the surface pressure,

pff~S!5~hT2gTÑS21A!p, ~18!

where the dependence on the structural matrix,S, has been
indicated explicitly. Now consider the effect onpff of per-
turbing the structural matrixS by an amounteDS, wheree is
a small scalar~e!1! and the perturbation is a matrix which is
assumed to be on the same order of the original structure;
i.e., iDSi'iSi , according to some appropriate norm. The
inverse of the perturbed structural matrix can be found as
follows:

I5~S1eDS!~S1eDS!21,

S~S1eDS!215I2eDS~S1eDS!21,

~S1eDS!215S212eS21DS~S1eDS!21,

~S1eDS!215S212eS21DS~S212eS21

3DS~S1eDS!21!,

~S1eDS!215S212eS21DSS211e2~S21DS!2

3~S1eDS!21.
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Sincee!1, the inverse can be approximated by

~S1eDS!21'S212eS21DSS21. ~19!

Note that the existence ofS21 is assured by the inclusion of
a small amount of structural damping, but ifS is nearly sin-
gular, e will have to be extremely small for the first-order
approximation to be valid. Using Eq.~19! in Eq. ~11! and
again ignoring higher order terms, the surface pressure per-
turbation can be found:

~ 1
2I2H !p1Gvn5pinc ,

~ 1
2I2H !p1GÑS21Ap5pinc ,

$~ 1
2I2H !1GÑ@S212eS21DSS21#A%~p1eDp!5pinc ,

$@~ 1
2I2H !1GÑS21A#2eGÑS21DSS21A%~p1eDp!

5pinc , ~20!

2eGÑS21DSS21Ap1e@~ 1
2I2H !1GÑS21A#Dp'0,

@~ 1
2I2H !2GÑS21A#21@GÑS21DSS21A#p5Dp.

Substituting the above expressions into Eq.~18! yields an
expression for the perturbed scattered pressure as a function
of the structural matrix,S,

pff~S1eDS!

5@hT2gTÑ~S212eS21DSS21!A#~p1eDp!

5pff~S!1egTÑS21DSS21Ap1e~hT2gTÑS21A!@~ 1
2I

2H !2GÑS21A#21~GÑS21DSS21A!p1e2~••• !.

~21!

After dropping higher order terms ine, this equation can be
further simplified by noting thatS21Ap5v and defining an
impedance matrix,Z, such thatÑS21A5Z21,

Dpff5pff~S1eDS!2pff~S!

5e@~hT2gTZ21!@~ 1
2I2H !2GZ21#21G1gT#

3ÑS21~DS!v

5e tr$v@~hT2gTZ21!@~ 1
2I2H !2GZ21#21G1gT#

3ÑS21~DS!%. ~22!

If DS is known, then Eq.~22! can be used to calculate, to
first order, changes in the far-field scattered pressure,pff . In
fact, for specifiedDS, equations in the form of Eq.~22! can
be used to evaluate the effect ofDS on various acoustic
metrics. Often, however, one may wish to evaluate the effect
of a variety of structural perturbations on a given metric. For
these cases, whereDS is not specified, an important relation-
ship attributed to Kleinman23 is useful.

Kleinman’s Lemma:Let f (X) be a trace function ofX
whereX is anm by n matrix. If for any variationsDX it is
possible to write, f (X1eDX)2 f (X)5e tr(D(X)TDX as
e→0; whereD(X) is an m by n matrix, then,] f (X)/]X
5D(X).

Applying Kleinman’s Lemma to Eq.~22!, it is seen that
the derivative of the scattered pressure with respect to the
structural matrix,S, is

DS5
]pff
]S

5H vF ~hT2gTZ21!F S 12 I2H D2GZ21G21

G

1gTGÑS21J T. ~23!

Equation~23! can be used to investigate the sensitivity
of the far-field scattered pressure to changes inS. In contrast,
Eq. ~22! can be used as a means of calculating a scalar de-
rivative of pff with respect toe for a particular, i.e., specific,
DS. In other words, an equation such as~22! is most useful
in determining the effect of a specified perturbation on vari-
ous metrics of interest, and Eq.~23! is most useful when the
effect of an unspecified perturbation on a given metric is of
interest. Although Eqs.~22! and ~23! may appear intimidat-
ing, they are actually fairly easy to compute. All of the large
matrices and matrix inversions are computed in the analysis
of the nominal system and can be saved for later calculation
of the sensitivities. Also, although]pff /]S is a large fully
populated matrix, it can be efficiently stored as the outer
product of two vectors so that the required matrix elements
can be quickly calculated as needed. The calculation of the
sensitivities takes only a small fraction of the time required
to analyze the nominal system.

A modeling simplification that is often justified is that
the surface impedance reacts locally; i.e., the motion at one
point on the surface does not affect the motion at other points
on the surface. An example of such a system is a body sur-
rounded by a highly damped acoustic coating.24 For such
local impedance models, the impedance matrix, [Z], is diag-
onal and the value of the diagonal terms can be calculated
using a one dimensional spring, mass, damper model. For
such structures Eq.~23! can be simplified to,

DZ5
]pff
]Z

5H vnF ~hT2gT!F S 12 I2H D2GZ21G21

G

1gTGZ21J T. ~24!

III. NUMERICAL EXAMPLE

As a numerical example of structural perturbations, con-
sider a thin cylindrical steel shell submerged in water@Fig.
2~a!#. A plane wave,pinc5p0e

2 ikx, is scattered by the cylin-
der, and it is desired to know how changing the thickness of
the cylinder affects the far-field back scattered pressure. For
this example the nominal shell has a radius of 1 m and is
0.03 m thick. The perturbation corresponds to a 33% in-
crease in shell thickness, fromt050.03 m tot01Dt50.04 m.
For these numerical studies, three models will be compared
with one another:~1! the nominal model,pff(S); ~2! the per-
turbed model using full reanalysis,pff(S1DS); and ~3! the
perturbed model using perturbation theory@Eq. ~22!#,
pff(S)1Dpff .

As shown in Fig. 2~b!, the perturbation,DS, corresponds
to the addition of a layer of elements on the inner surface of
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the nominal model. In order to calculatepff using Eq.~22!,
DSmust have the same degrees of freedom~i.e., nodes! asS.
For the example considered here, this was accomplished by
augmenting the nominal shell to include the inner layer of
elements which describe the perturbation. To these elements
a very small Young’s modulus and zero density is assigned
so that they are structurally insignificant but numerically
stable. A more elegant approach would be to use substruc-
turing techniques to condense out of the perturbation matrix
all the nodes not shared on the common boundary with the
nominal structure before applying Eq.~22!.

In Fig. 3, the far-field back scattered pressure is exam-
ined as a function of frequency. The far-field back scattered
pressure is normalized by the magnitude of the incident
wave,p0, and the cylindrical spreading term,eikR/AR. It is

seen that the first-order perturbation estimate is quite accu-
rate over the entire frequency range and correctly predicts
the direction of back scattered null and peak movement.
Note that the back scattered pressure is most sensitive to
thickness changes at low frequencies and that low-frequency
back scatter decreases as the cylinder surface looks less like
a pressure release surface.

For a frequency of 1910 Hz~ka58! Fig. 4 shows the
magnitude of scattered pressure as a function of azimuthal
angle; an angle of 0° is back scatter whereas an angle of 180°
is forward scatter. Again, the first-order perturbation estima-
tion is in close agreement with a complete reanalysis. Also
for ka58, Figs. 5 and 6 show the surface pressures and
surface normal velocity, respectively. The surface pressure is
normalized by the magnitude of the incident pressure wave,
p0, and the surface normal velocity is normalized by the
velocity of the incident pressure wave,p0/rc. One would
expect that the surface quantities would be much more sen-
sitive to structural perturbation than scattered pressures, and
this is indeed the case. Both the surface pressure and normal
velocity change significantly when the thickness of the shell
is increased, but the perturbation analysis still does a good
job of predicting these changes. Note that some of the finer
structure of the perturbed surface quantities, particularly the
surface normal velocity, is not captured by the perturbation

FIG. 2. Scattering from a cylindrical shell.~a! Geometry.~b! Finite element
mesh.

FIG. 3. Changes in far-field back scattered pressure due to thickness pertur-
bation.

FIG. 4. Changes in far-field scattered pressure due to thickness perturbation
as a function of angle atka58.

FIG. 5. Changes in surface pressure due to thickness perturbation.
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estimate, but the overall changes are well predicted. This is
particularly encouraging since the size of the structural per-
turbation is relatively large.

As a second example, the same nominal cylinder of Fig.
2 is again perturbed, with the perturbation corresponding to a
5% increase in the magnitude of the Young’s modulus~both
the real and imaginary parts are increased so that the propor-
tional damping factor remains the same!. Figure 7 shows the
far-field back scattered pressure for the nominal and per-
turbed models as a function ofka. As in the previous ex-
ample, the first-order perturbation analysis agrees very well
with the complete reanalysis. The only areas of poor agree-
ment are the frequencies in the vicinity of the sharp dips in
the backscattered pressure. These dips occur at frequencies
where the longitudinal wavelength in the cylinder is an inte-
ger multiple of the circumference of the cylinder. Since
changing the Young’s modulus changes the longitudinal
sound speed, it is not surprising that the back scattered pres-
sure exhibits high sensitivity to changes in the Young’s
modulus near the dips. The original perturbation of shell
thickness, however, did not alter the longitudinal sound
speed in the cylinder, and high sensitivity was not seen. This
illustrates how a sensitivity analysis can aid in identifying
underlying physical processes in complicated scattering
problems.

IV. CONCLUDING REMARKS

A perturbation technique has been developed for the
analysis of structural-acoustic systems. The technique as-
sumes that the structure has been modeled by a finite element
method and that the fluid has been modeled by a boundary
element method. The method gives a closed-form expression
for the derivative of various acoustic quantities with respect
to arbitrary structural perturbations. Two examples of struc-
tural perturbations to a cylindrical shell are presented to
demonstrate the technique. In particular, it is shown that
first-order perturbation theory can be used to estimate
changes in both far-field and near-field scattered pressure as
well as surface pressures and normal velocities in the low-
frequency range. It is important to note that the sensitivity
information described above may be obtained with very little
computational effort. All of the matrices and matrix inver-
sions used in the formulation are generally available from the
analysis of the nominal model. These matrices can be saved
for later calculation of sensitivity data. In the examples
above, calculations of the sensitivities took only a small frac-
tion of the time required for the original analysis.
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The application of analytical/numerical matching to structural
discontinuities in structural/acoustic problems
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Analytical/numerical matching~ANM ! is introduced to more efficiently model structural
discontinuities in structural/acoustic problems. The general method is explained in detail for the
simple example problem of normal incidence acoustic scattering from a periodically line-supported
elastic membrane. A modal series solution exists for this problem. The most slowly convergent part
of this solution, the dominant high-resolution~large wave number! content, is removed from the
series representation and summed in closed form in what is called the ANM local solution. This
local solution is represented by a piecewise polynomial that is zero outside of a small region. The
remaining part of the solution, containing the overall low resolution content, is called the ANM
global solution and converges very rapidly. In the present example, the series representing the global
solution falls by three powers of the index faster than the classical modal solution. The result is an
ANM composite~local plus global! solution that requires far less computational effort to resolve. In
addition to providing a clear abstraction of the method, the example problem allows the equivalence
of the ANM solution to be verified, and indicates the importance of resolving the fine scale effects
of discontinuities in constrained scattering problems. ©1997 Acoustical Society of America.
@S0001-4966~97!00202-6#

PACS numbers: 43.40.Rj, 43.20.Tb@CBB#

INTRODUCTION

Analytical/numerical matching~ANM ! is a general
analysis method that separates a problem into a global nu-
merical solution and a local analytical solution. The method
achieves high accuracy using low resolution numerics. ANM
achieves greater convergence rates than conventional meth-
ods by treating the most rapidly varying parts of a system
analytically, and separately, from the overall computational
evaluation of the system.

A simple problem with relevant physical behavior was
chosen to illustrate ANM for structural acoustics, that of
scattering of a normally incident plane acoustic wave from a
periodically line-supported elastic membrane. This is a basic
problem of fundamental interest in structural acoustics. It is
investigated in the text by Morse and Ingard for the more
general case involving obliquely incident waves1 using a
Green’s function formulation, and also by other authors such
as Leppington,2 who uses a transform method which is ap-
proximately inverted for large and small fluid loading. In the
case of normal incidence, the solution is periodic and re-
duces to an infinite modal series. The present work is con-
cerned with the details of the constraint condition, which
applies a line force to the membrane. The physics of the
line-driven fluid-loaded membrane has been extensively
treated by Crighton.3,4 Other configurations of the fluid-
loaded membrane problem have also been studied by other
authors.5–7

The intent of this paper is not primarily to investigate
the physics of the particular problem geometry, but rather, to
use this simple case to clearly present a method for more
efficiently modeling structural discontinuities in scattering
problems. In regard to the way in which computational ad-
vantage is attained, the present work is similar to the mode

acceleration method.8,9 Both methods improve computational
efficiency by capturing most of the high wave number con-
tent of a total solution in a separate constituent solution. In
the mode acceleration method, the high resolution content is
contained in the solution of the equivalent pseudo-static
problem. In the present work, the high resolution content is
contained in a separate analytic solution of local extent,
which is associated directly with a discontinuity. This local
solution has the advantages of being derived independently
of overall problem geometry and being very efficiently ex-
pressed.

Analytical/numerical matching is a general analysis
method originally developed by Bliss. The method was first
applied to problems in vortex dynamics and rotorcraft free
wake analysis.10–14More recently, ANM has been applied to
wing aerodynamics for compressible unsteady flow,15,16 and
to the development of an acoustic boundary element
method.17 The present work is part of a broad research effort
to apply ANM to structural acoustic problems with structural
discontinuities.18,19 The ANM approach leads to an accurate
alternative formulation of the basic problem, with a large
reduction in computational cost. In addition, the alternative
formulation can lead to an improved understanding of the
effect of discontinuities.

The ANM methodology allows for more efficient treat-
ment of structural discontinuities in the solution of coupled
structural/acoustic vibration problems. The motivation for
applying ANM to structural acoustics begins with the real-
ization that there is a small region, characterized by rapid
spatial variation, around any discrete load applied to an elas-
tic structure. In fact, certain properties of the response of an
elastic structure are discontinuous at the point of application
of a discrete load. This rapidly varying region requires very
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high resolution to capture its features accurately, and there-
fore challenges the accuracy of any numerical technique used
to solve the problem. Resolving the small region about a
discontinuity requires far greater resolution, and therefore
computational effort, than is otherwise warranted by the
overall system under consideration. Compounding this issue
is that in many situations, especially in the event of a discon-
tinuous constraint on motion, failure to properly resolve the
small region about the discontinuity can cause significant
errors throughout the system. This paper will show that
structural/acoustic scattering is an important example of a
problem in which a failure to converge locally can lead to
global errors. Structural acoustic scattering is therefore an
example of a problem in which overall accuracy can be sig-
nificantly hindered by a very local phenomenon.

ANM alleviates much of the difficulty of resolving the
influence of a discontinuity on a structure by treating the
rapidly varying region separately, in what is called the local
solution. The local solution is solved analytically, before de-
termining the overall system response, and is known without
approximation. Once the local solution is found, the overall
system response is computed using conventional methods,
except that the discrete load is replaced by a special smooth
distributed load. Isolating the rapidly varying part of the
problem within the local solution allows the remaining over-
all response to be solved with less computational effort. The
smoothed overall solution is called the global solution, and is
usually found by numerical means. The overall assembly of
the ANM composite solution is summarized in Fig. 1.

The important feature required to separate local and glo-
bal parts of a problem having discrete constraints is the dis-
parity in the length scales that characterize the discontinuity
and the overall response. The characteristic scales of the
overall response, which must be resolved computationally,
are associated with the structural and acoustic wavelengths
and the overall geometry of the system. In contrast, the
length scale characterizing the structural discontinuity~for
instance, a point of attachment! is very small, or even infini-
tesimal. The approach taken by ANM is to introduce an in-
termediate smoothing length scale used to generate the local
solution and capture the most rapidly varying effects of the
discontinuity analytically. The same smoothing scale also
appears as the smallest scale in the global solution. When the
composite solution is constructed, the smoothing effects can-
cel out, and the final result is independent of the choice of
smoothing.

This paper demonstrates the application of ANM to the
structural acoustic problem of scattering from a fluid-loaded

membrane fixed along periodic parallel lines. Since the pur-
pose is to illustrate the method, this example problem is in-
tentionally chosen to be simple, and easily solvable by clas-
sical modal means. However, it turns out that this problem
also illustrates the sensitivity of scattering problems to accu-
rate resolution at points of discontinuity. Understanding this
sensitivity is a valuable insight, and it is particularly impor-
tant in the present context because ANM is a very effective
way to address this difficulty.

In the following sections, the problem geometry and
mathematical formulation are first presented, and the prob-
lem is solved classically by modal expansion. Next, the prob-
lem is formulated using the ANM methodology. Finally, the
ANM and classical exact solutions are compared in terms of
their accuracy and computational efficiency. The sensitivity
of scattering problems to solution convergence is discussed
and illustrated at several points throughout the paper.

I. MATHEMATICAL FORMULATION

The problem under consideration is the acoustic scatter-
ing from a periodically constrained fluid-loaded elastic mem-
brane. The problem geometry is illustrated in Fig. 2~a!. The
membrane lies in thexy plane, has area densitysm , and
tension T. The normal displacement of the membrane is
given byh(x,y,t). The membrane is rigidly fixed along pe-
riodic lines parallel to they axis, h(x5m2pa,y,t)50,
wherem is the integers. The membrane is bounded above
~z.0! by a half-space of acoustic medium with densityrf
and acoustic phase speedcf . A light fluid of negligible effect
is assumed to bound the other side of the membrane~z,0!.
A normally incident, acoustic plane wave train originating at
z52` drives the membrane harmonically with magnitudeP
and frequencyv, pincident 5 Peiv(t1y/cf ). Transients are as-
sumed to have decayed, and a time dependence ofeivt can
be assumed for all quantities. No variation is exhibited in the
y direction, reducing it mathematically to a problem in two

FIG. 1. Summary of ANM constituents.

FIG. 2. ~a! Example problem geometry, scattering from constrained mem-
brane.~b! Unconstrained scattering problem.~c! Driven problem.
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dimensions,x andz. Furthermore, this problem is periodic in
x on the interval of 2pa, and symmetric about allx5mpa.

A force balance on the membrane yields the following
governing equation:

sm

]2h

]t2
5T¹2h1pa2pf . ~1!

The pressure applied to the membrane is broken into two
parts. The fluid pressure on the surface of the membrane,
pf(x,y,t), represents the hydrodynamic and radiation load-
ing. Other external loading, including the influence of the
constraint line discontinuities, is represented bypa(x,y,t).

Since there is no dependence on they coordinate, the
equation of motion governing the membrane reduces to a
one-dimensional wave equation. Assuming harmonic time
dependence allows the differentiation in time to be per-
formed, and the time dependence to be dropped. Usinga as
the characteristic length scale, the dimensionless form of the
membrane equation is given by

2
]2h̄

] x̄ 22Km
2 h̄5 p̄a2 p̄f , ~2!

where h̄(x)5h(x,t)/aeivt, p̄(x)5ap(x,t)/smcm
2 eivt,

Km5kma5(v/cm)a, andcm is the in vacuowave speed on
the membrane, given bycm 5 AT/sm.

In the acoustic medium, the governing equation of mo-
tion is the familiar acoustic wave equation, which reduces to
Helmholtz’s equation in space with the assumption of har-
monic time dependence, as follows:

~¹21kf
2! p̄f50, ~3!

wherekf
25v2/cf

2 is the acoustic wave number andcf is the
acoustic wave speed.

The acoustic momentum equation relates the fluid pres-
sure distribution to its velocity field,V f .

r f

]V f

]t
52“pf . ~4!

This relationship provides the means to apply the boundary
condition of continuous normal velocity at the fluid/
membrane interface.

A. Solution of the scattering problem

The response of the membrane can be separated into two
parts: the response of the unconstrained membrane, Fig. 2~b!,
and the response due to the force influence of the disconti-
nuity, Fig. 2~c!. The free response of the membrane is a
simple one-dimensional problem with the following solution:

h̄ freeresponse5
2Pa

T

21

a iK f2Km
2 , ~5!

where a5ar fcf
2/smcm

2 is the fluid-loading parameter, and
Kf5kfa5(v/cf)a.

Reasoning that a line discontinuity can only influence
the membrane by applying a line force to it, the part of the
response due to the periodic line discontinuities must be sat-
isfied by a periodically line-driven membrane solution.
Therefore, the response is found for a membrane driven at

the discontinuities with unit strength. This solution is then
scaled so that the response at the discontinuities is equal and
opposite that of the unconstrained problem. The uncon-
strained problem and the forced problem are superimposed
to yield the net constrained membrane subject to the incident
plane wave train, given by

h̄5h̄ freeresponseF12
h̄driven

h̄drivenu x̄50
G . ~6!

It is important to note that because the constraint condi-
tion is written in terms of the net response at the discontinu-
ity, namelyh̄drivenu x̄50; the amplitude of the forced solution
used to model the constraint is inversely proportional to the
response value of this solution at the driving points. There-
fore, the entire forced solution will be corrupted by any nu-
merical error that is associated with calculating the forced
response right at the driving points. This sensitivity is sig-
nificant because the response at the location of the discrete
load is considerably more difficult to resolve~converge! than
the overall system response. Therefore, in the constrained
scattering problem, the error of the overall solution can be
dominated by the accuracy with which the rapidly varying
region about the discrete force is resolved. In particular,
when the forced system exhibits near-resonant behavior, the
response at the drive points will be much smaller than the
overall response. In this situation, the overall scattering re-
sponse will be dominated by the discretely forced part of the
solution, and any error in this small denominator will have a
profound effect on the accuracy of the entire problem. It is
this sensitive, rapidly varying region about the driving points
that ANM is designed to treat more accurately and effi-
ciently.

B. Solution of the driven problem

An exact solution for the membrane driven by spatially
periodic forcing exists in the form of an infinite modal ex-
pansion. Assume the following expansion for the membrane
displacement:

h̄driven5 (
n50

`

An
h̄ cos~nx̄!. ~7!

The trigonometric dependence of this series inx̄ creates an
orthogonal set of basis functions that take advantage of the
natural symmetry and periodicity of the problem.

Once the form of the membrane response has been as-
sumed, the fluid solution resulting from membrane motion
can be determined. The technique of separation of variables
is used to determine the form of the fluid solution. The re-
sulting solution is restricted on physical grounds to allow
only outward propagating waves and only finite values asz
becomes large. Thez component of the momentum equation
and the property of orthogonality are then used to apply the
boundary condition of equal normal velocities at the mem-
brane, which determines the fluid solution. The fluid pres-
sure, in terms of the assumed membrane response, is given
by
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p̄f~ x̄,z̄!5 (
n50

`

2 iaAn
h̄
Kf
2

Kyn

cos~nx̄!ei ~Kynz̄!, ~8!

where

Kyn
5H 2AKf

22n2, Kf.n

AKf
22n2, Kf,n.

~9!

Substituting the expressions for membrane displacement
@Eq. ~7!# and fluid loading@Eq. ~8!# into the membrane gov-
erning equation@Eq. ~2!#, and utilizing orthogonality, the co-
efficients of membrane displacement for the driven mem-
brane are given by the following relations:

An
h̄5

An
p̄a

n22Km
2 2 iaKf

2/Kyn

, ~10!

where

An
p̄a5

en
2p E

2p

p

p̄a cos~nx̄! dx̄, ~11!

and en is the Neumann factor, defined as 1 ifn50 and 2
otherwise.

The periodic discrete driving forces are modeled with
the use of the Dirac delta function inx; the coefficients of
driving pressure@Eq. ~11!# for this configuration are found to
be

An
p̄a5

F

smcm
2

en
2p

. ~12!

II. ANM FORMULATION OF DRIVEN PROBLEM

In order to more efficiently model the rapidly varying
regions around the driving point discontinuities, ANM will
attack the discretely driven portion of the solution. The dis-
cretely driven problem can be separated into two parts. The
overall response, called the global solution, will be modeled
by classical methods except that the driving force will be
spatially smoothed and, therefore, will converge more effi-
ciently. Meanwhile, the exact difference between the original
discretely driven problem and the smoothed problem will be
represented by the local solution, as follows.

A. The local solution

Construction of the local solution is the most crucial step
in synthesizing the ANM composite solution. It is also, per-
haps surprisingly, the first step. This may seem counterintui-
tive, since the local solution is defined as the difference be-
tween the system response when driven by the original
discrete loads and the response when driven by the smoothed
pressure distribution. But indeed, the local solution is not just
this difference, it is also the tool that generates the smoothed
driving distribution.

In order to smooth the discrete load in the proper man-
ner, the mechanical system will, in effect, be solved back-
wards. The local solution is prescribed so that it represents
the local high-resolution effect of the discrete load, and little
else. Once the local displacement is known, the loading that
is required to enforce it is found by simple substitution into

the governing equation. By the definition of the local solu-
tion, this loading is the discrete load minus the smoothed
load. Since the discrete load is known, so now is the
smoothed load. A schematic of this approach is included in
Fig. 3~a!.

Central to the ANM method for structural acoustics is
the ability to identify and isolate the particular effect of a
discontinuous loading on the mechanical system at its point
of application. For instance, in this example problem, a line
force is applied to a membrane. It is shown from the govern-
ing equation that this implies a discontinuous slope in mem-
brane displacement, as follows. Integrating the governing
equation inx̄ from 2e to e yields

E
2e

e

2Km
2 h̄ dx̄5F]h̄

] x̄ G
2e

e

1E
2e

e a

smcm
2

3$Fd~0!2pfluid% dx̄. ~13!

Assuming h̄ is finite and continuous, dimensionless fre-
quency,Km , is finite, and taking the limit ase→0 yields

2F]h̄

] x̄ G
02

01

5
F

smcm
2 . ~14!

Knowing the precise manifestation of the discrete load on the
mechanical system allows it to be treated as a boundary con-
dition when generating the local solution.

With the discrete load accounted for, there remain three
goals for generating the local solution. First, the local solu-
tion must be known without numerical approximation. Sec-
ond, the local solution must be prudent in the most basic
sense. When prescribing a local solution, it is possible to
erroneously try to enforce a solution that is not physically
realizable, or inadvertently incorporates unintentional dis-
crete loads. Third, foresight of the ultimate goal must be
maintained. Using the governing equation, the local solution
will be prescribed so that the smooth driving distribution it
implies will be continuous and well behaved. This condition
will enhance the convergence characteristics of the global
solution to come. Also, the range of influence of the local
solution through the fluid medium must be limited, for in-
stance, by requiring it to be acoustically compact. This con-
dition assures that the smooth driving pressure implied by
the local solution will be localized.

FIG. 3. ~a! Local solution and applied loads.~b! Local solution description
regions.
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1. Assuming a form

The local solution is generated by assuming a polyno-
mial form to one side of a discontinuity within a prescribed
smoothing region. The local solution is defined to be zero
outside this smoothing region. The local solution is then
completed within the smoothing region by the appropriate
even or odd reflection about zero. The regions of the as-
sumed local solution description are illustrated in Fig. 3~b!.
The extent of the smoothing region is somewhat arbitrary
and is chosen based on convergence considerations, as will
be discussed in Sec. II C. In the case of the present example,
the local solution is even about zero. Of course, it is also
periodically reproduced for each discontinuity. For simplic-
ity, consider only the ANM treatment of the discrete force at
the origin.

It is convenient to normalizex̄ by the smoothing half-
width, x̄s , when describing the local solution,x̃5 x̄/ x̄s . This
will simplify the solution of the polynomial coefficients. The
piecewise polynomial description of local displacement is
written as follows:

h̄ l5H (
q50

Q

aqux̃ uq, ux̃u <1

0, 1,ux̃ u.
~15!

In order to satisfy the continuity conditions that will
follow, note that the value and derivatives of this assumed
form can only be discontinuous at the boundaries of the
piecewise regions, that isx̃50, 61. At these boundaries, the
desired conditions will be applied in order to generate a use-
ful local solution. The order of the polynomial,Q, is set as a
result of the number of constraints imposed on the local so-
lution, as will be seen in the following sections. Note during
the following that there is some discretion involved in choos-
ing these constraints and, therefore, the choice of local solu-
tion is not entirely unique.

2. Constraints on the local solution

It has been shown that a discrete line force is balanced in
the membrane by a discontinuous jump in slope. Therefore,
the line force is included in the local solution by requiring
such a jump in slope. Referring to Eq.~14!, and recalling that
the local solution is even, the discrete force is included by
satisfying the following slope condition asx̄ approaches zero
from the positive side:

]h̄ l

] x̄ U
x̄501

5
1

x̄s

]h̄ l

] x̃ U
x̃501

5
a1
x̄s

52
1

2

F

smcm
2 . ~16!

Just as important as ensuring that the discrete force at
zero is included in the local solution, no discrete force is
allowed at the outer edge of the smoothing region,x̃51.
Therefore, recalling the local solution is zero outside the
smoothing region, the following condition must be met:

]h̄ l

] x̄ U
x̄5 x̄

s
2

5
1

x̄s
(
q51

Q

qaq50. ~17!

The local solution must, of course, be continuous in
value. This condition is automatically satisfied at zero be-

cause the solution is even, but must be imposed atx̃51:

h̄ l u x̄5 x̄
s
25 (

q50

Q

aq50. ~18!

The next constraint is that the total area under the local
solution be zero. The condition of no net area ensures that
there will be no net monopole strength in the fluid due to the
local solution. Radiated pressure from the local solution will
be small when the smoothing region is chosen to be acous-
tically compact, approaching that of a baffled quadrupole.
This property ensures that the fluid motion accompanying
the local displacement of the membrane is also quite local.
This local behavior will prove beneficial in implementing the
smoothed driving pressure in the global solution, which will
be partly due to the radiated pressure from the local solution:

E
0

x̄s
h̄ ldx̄5 x̄s(

q50

Q
aq
q11

50. ~19!

Higher moments of area may be required to vanish, further
weakening the radiation from this local region; however, cur-
rent experience indicates that this refinement is not neces-
sary.

Note that due to the infinite periodicity of this problem
geometry, there is a particular issue regarding infinite fluid
pressures in the event that the local solution has nonzero
harmonic content in a mode that corresponds to a fluid mode
at coincidence (Kf5n). This situation requires careful con-
sideration of the mathematical limits, or a more complex
local solution to avoid the problem. However, because this is
an example problem that was introduced in order to demon-
strate the ANM method for structural acoustics in a simpli-
fied manner, and because the geometries which are the ulti-
mate goal of this method will not display this particular
problem, this issue of coincidence is not considered here in
depth.

The previous constraints are sufficient to create a local
solution that allows the discretely driven membrane problem
to be replaced by one driven by a pressure distribution over
the smoothing region. But, looking ahead to the solution of
the problem driven by this pressure distribution, it is also
possible to impose constraints on the local solution that will
ensure that this pressure distribution be continuous and
smooth, which will further enhance the convergence of the
associated global solution. Omitting the influence of the fluid
for the moment, since it will certainly be continuous and
smooth already, the governing equation for the membrane is
given by

2Km
2 h̄5

]2h̄

] x̄ 2 1
paa

smcm
2 . ~20!

A continuous applied pressure is guaranteed at zero due to
symmetry. But, atx̄51 the second derivative of displace-
ment in x̄ must be set to zero in order to ensure that the
applied pressure is also zero and thus continuous~the dis-
placement is already zero!:

929 929J. Acoust. Soc. Am., Vol. 101, No. 2, February 1997 R. C. Loftman and D. B. Bliss: ANM for structural acoustics



]2h̄ l

] x̄ 2U
x̄5 x̄

s
2

5
1

x̄ s
2 (
q52

Q

q~q21!aq50. ~21!

Further refinement is possible by requiring that the slope
of the applied pressure is also continuous. Taking the deriva-
tive of the membrane governing equation with respect tox̄
yields

2Km
2 ]h̄

] x̄
5

]3h̄

] x̄ 3 1
a

smcm
2

]pa
] x̄

. ~22!

Since the slope of displacement is already zero atx̃51, the
third derivative of displacement inx̄ needs to be set to zero
in order to ensure continuity of slope of the applied pressure:

]3h̄ l

] x̄ 3U
x̄5 x̄

s
2

5
1

x̄ s
3 (
q53

Q

q~q21!~q22!aq50. ~23!

At x̄50, the slope of displacement is not zero. The sum of
terms must equal zero to ensure a continuous slope in ap-
plied pressure:

FKm
2 ]h̄

] x̄
1

]3h̄

] x̄ 3G
x̄50

5Km
2 a1
x̄s

1
6a3
x̄ s

3 50. ~24!

It is seen from the development of the constraint condi-
tions that the choice of local solution is not unique. In the
present example, the only constraints that are necessary to
create a physically reasonable local solution that will effec-
tively replace the discrete force by a distributed pressure are
given by Eqs.~16!–~18!. That is, the discrete force at the
origin and no others must be included, and the local displace-
ment must be continuous. The other conditions, however,
such as requiring a slope continuous implied pressure, en-
hance the effectiveness of the method by creating a global
solution that is more rapidly convergent. The system under
consideration dictates the minimum requirements of the local
solution. In the present example, for instance, it is clear that
the local displacement needs to be continuous, while in the
case of a plate, slope of displacement must also be continu-
ous in order to avoid a fatal singularity. It is a practical
consideration of diminishing returns, however, that dictates
how many steps should be taken to further refine the solu-
tion. It is possible to require higher derivatives to be continu-
ous, but only at the expense of an increasingly complex for-
mulation. The present choice of conditions is simply the
result of judgment based on experience.

3. Solving for the local solution

The complete set of constraints on the local solution is
now known. A sixth-order polynomial,Q56, having seven
unknown coefficients, is required for the displacement in the
upper half of the smoothing region to satisfy this set of con-
straints. It is now only a matter of linear algebra to determine
the coefficients and, therefore, the local displacement. The
constraint equations in matrix form are as follows:

3
0 1/x̄s 0 0 0 0 0

0 1 2 3 4 5 6

1 1 1 1 1 1 1

1 1/2 1/3 1/4 1/5 1/6 1/7

0 0 2 6 12 20 30

0 0 0 6 24 60 120

0 Km
2 0 6/x̄ x

2 0 0 0

4 5
a0
a1
a2
a3
a4
a5
a6
6

52
1

2

F

smcm
2 5

1
0
0
0
0
0
0

6 . ~25!

The solution of this system is given by

$aq%5
x̄s
2

F

smcm
2 5

~1201Km
2 x̄ s

2!/960
21

3~402Km
2 x̄ s

2!/64

Km
2 x̄ s

2/6

25~4013Km
2 x̄ s

2!/64

3~201Km
2 x̄ s

2!/20

27~241Km
2 x̄ s

2!/193

6 . ~26!

A plot of this shape, for characteristic parameters, is shown
in Fig. 4.

B. The global solution

As already noted, the global solution is defined as the
system response when driven by the smoothed forcing im-
plied by the local solution. Upon solving for the local solu-
tion, determining the associated forces is a matter of substi-
tution into Eq. ~2! which governs the membrane. These
forces are, by definition, the original point force minus the
smoothed driving force that will replace it, plus the fluid
forces generated by the local solution, so:

FIG. 4. Local displacement.
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apa smooth

smcm
2 5Km

2 h̄ l1
]2h̄ l

] x̄ 2

1
a~pa discrete force2pf due to h̄ l

!

smcm
2 . ~27!

The addition of the discrete load is simple in practice.
Recall that the structural terms of the local solution have
been defined so that they exactly counteract the discrete
force at zero, namely,

F]2h̄ l

] x̄ 2 1
apa discrete force

smcm
2 G

x̄50

50. ~28!

Substituting the polynomial representation of the local solu-
tion into the governing equation, and realizing that the dis-
crete force cancels the resulting infinite value at zero, gives
the smooth pressure. Because the local solution region is
small, and a poor radiator by design, the structural part of the
smooth pressure is the dominant influence. In addition, be-
cause the velocity itself is always finite and continuous, the
contribution of the fluid loading will always be quite smooth.
A plot of the shape of the smooth applied pressure due to the
structural terms is shown in Fig. 5 for characteristic values.

The fluid terms in the applied smooth pressure are com-
puted in a manner consistent with the solution technique
used to solve the global problem. In the present case, the
fluid terms can be solved exactly by modal decomposition of
the local solution. Although tedious, the integration may be
carried out in closed form. Alternatively, the coefficients
may be determined by formula, since there are only a finite
number of known jumps in the derivatives of the function.
Similarly, the component of smoothed applied pressure due
to structural terms will need to be cast in a form consistent
with the global solution method, in this case by Fourier de-
composition:

An
p̄a smooth structural5

en
p E

0

x̄s
p̄a smooth structuralcos~nx̄!dx̄.

~29!

This integration is over a polynomial defined on the positive
half of the smoothing region, and makes use of symmetry

and the fact that the pressure due to structural terms is zero
outside the smoothing region. A logarithmic plot of the mag-
nitude of the Fourier harmonics of this smoothed forcing,
and the original discrete forcing is shown in Fig. 6. The
smoothed forcing, unlike the discrete forcing, is lacking in
significant high mode number content. The structural re-
sponse to this smoothed forcing, which is the global solution,
will be similarly lacking in high mode number content, and
will therefore converge rapidly. Note, also, that the smooth
forcing is identical to the discrete forcing for low mode num-
bers. This property ensures that the global solution has the
same low resolution, or overall response, as the discretely
driven problem. The point at which the harmonic content of
the smooth pressure begins to fall off is controlled by the
smoothing width.

With the smoothed driving distribution in hand, the so-
lution procedure for the global problem is identical to the
solution for the discontinuous driving. The coefficients of
membrane response are given by Eq.~10!, where, for the
smooth driving forces,

An
p̄a smooth5

en
p E

0

p

p̄a smoothcos~nx̄!dx̄

5An
p̄a smooth structural1 ia

Kf
2

Kyn

An
h̄ l. ~30!

The global solution contains all of the large scale fea-
tures of the original exact solution, but not the high-
resolution detail around the point of application of the dis-
crete load.

C. Assembling the ANM composite solution

The ANM composite solution is given by the smooth
global solution plus the local solution. This is illustrated for
a sample case by the surface velocity magnitude plots in Fig.
7 of the global solution, the local solution, and the resulting
sum, which is the complete solution.

FIG. 5. Smooth pressure due to structural terms.
FIG. 6. Magnitude of Fourier coefficients; discrete and smooth forcings.
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Another very illustrative way of presenting how the glo-
bal and local solutions combine to form the aggregate exact
solution is to plot the magnitude of the Fourier coefficients
of surface velocity for all three solutions, as shown in Fig. 8.
It is clear from this plot that the global solution completely
dominates the solution in the low-resolution region, or low
mode numbers. The local solution, however, rises to capture
the high-resolution content of the solution, associated with
the high mode numbers. The point of crossover between lo-
cal and global solutions is controlled by the choice of
smoothing width. A smaller smoothing width shifts the point
of crossover to a higher mode number. In the limit of no
smoothing, the global solution reduces to the exact solution,
and the local solution disappears. Experience indicates that
the most effective choice of smoothing width is one that
yields a crossover point at a mode number just higher than
the predominant vibrational modes. That is to say, as ex-
pected, the smoothing region should be just smaller than the
length scale associated with the predominant structural
waves.

Decomposing the local solution into a modal series for
illustrative purposes, as above, elicits an important advantage
of demonstrating ANM on an example problem that can be

solved by modal methods. The present problem is an ex-
ample for which the modal response amplitudes of the dis-
cretely forced system are known exactly. It can be shown in
analytic closed form that, in the absence of truncation, the
ANM composite solution is exactly equivalent to the classi-
cal exact series solution. The modal response amplitudes of
the exact, local, and global solutions may all be expressed
analytically, i.e., all integrals can be performed. Therefore, it
can be shown in closed form that, mode for mode, the exact
solution is equivalent to the local solution plus the global
solution. By the uniqueness of the Fourier series, the classi-
cal modal solution and the ANM composite solution are
identical in the absence of truncation.

It is important to note that the local solution has been
decomposed harmonically only for illustrative purposes.
When applying the method, the piecewise polynomial repre-
sentation is used, since it contains no truncation error.

III. COMPARISON OF ANM AND CLASSICAL METHOD

The application of ANM to structural acoustics has been
designed to treat structural discontinuities more efficiently by
moving high resolution effects into a local solution, which is
expressed without the need for approximation. In order to
clearly illustrate the ability of the method to achieve this
goal, attention is focused first on the discretely driven struc-
ture, where the modal response coefficients are known ex-
actly ~an example of this situation is the case illustrated in
Fig. 7!. In this discretely driven problem, the only source of
error is due to the inevitable truncation of terms in the series
representation of response. Figure 8 has already been re-
ferred to to illustrate the ability of ANM to effectively sepa-
rate the overall, low-resolution content from the high-
resolution content of this solution. Error is introduced into
the classical and ANM solutions by the truncation of the
series representing the classical and ANM global solutions,
respectively~no truncation is associated with the ANM local
solution!. These truncation errors, the computational errors
associated with the two methods, are shown in Fig. 9. The
case shown is the same as that shown in Fig. 7. Error is
plotted against the number of modes calculated. Percent error
is calculated relative to a series solution that was converged

FIG. 7. Surface velocity magnitude distributions, driven membrane; com-
plete, global, and local solutions.

FIG. 8. Magnitude of surface velocity harmonics, driven membrane; exact,
global, and local solutions.

FIG. 9. Surface velocity convergence, driven membrane; classical, and
ANM composite.

932 932J. Acoust. Soc. Am., Vol. 101, No. 2, February 1997 R. C. Loftman and D. B. Bliss: ANM for structural acoustics



to an accuracy well beyond the error associated with the
plotted cases. Absolute error has been spatially averaged inx
before determining the percentage. Computing the surface
velocity of the driven problem with ANM yields less error
for a given number of calculated modes, and the error also
decreases more rapidly as the number of modes is increased,
by better than a power of 3 in mode number.

Attention is now focused on the scattering problem, an
example of which is illustrated by the surface velocity mag-
nitudes plotted in Fig. 10.

The most interesting feature of the scattering problem,
and the feature that makes ANM particularly useful to the
scattering problem, is the sensitivity of the overall solution to
the accuracy with which the local region near the disconti-
nuity is resolved, as explained in Section I A. This sensitivity
occurs because the entire forced solution that is used to
model the constraints is inversely proportional to the dis-
placement of the unit driven solution at zero,h̄drivenu x̄50. In
the forced problem, it was possible to arrive at algebraic
expressions for the modal response coefficients that were ex-
act. In the scattering problem, however, each modal coeffi-
cient in the solution contains the termh̄drivenu x̄50, which is
given by an infinite series. Therefore, every coefficient in the
solution must contain truncation error associated with this
term. Also, this truncation error is that associated with the
displacement at the point of application of the discrete load,
precisely the high-resolution part of the problem that ANM
is designed to treat more efficiently. In problems with a con-
straint condition that is dependent upon the response of the
system at a discontinuity, the entire problem is strongly in-
fluenced by the accuracy with which the motion at the dis-
continuity is modeled.

In addition, when the forces applied to the system due to
the constraints are driving a nearly resonant system, inaccu-
racy in the response of the driven point will produce an es-
pecially profound effect on the entire solution. This strong
effect is observed because the component of the response
associated with the constraint forces is inversely proportional
to the response of the driven solution at the driven point
@illustrated by Eq.~6!#. Furthermore, a nearly resonant sys-
tem is characterized by large motions overall, relative to a
small drive point response. Therefore, in a nearly resonant

situation, any absolute error associated with the small driven
point response will be more significant on a fractional basis,
and will multiply a large overall forced response.

The result of these factors is that the convergence of the
scattering problem can be quite sensitive to the difficulty of
resolving the influence of the discontinuous constraint. The
errors associated with calculating the response in the scatter-
ing problem using finite numbers of modes are shown for a
sample case in Fig. 11. Errors, in general, are seen to be
much larger, and to fall less rapidly than in the forced case.
The advantage of the ANM method is seen to be more sig-
nificant in this problem, where the accuracy of the response
at the discontinuity is so important. With only a small num-
ber of calculated modes, the error associated with the ANM
composite solution is orders of magnitude smaller than that
associated with the classical modal solution having the same
number of modes. Also, Fig. 11 shows that the rate at which
this error falls is faster than that of the classical solution by
better than a power of 3 in mode number.

A further point regarding the scattering problem in-
volves the acoustic field observed far from the membrane
relative to wavelength, the far field. The geometry of the
present example problem exhibits the phenomenon of acous-
tic cutoff, implying that for a given frequency, only a finite
number of modes in the series solution generate propagating
acoustic waves, while the remaining infinite number of
modes are evanescent. This behavior has important ramifica-
tions if one is concerned with the fluid solution far from the
structure. In a driven structural problem in which the modal
amplitudes are known exactly, the fluid motion far from the
structure can be calculated without truncation error by con-
sidering only the finite number of modes that propagate.
However, this is not the case for the scattering problem,
since each modal amplitude contains the term,h̄drivenu x̄50,
which introduces truncation error. The far-field fluid pressure
in the scattering problem is dependent upon the accuracy
with which the response of the structure at the point of the
discontinuity is modeled. The convergence of scattered
power is shown for the sample case in Fig. 12 for classical
and ANM methods. Because the error of the scattered power
is so sharply dominated by the 1/h̄drivenu x̄50 term in the co-

FIG. 10. Surface velocity magnitude distribution, scattering problem. FIG. 11. Surface velocity convergence, scattering problem; classical, and
ANM composite.
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efficients of the first few modes, this figure is almost identi-
cal to the convergence plot of 1/h̄drivenu x̄50 itself.

In the present problem, the influence of the periodic dis-
crete forces leads to uncoupled structural modes and, there-
fore, a formally exact solution as an infinite modal series.
This is very advantageous for showing the effect of the ANM
method. In general, though, modes are coupled through fluid
loading in structural acoustic problems. This situation is not
problematic for the ANM treatment of a discretely forced
structure, since the added complications due to coupled
modes arise in the classical solution of the forced global
problem. The generation of the local solution is independent
of the issue of modal coupling.

IV. SUMMARY AND CONCLUSION

The construction of an ANM composite solution has
been explained and demonstrated in detail in the context of a
simple example of structural acoustic scattering. In a perhaps
unlikely way, a smoothing of the original problem has been
performed so that the exact difference between the original
solution and the smoothed global solution is known in the
form of a piecewise polynomial.

It was observed that there exists at the point of applica-
tion a particular manifestation of discontinuous loading in
the physical system. This manifestation, which in the present
example is a discontinuous slope of displacement, causes the
series representation of the solution to converge slowly. In
order to enhance convergence, a local solution was generated
that captures this hard to converge detail of the discrete load,
and is very smooth in every other respect. Moreover, the
local solution is generated in such a way that it is known
without the need of approximation. It is expressed exactly as
a piecewise polynomial, not an infinite series.

The advantage of generating this local solution is fully
realized by the ability to also generate the complementary
smoothed global solution. The smoothed global solution is
the overall response of the system, less the particular local
detail associated with the discrete load. The global solution
is solved by conventional methods, with the discrete force of
the discontinuity replaced by a smoothed loading. In this
way, the hard to converge details of the discrete load have

been absorbed into the local solution, which is by the nature
of its description already converged. As a result, the global
solution and therefore the ANM composite solution con-
verges significantly faster than the original exact solution.

The advantage of ANM is apparent only with the real-
ization that in practice, a perfectly converged answer for the
system does not exist. In the limit of a fully converged solu-
tion, there is absolutely no difference in the result, whether
ANM or the original direct approach is used. Both are exact
in the limit of an infinite number of summed modes, but
ANM converges much more rapidly. A slowly convergent
modal series has been replaced by a rapidly convergent
modal series, plus a piecewise polynomial, which is of
course identically converged.

Beyond the application of ANM to structural acoustics,
an interesting outcome of this work is the demonstration of
the sensitivity of scattering problems to accurate modeling
~solution convergence, in this case! around structural discon-
tinuities. It is shown in the paper that displacement con-
straints at discontinuities can lead to global errors, if the
solution is not locally converged. These errors are not lim-
ited to the fine scales in the vicinity of the discontinuity, but
significantly affect the lower modes which radiate the scat-
tered sound.

Ongoing research involves the application of ANM to
more complex configurations, including insonified fluid-
loaded shells with structural discontinuities. It should be
noted that the advantages illustrated in the present work are
not limited to problems solved by modal analysis. The con-
vergence of other numerical methods is generally improved
by solving problems with smoothly varying loads, rather
than problems with discrete loads and rapid spatial varia-
tions. Therefore, it is expected that ANM will be used to
benefit a variety of numerical solution methods.
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Wave propagation and attenuation in Herschel–Venturi tubes
A. Selamet and V. Easwaran
The Ohio State University, Department of Mechanical Engineering and The Center for Automotive
Research, 206 West 18th Avenue, Columbus, Ohio 43210-1107

~Received 29 April 1996; accepted for publication 27 August 1996!

Wave propagation and attenuation in a classical flow metering device, the Herschel–Venturi tube,
is investigated analytically and experimentally. The analytical results are shown to compare well
with the experimental observations for anechoically terminated Herschel–Venturi tubes. In the
absence of flow, the Taylor series approximations to the governing differential equations and the
stepwise expansion and contraction method are shown to be identical. The effect of mean flow on
the wave attenuation performance of Herschel–Venturi tubes is also studied in terms of a solution
obtained by the Runge–Kutta method, and the applicability of the stepwise expansion and
contraction method is discussed with the mean flow through the duct. ©1997 Acoustical Society
of America.@S0001-4966~97!02101-2#

PACS numbers: 43.50.Gf, 43.20.Mv@GAD#

INTRODUCTION

Nonuniform ducts are used in many applications such as
the breathing system of reciprocating engines and compres-
sors. The nonuniformity may be due to the variation of area
along the ducted system, or to the variation of lining imped-
ance along a uniform area duct, or to a combination of both.
The Herschel–Venturi tube~HVT! is a typical example of a
variable-area duct. The use of Herschel–Venturi tubes for
flow measurements is well known~ISO Recommendation,
1980!. Though the flow performance of these Venturi tubes
has been studied in detail~Bean, 1971; Blevins, 1992!, the
wave attenuation performance of the same configuration has
received very little attention despite the fact that the theory
of wave propagation in individual variable-area ducts such as
conical, exponential, and catenoidal is well established
~Morse, 1981, for one-parameter solution; Munjal, 1987, for
one-dimensional solution!. Since ducts of these types are the
basis for horns as waveguides, extensive literature is avail-
able starting with Webster and Rayleigh in 1910s~see, for
example, Easwaran and Munjal, 1992; Easwaran, 1993; and
Post and Hixon, 1993!. The classic NACA report of Davis
et al. ~1954! mentions Venturi tubes only briefly in conjunc-
tion with the attenuation improvement of a Helmholtz reso-
nator connected to a Venturi throat.

Davis and Johnson~1974! investigated the one-
dimensional wave propagation in duct-nozzle-duct configu-
rations. Standing waves in the duct were decomposed into
two traveling waves: one moving along the flow, and the
other against the flow. A ‘‘shooting method’’ was then used
to obtain the solution for wave propagation of each wave,
given the boundary conditions. The work of Davis and
Johnson was restricted primarily to the study of pressure and
velocity fluctuations along the duct and to the variation of
energy flux due to the propagation of either of the traveling
waves.

Eversman~1995! describes in detail many of the theo-
retical models available for the analysis of variable-area flow
ducts. The sound transmission through nonuniform ducts
carrying a high speed subsonic compressible flow was inves-

tigated by Eversman and Astley~1981!, who used the
method of weighted residuals. In a companion paper, Astley
and Eversman~1981! addressed the same problem using the
finite element method. The intent of the investigations re-
ported by Eversman and his co-workers was to determine the
suitability of the method of weighted residuals and the finite-
element method to a computationally difficult problem. Also,
these references assume that the sound speed does not vary
with the axial distance. The quasi-one-dimensional wave
propagation in varying area ducts was investigated by Lums-
daine and Ragab~1977!. They used the power series method
and the Runge–Kutta method to solve the governing equa-
tions for a given mean flow distribution, rather than for a
given duct shape. Miles~1981! addressed the issue of wave
propagation in exponential ducts. His method is based on
solving the governing differential equations by dividing the
duct into smaller segments, each having an exponential area
variation. The flow within each segment was assumed to be
constant, while allowing for mean flow discontinuity across
the duct segments. In such a case, multiplying the transfer
matrices sequentially without accounting for the effect of
discontinuities can lead to erroneous results as illustrated by
Guptaet al. ~1995!.

As shown in Fig. 1, the Herschel–Venturi tube consists
of a converging conical section, a uniform duct, and a di-
verging conical section, designated by lengthsL1, L throat,
and L2, respectively. Radiused transitions~fillets! as indi-
cated byR1, R2, andR3, are provided to blend the uniform
and conical sections, thereby ensuring a gradual variation of
area from one section to the other, which were ignored in an
earlier work ~Selametet al., 1994a!. This earlier work was
also limited to only one configuration and neglected the ef-
fect of flow. Since Herschel–Venturi tubes are primarily
used for flow measurements, it is imperative to investigate
the effect of flow on the acoustic performance of these tubes.
The objective of the present study is then:~1! to consider a
number of different Herschel–Venturi tubes with main duct
to throat cross-sectional area ratios ofm52, 4, 9, and 16;~2!
to incorporate the effect of mean flow analytically; and~3! to
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examine the effect of fillets. The fillets are represented by a
sequence of conical duct sections. Thus the Herschel–
Venturi tube is modeled as a series of converging duct sec-
tions, followed by a uniform duct, and by a series of diverg-
ing duct sections. These are then combined with upstream
and downstream straight ducts. Relationships are developed
to account for the subsonic mean flow through a variable-
area duct. Analytical results for the transmission loss are
presented for~1! the limit of quiescent medium along with
the experimental results; and~2! for the subsonic flow
through the Herschel–Venturi tube. Following the illustra-
tion of the fillet effect, the study is concluded by some final
remarks.

I. THEORY

The present analysis assumes steady, one-dimensional,
and homentropic flow. When the taper, or the rate of change
of area with distance is gradual, the mass and momentum
conservation equations can be written as~Shapiro, 1953!
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1
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]x
~r* u*A!50 ~1!
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respectively. Here,p* is the pressure,u* is the fluid veloc-
ity, r* is the fluid density, andA is the cross-sectional area.
Perturbing Eqs. ~1! and ~2! in terms of p*5p01p,
u*5u01u, andr*5r01r, and retaining only the first-order
terms, yields
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respectively, where subscript ‘‘0’’ indicates the mean or the
steady-state quantities, andp, u, andr are, respectively, the
acoustic pressure, the acoustic particle velocity, and the
acoustic density. While the steady-state variables are of ze-

roth order in magnitude, the acoustic quantities are of order
one. Similarly, the linearized version of the isentropic pres-
sure density relationship is~Shapiro, 1953!,
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whereg is the ratio of specific heats andc0 is the speed of
sound. The corresponding steady-state equations~zeroth-
order equations! are

d
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Assuming a time dependence of exp(ivt), Eqs.~3!–~5! can
be combined to yield
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Note, however, thatp0, r0, and hencec0 are all functions of
the axial distance ‘‘x.’’ Equation ~7! differs from that de-
rived by Miles ~1981! since he had assumed a constantc0.

Equations~5! and ~6! can be combined to give
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whereM05u0/c0 is the mean flow Mach number. Substitut-
ing Eq. ~8! in Eq. ~7!, yields

FIG. 1. Schematic of a Herschel–Venturi tube.
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H dp

dx
du

dx
J 5@B#H puJ , ~9!

where the components of matrix [B] are

B115
ik0M0

12M0
2 1

M0
2~12gM0

2!

~12M0
2!2

d ln A

dx
,

B1252
ivr0
12M0

2 1
2c0M0r0
~12M0

2!2
d ln A

dx
,

~10!

B2152
ik0

r0c0~12M0
2!

1
~g21!M0

3

r0c0~12M0
2!2

d ln A

dx
,

B225
ik0M0

12M0
22

~11M0
2!

~12M0
2!2

d ln A

dx
.

The matrix [B] is a function of the mean flow Mach number
M0, the local sound speedc0, the densityr0, the frequency
v, and the rate of change of area with axial distance,d ln A/
dx. If the initial conditions are known, the values ofp andu
at any given axial distancex can then be evaluated numeri-
cally. Runge–Kutta method is ideally suited for such initial
value problems.

Representing the inlet and exit conditions by subscriptsi
ande, respectively, the pressure and particle velocity at both
ends may be related to each other by

H puJ
i

5FT11 T12

T21 T22
G H puJ

e

, ~11!

whereTi j ’s are the components of the transfer matrix [T].
Thus

T115
pi
pe
U
ue50

, T125
pi
ue
U
pe50

,

~12!

T215
ui
pe
U
ue50

, T225
ui
ue
U
pe50

.

By prescribing values of zero and unity forpe and ue the
transfer matrix components can be readily evaluated. For a
configuration comprising of ‘‘n’’ ducts, an overall transfer
matrix relating the inlet and exit conditions may be obtained
through a sequential multiplication of all the transfer matri-
ces. Such a multiplication is possible only when there is a
continuity of mean flow Mach numbers between two duct
segments~Guptaet al., 1995!. The values ofM0, r0, andc0
are to be computed at every interval required for the Runge–
Kutta method. From the conventional definitions~Shapiro,
1953!, the stagnation temperatureTs and the densityrs may
be written as

Ts5T0F11
g21

2
M0

2G ,
~13!

rs5r0F11
g21

2
M0

2G1/~g21!

,

where the mean speed of sound for the calculation ofM0 is
given by

c05AgRT0. ~14!

Here, T is the gas temperature andR is the gas constant.
Thus by knowing the stagnation conditions at the exit and
the Mach numbers at locations required by the Runge–Kutta
method, the density and the sound speed can be evaluated at
these locations. The Mach number at any location within a
duct of a given shape can be determined from

A

A*
5

1

M0
F S 2

g11D S 11
g21

2
M0

2D G ~g11!/2~g21!

~15!

~Shapiro, 1953!. Here, A* represents the area where the
Mach number becomes unity. Thus at every integration step
required by the Runge–Kutta method the Mach number at
that location can be evaluated by using the area ratio given
by Eq. ~15!. The corresponding densityr0 and the local
sound speedc0 can be evaluated from Eqs.~13! and ~14!.

Representing the inlet and exit conditions of the
Herschel–Venturi tube by subscripts ‘‘1’’ and ‘‘2,’’ respec-
tively, and assuming that the inlet and exit ducts are termi-
nated by ducts of uniform area, one can write

p15C1
11C1

2 and u15
C1

12C1
2

r01c01
~16!

and

p25C2
11C2

2 and u25
C2

12C2
2

r02c02
, ~17!

whereC1
1 , C2

1 , C1
2 , andC2

2 are all constants and depend on
the boundary conditions. When the termination is anechoic,
C2

250. In terms of these constants the input powerP1 and
the output powerP2 are given~Munjal, 1987! by

P15
1
2~11M01!

2A1uC1
1u2, P25

1
2~11M02!

2A2uC2
1u2.
~18!

Transmission loss, defined by

TL510 log10UP1

P2
U, ~19!

can be expressed in terms of the transfer matrix as

TL520 log10F12 AA1

A2
UT111 T12

r02c02
1r01c01T21

1
r01c01
r02c02

T22U ~11M01!

~11M02!
G . ~20!

By definition, transmission loss is independent of the source
as well as termination. Therefore, unless the flow direction is
reversed, it does not depend on the location of the source:
i.e., upstream or downstream of the Herschel–Venturi tube.

The Taylor series expansion may be used to write

p~x2Dx!5p~x!2
dp

dx
Dx, ~21!

u~x2Dx!5p~x!2
du

dx
Dx, ~22!
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and

A~x2Dx!5A~x!2
dA

dx
Dx. ~23!

Combining Eqs.~21!–~23! with Eqs.~9! and ~10! results in

H p~x2Dx!

v~x2Dx!J 5@DT#H p~x!

v~x!J , ~24!

wherev(x)5A(x)u(x) is the volume velocity and the com-
ponents of the [DT] matrix are given by

DT11512
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A

dA

dx
Dx.

The overall transfer matrix of a varying area duct can then be
obtained by multiplying sequentially the corresponding [DT]
matrices. Note that, at all points the mean flow Mach num-
bers are continuous. In the absence of flow theDT matrix
reduces to

DTM0505F 1
ir0c0k0

A
Dx

ik0ADx

r0c0
1

G . ~26!

The transfer matrix of a uniform area duct with mean flow is
given ~Munjal, 1987! by

TdA505exp~2 ikcM0l !F coskcl i
r0c0
A

sin kcl

iA

r0c0
sin kcl coskcl

G ,

~27!

wherekc5k0/(12M0
2). If kcl!1, then Eq.~27! reduces to

TdA505S 12 i
k0M0l

12M0
2D F 1

ir0c0k0l

A~12M0
2!

ik0Al

r0c0~12M0
2!

1
G .
~28!

Equation~26! is then the limiting case of a uniform area duct
of lengthl5Dx. Therefore, multiplying the transfer matrices
for segments with lengthDx and uniform cross-sectional
area essentially leads to the solution of the actual governing
differential equations. Such approach is known in the litera-
ture as the ‘‘stepwise contraction and expansion method’’
and was used, for example, by Alfredson~1972!, and by
Selametet al. ~1994a, b!.

If the mean flow is nearly incompressible, i.e.,M0
2!1, it

can easily be shown that the transfer matrix for the uniform

duct of lengthl5Dx @refer to Eq.~28!#, does not identically
reduce to the [DT] matrix. However, when the taper is quite
small, these matrices compare relatively well. When the flow
is compressible, the transfer matrix of uniform duct of length
Dx given by Eq.~28! does not reduce to that given by Eq.
~24!. Thus the stepwise expansion and contraction method
can be used only in the limit of incompressible flow and a
gradual taper. How well this method compares with the ac-
tual solution of the governing equations in the presence of
flow depends on the Mach number and the taper. Thus in the
presence of flow, instead of using the limiting case of a uni-
form area duct of infinitesimal length, it would be more ap-
propriate and accurate to use Eq.~24! to evaluate the transfer
matrix [DT].

Since the stepwise expansion and contraction@assuming
that the transfer matrix defined by Eq.~24! is used rather
than the limiting case of the transfer matrix defined by Eq.
~27!# is essentially a Taylor series method truncated after the
first-order terms, the resulting error would be of the order of
(Dx)2. However, in the Runge–Kutta method the corre-
sponding error would be of the order of (Dx)5. The advan-
tage of Runge–Kutta method over the stepwise expansion
and contraction depends on how small the value ofDx
should be for a given problem. The smaller the value, the
superior the Runge–Kutta method. For the Herschel–Venturi
tube considered in this paper the number of segments re-
quired for the stepwise expansion and contraction method
was found to be almost the square of the number of discreti-
zations required by the Runge–Kutta method. Hence, in the
present paper, computations have been carried out using the
Runge–Kutta method. The Runge–Kutta method converges
faster than the stepwise expansion and contraction method in
the presence of flow, while the difference between the two
methods diminishes in the absence of flow.

II. CLOSED FORM SOLUTION

In the absence of flow, for a conical duct, Eq.~9! can be
shown to reduce to

d2p

dx2
1
2

x

dp

dx
1k0

2p50, ~29!

where k05v/c0 is the wave number. The solution of this
equation is

p5
1

x
@C1e

2 ik0x1C2e
ik0x# ~30!

and hence

u5
1

ivr0x
2 @~11 ik0x!C1e

2 ik0x1~12 ik0x!C2e
ik0x#.

~31!

The expression for the transfer matrix of a conical duct seg-
ment becomes~Selametet al., 1996!
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where l5x22x1 , and r5x tanu. Here, u is the angle be-
tween the axis and the wall, often referred to as ‘‘cone half-
angle.’’

In the absence of flow, Eq.~32! is used to evaluate the
transmission loss of HVTs, as it is much faster. Two conical
segments were found to adequately represent the short fillet
transitions. These predictions are then used for comparison
with the experimental results. The Runge–Kutta method and
the stepped duct approach would also yield the same results.
This fact is used to determine the step size for the Runge–
Kutta method and also for the stepped duct approach. The
closed form solution was also used to benchmark the numeri-
cal results.

Four Herschel–Venturi tubes were used in the analytical
study with the duct to throat cross-sectional area ratios vary-
ing fromm52 to 16. While the fillet radiusR1, the reducer
and the diffuser included cone angles~U1 andU2! are kept
the same, the throat diameterd, and as a result, various
lengthsL1 , L2 , L3 , and the remaining fillet radiiR2 andR3
are varied as illustrated in Table I. The radii of curvature
follows the lower bound of the recommendation for the cast-
convergent design. ThusR151.1D, R253.5d, andR355d,
whereD54.859 cm is the main duct diameter. Clearly, the
inner dimensions in Fig. 1 define the Herschel–Venturi tube
configurations, while the outer dimensions are for
fabrication/installation purposes and hence are of secondary
importance here. Configurations withm54, 9, and 16 were
also fabricated~on a cubital machine! as single units and the
transmission loss characteristics were measured using an
anechoically terminated impedance tube setup. The details of
the experimental results are discussed elsewhere~see, for
instance, Selametet al., 1994c! and hence will not be elabo-
rated here. The next section discusses the results from the
analytical and experimental work.

III. RESULTS

Figure 2 compares the analytical transmission loss of
Herschel–Venturi tubes with area ratios ofm54, 9, and 16
with the experimental results for a quiescent medium. The
analytical predictions from the preceding section agree rea-
sonably well with the experimental observations. The devia-
tion of the analytical predictions from the experimental re-
sults appears to be significant above 1250 Hz and at large
values ofm. Since transmission loss tends to diminish at
high frequencies, any deviation in this range will become
relatively important. The deviation may possibly be attrib-
uted to the fact that at high frequencies, curvature effects
may no longer be neglected and the assumption of plane
waves therefore needs to be modified. Viscous damping
which increases with frequency may also affect the results in
a similar way. Since the analytical treatment is restricted to
the ideal case of zero damping, the discrepancy between the
analytical and the experimental results is expected to in-
crease at higher frequencies. The transmission loss charac-
teristics exhibit a dominant first peak followed by a weak
second peak. These peaks, however, have broad frequency
bands. Though for a given area ratio the Herschel–Venturi
tube would exhibit smaller peaks compared to the simple
expansion chamber type of silencers, the bands are wider.
The Herschel–Venturis can hence be used as a broadband
acoustic filters.

The transmission loss characteristics of the Herschel–
Venturi tubes with area ratios of 2, 4, 9, and 16 for different
mean flow Mach numbers are calculated by using the
Runge–Kutta method, as described earlier in Sec. I. The re-
sults are shown in Figs. 3–6, where the Mach numberM
corresponds to the downstream conditions, i.e., conditions at
the exit duct. In Fig. 3 the transmission loss curve for Mach
number of 0.3 is included to show the effect of choking. The
phenomenon occurs atM50.3059 at the throat for the
present configuration. Thus for flow speeds near this number,
the TL values show a sharp rise. In all cases, while the mean
flow increases the transmission loss peaks to some degree
and shifts them toward lower frequencies, the overall char-

FIG. 2. Comparison of the analytical and the experimental results for the
Herschel–Venturi tube with main duct-to-throat cross-sectional area ratios
of m54, 9, and 16.

TABLE I. Dimensions~cm! of the Herschel–Venturi tube~R155.345 cm
andL throat5d!.

m d L1 L2 L3 R2 R3

2 3.436 3.839 10.857 16.292 12.025 17.179
4 2.430 6.554 18.534 25.677 8.503 12.148
9 1.620 8.739 24.711 33.230 5.669 8.098
16 1.215 9.831 27.800 37.006 4.252 6.074
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acteristics of the attenuation behavior continue to resemble
those of no flow case. For a given Mach number at the inlet
or exit, the effect of mean flow is predominant for ducts with
higher area ratios as expected since the Mach numbers at the
throat become quite significant. For computations to con-
verge in the frequency range of interest, a step length of 1
mm was found to be sufficient. Finally, the effect of fillets is
illustrated in Fig. 7 in terms of an HVT with area ratiom59.
The fillets either raise or lower the transmission loss peaks
and troughs slightly.

IV. CONCLUDING REMARKS

The present study has developed an analytical treatment
to characterize the wave propagation in variable-area flow
ducts. The transmission loss characteristics of the Herschel–
Venturi tube have been investigated both analytically and
experimentally. It has been shown that, in the absence of
flow, the Taylor series approximations to the governing dif-
ferential equations and the stepwise contraction and expan-
sion method are identical. The extension of the stepwise con-

traction and expansion method to study wave propagation in
variable-area ducts with mean flow is shown to be, at best,
applicable to the case where the flow is almost incompress-
ible and the duct taper is very small if one were to use the
transfer matrix corresponding to that of a uniform area duct
of infinitesimal length. This problem can, however, be over-
come if the transfer matrix defined by Eq.~24! is used in the
computations. The theoretical predictions have been shown
to agree reasonably well with the experimentally observed
trends. An increase in the mean flow is shown to raise the
transmission loss peaks and shifts them to lower frequencies.

For the frequency range of interest, for example, in the
intake and the exhaust ducts of an internal combustion en-
gine ~,1000 Hz!, the deviation from the one-dimensional
behavior is known to be negligible. Therefore, the present
one-dimensional study is expected to prove to be useful in
designing venturi silencers for noise reduction in ducts, par-
ticularly in the presence of fluid flow. The magnitude of
noise suppression, however, needs to be carefully examined
against the flow efficiency of these configurations where the
cross-sectional area decrease has a detrimental effect on the

FIG. 3. Effect of flow on the Herschel–Venturi tube withm52.

FIG. 4. Effect of flow on the Herschel–Venturi tube withm54.

FIG. 5. Effect of flow on the Herschel–Venturi tube withm59.

FIG. 6. Effect of flow on the Herschel–Venturi tube withm516.
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flow performance due mainly to the separation of flow from
boundaries. The need for the compromise, or a change to an
alternative configuration, becomes more important with in-
creasing flow rates and larger duct-to-throat cross-sectional
area ratios.
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1993, with the simultaneous recording of the number of vehicles passing. The A-weighted values of
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INTRODUCTION

Calcutta, a metropolis of 10 million, is the most popu-
lous city in India and the fourth largest in world population.
The city is more than 300 years old and expands in a linear
orientation on the north–south axis along the bank of the
river Hooghly, resulting in unplanned settlement pattern and
narrow roads. The road transport system consists of trucks,
buses, mini-buses, cars, taxis, trams, auto-rickshaws, motor-
cycles coupled with slow moving traffic like rickshaws and
bicycles, besides thousand of pedestrians.

The traffic noise level of Calcutta was previously mea-
sured by Pancholyet al. ~1967!; Roy et al. ~1984!; Prabhu
and Muni Chakrabarty~1978!; CPCB~1991!; and others. But
these measurements were made only for 2 to 3 h during the
morning, afternoon, and night. Among the available reports
on the environmental noise studies in different Indian cities
like Delhi ~Mohanan, 1987; Kumar and Jain, 1994!, Bombay
~Dixit, et al., 1982!, Ahmedabad~Shrivastavaet al., 1987!
Visakhapatnam~Raoet al., 1989; Rao and Rao, 1990, 1991!,
etc. Only a systematic and comprehensive study of the road
traffic noise level of Visakhapatnam was made by Raoet al.
~1989! who developed regression equations for predicting
the noise levels of Visakhapatnam. The present study in-
cludes the development of similar equations for predicting
the ambient noise levels of Calcutta with the necessary con-
sideration of the effect of plying traffic distance from the
measurement point. The average speed of movement of the
vehicles on Calcutta city roads rarely exceeds 20 km/hr. It is
assumed to a first approximation, that the traffic noise is a
function of traffic volume only, if the plying traffic distance
remains the same. Accordingly, regression equations con-
necting the hourly equivalent continuous noise levelLeq~h! ,
combined with the term representing plying traffic distance
and the traffic density~Ni /h! are proposed.

I. MEASUREMENT LOCATIONS

Twenty four locations spread over the city of Calcutta
from south suburb to north suburb were chosen. The names

of these 24 road intersections are given in Table I and they
are indicated by the corresponding site numbers in the map
of Calcutta shown in Fig. 1. Sites 1, 23, and 24 lie in suburbs
not shown on the map. Sites 1 to 10 have been selected in the
south, sites 11 to 15 are in central Calcutta, and sites 16 to 24
are in the north.

The 24 measurement sites have been divided into five
zones according to the particular use of the area, as follows:

~1! residential~7, 10, and 20!,
~2! commercial~2, 11, 12, 13, and 17!,
~3! residential-commercial~1, 3, 5, 6, 8, 15, 16, 18, 19, 21,

and 23!,
~4! residential-industrial~4, 22, and 24!,
~5! office complex~9 and 14!.

II. METHOD OF MEASUREMENT

Most of the roads of Calcutta are unplanned and are not
alike. Some of the roads in a traffic junction are narrow,
while some others are wide. The sketches of three typical
representative sites with the plying traffic center-line, micro-
phone location, and the surrounding buildings have been
shown in Fig. 2. For studying the characteristic of the sound
field at different sites, simultaneous measurements of sound-
pressure levels~SPL! at different points around a particular
location were made. It was observed that in the majority of
the sites the effect of plying traffic distance on measured
SPL values was approximately the same as that in a free-
field condition, though at a few points in some sites the ef-
fects of reflection from surrounding structures were promi-
nent.

Measurements of A-weighted sound-pressure level
~SPL! were made for 24 h at an interval of 30 s in which
1800 pieces of data were recorded in the day time~7 a.m.–10
p.m.! and 1080 data were recorded during the night time~10
p.m.–7 a.m.!. The sound level meter used in this traffic noise
level measurement was a digital sound level meter, Lutron
SL-4001~an IEC 651 type I instrument!. The portable sound
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level meter was placed on a rigid stand. The microphone was
1.2 m above the ground and 1 m from the facade of the
building at each site. The distance of the microphone from
the plying traffic center-line was different for different sites,
depending on the width of footpath and road. The actual
distance of microphone from the plying traffic center-line for
each site has been given in Table II. Sound-pressure levels
were manually recorded at intervals of 30 s using
A-weighting network and slow meter speed. The sound level
meter was calibrated before and after the data recording at
each site. The counts of number of vehicles that crossed the
point of measurement from either direction on the road was
also recorded concurrently with the noise level. Vehicles
traveling the roads in the city were divided into three catego-
ries on the basis of their size and engine capacity:

light vehicles ~LV !—moped, motor cycle, auto-
rickshaw,

medium vehicles~MV !—car, taxi, matador van,
heavy vehicles~HV!—Mini-bus, bus, tram, and truck.

The average A-weighted noise emitted by the individual ve-
hicles in the three categories traveling the roads of Calcutta
under actual conditions of the noise monitoring site was de-
termined at five different measurement locations when a
single vehicle in each category was passing at its free speed.
These five measurement locations were selected to represent
all the 24 traffic junctions according to the similarity of road
conditions and noise-reflecting surfaces. Since the distance
of the microphone from the traffic centerline traveled are
different for different sites~see Fig. 2! all the recorded val-
ues of sound-pressure levels have been converted to the
value it would have been at a distance of 4.6 m~15 ft!, which

was the minimum distance observed. The statistical average
of all these converted sound-pressure levels for vehicles of a
particular category was determined to get the mean noise
emission levelLm for the same category. Data were recorded
for 50 vehicles of a particular category at each location. The
total number of mixed vehicles per hour was converted to an
equivalent number of vehiclesNi of a particular category,i
being l or h representing LV or HV.

III. DATA COMPUTATION

Data recorded for 24 h at each site of measurement were
used to compute the hourly equivalent continuous noise level
Leq~h! , 24 h equivalent continuous noise levelLeq~24!, and
day-night average sound levelLdn, traffic noise index~TNI!,
noise pollution levelLnp, and the noise exceedence levels
L10, L50, L90, andL99. The different formulas used for com-
putation of these parameters are given below:

L ~h!5Leq~h!510 log
1

n (
i51

n

10Li /10, ~1!

wheren5total number of recorded data in the period of 1 h
andLi5the i th sound-pressure level data:

Leq~24!510 log
1

24 (
i51

24

10L~h!i /10, ~2!

Ldn510 log
1

24 F(
i51

15

10L~h!i /101 (
i516

24

10L~h!i110/10G , ~3!

TNI54~L102L90!1L90230, ~4!

TABLE I. Traffic noise monitoring locations in Calcutta metropolis.

Site
number~s! Site name~s!

Location of sites
in the city

01 Garia More South East
02 Jadavpur 8B Bus Terminus on

Raja S.C. Mallick Road
South East

03 Behala 14 No. Bus Terminus on D.H. Road South West
04 Taratala Road—D.H. Road Crossing South West
05 Gariahat More South East
06 Rashbehari Avenue—S.P. Mukherjee

Road Crossing
South

07 Hazra More South
08 Khidirpur Road—D.H. Road Crossing South West
09 J.N. Road—A.J.C. Bose Road Crossing South Central
10 Park Circus VII Point Crossing South East
11 Chowringhee—Park Street Crossing Central
12 Esplanade—Lenin Sarani Crossing Central
13 Moulali More Central
14 B.B.D. Bag S.E.—Mission Row Crossing Central
15 Bowbazar—College Street Crossing Central
16 Sealdah—Mirjapur Crossing North Central
17 Strand Road—M.G. Road Crossing North West
18 Ganesh Talkie—Chitpur More North
19 Manicktala More North
20 Ultadanga V.I.P. More North East
21 Shyambazar V Point Crossing North
22 Chiria More on B.T. Road North
23 Nagerbazar More North East
24 Dunlop Bridge More North
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Lnp5Leq~24!1~L102L90!. ~5!

For converting the sound-pressure level, recorded at a par-
ticular distancer from the road centerline to its value at 15
ft, the relation used was

~Leq!15 ft5~Leq!r220 log~15/r !, ~6!

with the assumption of free-field condition.
It was assumed that a plot of hourlyLeq~h! combined

with a term representing the distance to the traffic as a func-

tion of the log of an equivalent number of light/heavy ve-
hicles should be a straight line of the form

Leq~h!n
120 log r n5a log Ni1b, ~7!

r n being the distance of microphone from the plying traffic
centerline for the site numbern, wheren may vary from 1 to
24.

All the noise monitoring sites have been divided into
five different zones according to land use. Statistical linear
regression analysis was performed on the computed hourly

FIG. 1. Location of noise-monitoring sites with corresponding observedLdn values on the map of Calcutta City. The road intersections of the monitoring sites
are circled.
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Leq~h! data combined with the site-specific 20 logr n term
with log~Ni /h!, i representing either heavy or light vehicles.
Regression coefficients were obtained for the five zones and
for the entire city, with each set havinga andb values both
for an equivalent number of light and heavy vehicles. Two
sets of regression data were also obtained forLdn andLeq~24!
for the entire city.

IV. RESULTS AND DISCUSSION

Table II presents the computed results ofLeq~24!, Ldn,
L1, L10, L50, L90, L99, Lnp, and TNI for all 24 measurement
locations. The different monitoring sites~circled! have been
shown in the map of Calcutta in Fig. 1 with corresponding
Ldn values posted against each. The measured data of Table
II shows that for the entire city, the values ofLdn are higher
than the corresponding values ofLeq~24! by 2–3 dB. The
variability of the measuredLeq~24! for all the locations are

indicated by the values ofLnp and TNI given in Table II.
Figure 3 shows the variation of noise level~Leq~h!!, at a fixed
distance of 15 ft from the traveled traffic centerline, as a
function of the time of day of 24 h for all five zones. The
typical dip in the curves for all five zones during 2:00–3:00
a.m. during the night time should be noted. The graph also
indicates a lowering of noise level during the afternoon time
from 1:00 p.m. to 2:00 p.m. for almost all four zones, except
at the residential-industrial zone, where the values ofLeq~h!

are very random, due to the industrial activities.
The average noise levelsLm for different categories of

vehicles on the roads of Calcutta, and their equivalent num-
ber of light/heavy vehicles in terms of the average noise
emission levels, are given in Table III. Utilizing these con-
version factors the hourly traffic density at each locations
was converted to the equivalent number of light/heavy ve-
hicles per hour~Ni /h!. The hourlyLeq~h! values for all sites

FIG. 2. Three typical representative sites showing the traveled traffic centerline, microphone location, and the surrounding buildings.
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FIG. 3. Variation of hourlyLeq~h! at a distance of 15 ft from the traveled traffic centerline over a 24-h period for five zones of Calcutta.

TABLE II. Computed values of noise indices in dB for 24 measuring locations of Calcutta metropolis:~using
2880 measured SPL data recorded for each location!.

Study
site

no. ~s!

Distance
of SLM
from
road
center-
line in
feet Leq~24! Ldn Lnp TNI

Exceedence levels
~percentiles!

L99 L90 L50 L10 L1

01 15.0 83.0 85.7 101.8 112.2 58.4 67.0 78.1 85.8 94.5
02 15.0 82.2 84.7 103.3 119.0 53.9 64.3 78.6 85.4 93.0
03 20.0 84.5 86.9 104.3 117.1 58.1 68.1 80.4 87.8 95.6
04 37.5 84.4 86.6 103.3 114.3 56.5 68.8 80.0 87.6 95.9
05 32.0 86.2 88.2 108.7 127.7 57.7 67.7 81.6 90.2 97.3
06 45.0 81.3 83.9 102.0 117.5 54.4 64.4 78.0 85.2 91.1
07 30.0 84.0 86.6 104.4 118.7 56.2 67.0 80.4 87.4 94.5
08 25.0 84.3 87.7 104.3 118.4 54.9 68.2 80.6 88.3 94.2
09 25.0 83.4 86.0 102.9 115.8 57.1 67.9 79.7 87.4 93.3
10 23.0 80.3 83.0 99.2 111.0 59.3 65.4 77.5 84.3 89.0
11 42.5 84.0 86.1 107.0 127.5 53.1 65.5 80.8 88.5 94.2
12 20.0 85.5 87.5 108.0 126.4 57.1 66.2 81.0 88.8 96.5
13 40.0 86.3 89.2 105.3 117.1 58.7 71.3 81.9 90.3 97.2
14 40.0 84.4 86.7 109.8 134.4 55.2 63.1 80.5 88.4 94.8
15 15.0 86.8 89.3 113.0 140.0 53.6 65.2 82.4 91.4 97.2
16 32.0 86.8 89.3 111.4 135.9 56.9 67.7 82.5 92.3 97.8
17 15.0 85.1 87.8 106.8 123.9 58.8 67.2 81.8 88.9 95.6
18 15.0 86.5 89.5 105.5 117.6 61.4 71.5 82.1 90.5 96.9
19 30.0 87.5 90.6 108.5 124.7 58.7 70.7 83.0 91.7 97.8
20 30.0 88.5 90.0 117.5 150.2 52.9 64.5 82.7 93.4 99.1
21 30.0 91.1 93.1 113.3 132.9 63.6 74.0 85.4 96.2 101.2
22 40.0 90.3 93.4 110.4 125.1 63.6 74.9 86.3 94.9 100.3
23 20.0 92.1 95.4 119.9 150.4 55.6 69.2 87.1 97.0 101.7
24 40.0 92.0 94.1 116.5 140.4 61.9 72.2 86.2 96.8 102.5
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were added with the site-specific 20 logr n values and the
results were plotted against the logarithms of corresponding
equivalent traffic densities per hour. The plots with their re-
gression fit lines for equivalent light vehicle density and
heavy vehicle density have been shown in Fig. 4~a! and~b!,
respectively. Table IV presents the regression analysis data,
a andb for different zones, entire city,Leq~24! andLdn. Dif-
ferent regression equations for different zones can be ob-

tained by substituting the corresponding values ofa andb in
Eq. ~7!. The regression equation for the entire city can be
written as

Leq~h!120 log r553.8117.2 logN1 , ~8a!

Leq~h!120 log r569.6117.2 logNh , ~8b!

FIG. 4. Variation of@Leq~h!120 logr # as a function of equivalent number of~a! light vehicles per hour and~b! heavy vehicles per hour for the entire city.
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at a distancer from the traveled traffic centerline. The value
of @Leq~h!120 logr # was predicted using these regression
equations. In Fig. 4, the line graphs correspond to the pre-
dicted values and from the distribution of measured data
points it can be seen that almost 70% of the data points lie
within 64.6 dB of the predicted values. Therefore the regres-
sion model developed here can be used for the prediction of
the extent of noise level generation, at any distancer from
the traveled traffic centerline, to a first approximation with
the confidence interval given by twice the standard error~as

in the Table IV!. The regression equations forLeq~24! andLdn
for the entire city are

Leq~24!120 log r513.0129.1 logN1 , ~9a!

Leq~24!120 log r539.8129.1 logNh , ~9b!

Ldn120 log r518.6128.2 logN1 , ~10a!

Ldn120 log r544.6128.2 logNh . ~10b!

These equations enable an easy and quick prediction of the
ambient noise level at any distancer from the traveled traffic
centerline by knowing the equivalent number of light/heavy
vehicle density.

V. CONCLUSION

Characterization of road traffic noise level of Calcutta
during 1993, in terms of standard noise indices, have been
made. Regression equations for predicting the ambient noise
levels, at any distancer from the traveled traffic centerline,
by knowing the equivalent number of light/heavy vehicles
per hour have been developed.
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TABLE III. Mean noise emission level of three different categories of ve-
hicles on roads of Calcutta with the conversion factors for equivalent num-
ber of light and heavy vehicles.

Category of
vehicles

Average noise
level (Lm) in
dB ~at 15 ft
from vehicle!

Equivalent
number of

light vehicles

Equivalent
number of

heavy vehicles

Light vehicles
~LV !

83.2 1.00 0.12

Medium vehicles
~MV !

85.8 1.82 0.22

Heavy vehicles
~HV!

92.4 8.32 1.00

TABLE IV. Regression analysis data forLeq~h!120 logr and ~Ni /h! for
different zones and the entire city@Calcutta metropolis#.

Serial
no. Zones

Equivalent
vehicle
category

Intercept
(b)

Standard
error of

b
Slope
(a)

Standard
error
of a

1 Residential Light 56.9 64.2 16.2 61.2
Heavy 71.7 64.2 16.2 61.2

2 Commercial Light 41.7 64.5 19.7 61.2
Heavy 59.8 64.5 19.7 61.2

3 Residential-
commercial

Light
Heavy

57.2
72.2

64.0
64.0

16.3
16.7

60.7
61.7

4 Residential-
industrial

Light
Heavy

59.6
75.0

64.0
64.0

16.7
16.7

61.7
61.7

5 Office
complex

Light
Heavy

59.3
73.4

63.0
63.0

15.2
15.2

61.3
61.3

6 Entire city Light 53.8 64.6 17.2 60.6
Heavy 69.6 64.6 17.2 60.6

7 Leq~24! all Light 13.0 63.9 29.1 67.7
sites Heavy 39.8 63.9 29.1 67.7

8 Ldn all Light 18.6 63.9 28.2 67.7
sites Heavy 44.6 63.9 28.2 67.7
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A re-examination of risk estimates from the NIOSH Occupational
Noise and Hearing Survey (ONHS)
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This paper describes a new analysis of data from the 1968–72 National Institute for Occupational
Safety & Health ~NIOSH! Occupational Noise and Hearing Survey~ONHS!. The population
consisted of 1172~792 noise-exposed and 380 ‘‘controls’’! predominately white male workers from
a cross section of industries within the United States. The analysis focused on how risk estimates
vary according to various model assumptions, including shape of the dose-response curve and the
amount of noise exposure among low-noise exposed workers~or controls!. Logistic regression
models were used to describe the risk of hearing handicap in relation to age, occupational noise
exposure, and duration exposed. Excess risk estimates were generated for several definitions of
hearing handicap. Hearing handicap is usually denoted as an average hearing threshold level~HTL!
of greater than 25 dB for both ears at selected frequencies. The frequencies included in the biaural
averages were~1! the articulation-weighted average over 1–4 kHz,~2! the unweighted average over
0.5, 1, and 2 kHz, and~3! the unweighted average over 1, 2, and 3 kHz. The results show that excess
risk estimates for time-weighted average sound levels below 85 dB were sensitive to statistical
model form and assumptions regarding the sound level to which the ‘‘control’’ group was exposed.
The choice of frequencies used in the hearing handicap definition affected the magnitude of excess
risk estimates, which depended on age and duration of exposure. Although data were limited below
85 dB, an age-stratified analysis provided evidence of excess risks at levels ranging from 80 to 84
dB, 85–89 dB, and 90–102 dB. Due to uncertainty in quantifying risks below 85 dB, new data
collection efforts should focus on better characterization of dose-response and longitudinal hearing
surveys that include workers exposed to 8-hour time-weighted noise levels below 85 dB. Results are
compared to excess risk estimates generated using methods given by ANSI S3.44-1996.
@S0001-4966~97!01102-8#

PACS numbers: 43.50.Qp, 43.64.Wn@GAD#

INTRODUCTION

The most common goal for protecting workers from the
auditory effects of occupational noise has historically been
the preservation of hearing for speech discrimination. With
this protection goal in mind, the National Institute for Occu-
pational Safety and Health~NIOSH! defined hearing handi-
cap as abiaural averageof hearing levels exceeding 25 dB
at the audiometric test frequencies of 1, 2, and 3 kHz and
0.5, 1, and 2 kHz~NIOSH, 1972!. Here, the term ‘‘biaural
average’’ is used to identify the mean value for the left and
right ears. Using these definitions, NIOSH~1972! estimated
the excess risk of hearing handicap as a function of age,
sound levels and duration of occupational noise exposure.
Excess risk, also known as percentage risk, is defined as the
percentage of individuals with hearing handicap among indi-
viduals exposed to daily 8-hour occupational noise exposure
after subtracting the percentage of individuals who would
typically incur such a handicap due to aging in an unexposed
population. For a 40-year lifetime exposure to average daily
~8-hour! noise levels of 80, 85, and 90 dB in the workplace,
NIOSH ~1972! estimated the excess risk to be 3%, 15%, and
29%, respectively for the biaural average over 1, 2, and 3
kHz. @Unless otherwise noted, ‘‘dB’’ implies an A-weighted
8-hour time-weighted average sound level.# Table I com-
pares the NIOSH~1972! excess risk estimates for the biaural

average over 0.5, 1, and 2 kHz to those developed by other
organizations at approximately the same time.

Since the publication of the 1972 NIOSH Criteria Docu-
ment, statistical methods for analyzing categorical data out-
comes have been improved to assess risk of disease~Breslow
and Day, 1980a!. The aim of this paper is to reevaluate the
models used to generate excess risk estimates from data col-
lected for the NIOSH 1968–72 Occupational Noise and
Hearing Survey~ONHS! ~Lempert and Henderson, 1973!.
Using these newer statistical methods, the paper examines
the relationship between exposure to noise and risk of noise-
induced hearing handicap~NIHH! and highlights areas of
uncertainty in estimating risks. These results will be com-
pared to the 1972 NIOSH analysis~NIOSH, 1972! and to the
ANSI S3.44 ~ANSI, 1996! standard, which adopted the
methods developed by the International Standards Organiza-
tion ~ISO 1971, 1990!. The data collected in the NIOSH
survey are of continuing interest since they were obtained
before hearing protection devices were widely used in the
U.S. Observations by NIOSH investigators during sound
level surveys and management’s impressions of their respec-
tive plants did not indicate that participating companies had
policies requiring hearing protection use. Use of protectors,
if available at all, were left to the discretion of the workers.
No mass use of hearing protectors was noted in any of the
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companies surveyed~Cohen, personal communications,
1996!.

I. RELEVANCE TO COMPARABLE STUDIES OF
NOISE-INDUCED HEARING LOSS

Several investigators~Robinson and Sutton, 1975;
Royster and Thomas, 1979; NCHS, 1965; Robinson, 1970;
Yerg et al., 1978! have examined the relationship of noise-
induced permanent threshold shift~NIPTS! and occupational

noise exposure. Studies similar to the NIOSH 1968–72
Noise Survey with respect to time period and methods of
data collection include Baughn~1973!, Passchier-Vermeer
~1968! and Burns and Robinson~1970!. These studies will
be the main focus of our review of the relevant noise and
hearing surveys from this period. These studies have been
used by ISO 1999~1971! and ANSI S3.44~ANSI, 1996! to
estimate the risk of NIHH or NIPTS. Table II presents major
study characteristics of each of these studies.

As shown in Table II, only the Baughn~1973! study did
not screen their workers for otologic abnormalities. These
studies report that their populations were restricted to work-
ers with daily constant levels of steady state noise exposure
for the entire length of employment. A review of these stud-
ies’ limitations has been addressed by Ward and Glorig
~1975! and Yerget al. ~1975!. They include possible con-
tamination of non-steady state noise exposure in the popula-
tion and small sample sizes for subjects exposed to continu-
ous steady state for daily sound levels below 90 dB. The
Passchier-Vermeer report~1968! reviewed published studies
and was not specifically designed to address criteria for a
noise standard. The NIOSH study~Lempert and Henderson,
1973! was specifically designed to examine risk of noise-

TABLE I. Comparison of excess risk estimates by organization.a

Excess risk estimates~%!

Average
daily

exposure
level ~dB!

Hearing handicap defined as HTLs. 25 dB
for the average of 0.5, 1, 2 kHz

NIOSH ~1972!
ISO 1999

~1971! EPAb

80 3 0 5
85 15 10 12
90 29 21 22.3
95 43 29 not available

aThese excess risk estimates are for a 40-year lifetime exposure to noise.
bFrom Federal Register, Vol. 39, No. 244, 1974.

TABLE II. Overview of selected noise and hearing studies used to assess risk of hearing handicap.

Population examined in risk Exposure
Study analysis characteristics Screening of subjects

NIOSH 1172 predominately white males Workers exposed to Workers were excluded if they
ONHS from a cross section of steady state noise had previous noisy jobs,
studya industries within the U.S. for up to 41 years of significant firearm exposure

792 noise-exposed exposure to daily ~military or recreational!,
380 low noise-exposed noise levels from 80–102 dB. ear disease or other otologic

Workers exposed to impact abnormalities, incomplete
or impulse noise were job histories or unknown

excluded. noise exposures.

Baughn, 6,835 audiograms on Caucasian Workers assigned to No Otological screening of
1973 male employees from a three 8-hour TWA subjects.

Midwestern auto parts plant: exposure levels: 78, 2/3 of available tests were
1960–65. Stable work force, 86, and 92 dB: excluded due to significant

light turnover. Employees drawn N5852–78 dB known or unknown exposures.
from surrounding N55150–86 dB

farming-industrial community. N5833–92 dB
Age range: 18–68 yrs. Age used as uniform

measure of exposure
duration.

Passchier- 4557 Caucasian workers from an Include only workers Workers excluded if they had
Vermeer, industrial population in The with constant noise previous noise exposure
1968 Netherlands: exposure levels for during other jobs, otologic

4096 males an 8-hour shift for abnormalities.
461 females all exposure years

considered.

Burns & 759 noise-exposed workers and Exposed daily to Excluded individuals with
Robinson, 97 non-noise exposed controls steady state noise existing or previous ear
1970 from a variety of occupations. for periods of up to disease or abnormality,

Subjects were volunteers. 50 years. exposure to firing weapons,
422 males workers whose noise exposure
337 females could not be quantified, and

those with language
difficulty.

aLempert and Henderson, 1972.
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induced hearing handicap as a basis for establishing health
based occupational standards. The following summary of the
study methods is from a NIOSH technical report by Lempert
and Henderson~1973!.

II. STUDY METHODOLOGY

A. Survey population

In 1968, the U.S. Public Health Service undertook a na-
tionwide study, called the Occupational Noise and Hearing
Survey~ONHS!. The study was continued and completed by
NIOSH in 1972. The aim of the survey was ‘‘to characterize
noise exposure levels in a variety of industries, to describe
the hearing status of workers exposed to such noise condi-
tions, and to establish a relationship between occupational
noise exposure and hearing handicap that would be appli-
cable to general industry.’’ Subjects for the study were re-
cruited through notices at industrial hygiene conferences and
through the regional offices of the U.S. Public Health Ser-
vice. All companies interested in participating were consid-
ered if certain priority considerations applied. These in-
cluded ~1! existence of a factory or occupational noise
conditions having noise levels relevant to developing noise
standards and criteria, and~2! a work force with a wide range
of years of exposure to such noise levels.

The data collected in the survey included noise measure-
ments, personal background information, medical and oto-
logical data and audiometric examinations. Noise level mea-
surements~using Bruel-Kjaer Sound Level Meters! were
taken at different areas of each plant and tape recordings
were used for laboratory analysis of noise characteristics. A
questionnaire was used to obtain information on each work-
er’s job history, military service, hobbies, and medical his-
tory pertinent to ear abnormalities and hearing difficulty. An
otoscopic inspection of the ears was also made, usually after
the completion of the questionnaire. Measurements of hear-
ing levels ~using a Rudmose RA-108 audiometer! for pure
tone frequencies of 0.5, 1, 2, 3, 4, and 6 kHz in the right and
left ears of the workers were conducted in a Rudmose audio-
metric travel van~model RA-113!. Workers from noisy
workplaces were always tested at the beginning of their work
shift.

For plants with less than 500 employees, the entire work
force was tested. For larger plants, a random sample was
selected. Individuals from each plant who worked in offices
or other quiet work areas were also included in the survey to
provide control data.

B. Screened population for analysis

The survey population was ‘‘screened’’ to exclude indi-
viduals with prior noise exposure~from occupational and
non-occupational sources! and medical or otologic condi-
tions that might affect a person’s risk of hearing loss, inde-
pendent of occupational noise levels at the time of the sur-
vey. Criteria for data exclusion included~1! uncertainty in
the noise exposure history or validity of audiometric tests
and~2! evidence that hearing loss might have been caused by
factors other than occupational noise exposure~e.g., military
history, other non-occupational noise exposures, head

trauma, other audiological/otologic medical conditions!.
Workers exposed to noise that was not continuous~e.g., dis-
crete impact sounds or noise with highly variable and unpre-
dictable levels! and all maintenance workers were also ex-
cluded. Due to the relatively small number of females in the
survey population, all analyses were limited to 1172 males
~792 noise-exposed and 380 controls!.

C. Variable definitions

1. Definition of hearing handicap

The major outcome of interest is hearing handicap, de-
fined as a biaural average hearing threshold level of greater
than 25 dB for a selected set of frequencies. In this analysis,
the set of frequencies includes~a! 0.5, 1, and 2 kHz,~b! 1, 2,
and 3 kHz and~c! 1, 2, 3, and 4 kHz~herein denoted as 1–4
kHz!. The 1–4 kHz frequency average was recommended by
an American Speech-Language-Hearing Association
~ASHA! Task Force~ASHA, 1981!, which focused on the
need to include frequencies most affected by noise exposure.
The ASHA Task Force recommended that percentage formu-
las should include hearing threshold levels for 1, 2, 3, and 4
kHz, with low and high fences of 25 and 75 dB, representing
0 percent and 100 percent hearing handicap boundaries, re-
spectively~ASHA, 1981!. In this analysis, the ASHA recom-
mendation was modified by calculating a weighted average
across frequencies rather than an arithmetic average over the
test frequencies of 1, 2, 3, and 4 kHz. Weights were assigned
according to frequency specific articulation indexes~ANSI,
1969!. The articulation index~AI ! is a weighted fraction rep-
resenting~for a given listening situation! the effective pro-
portion of the speech signal that is available~above a mask-
ing noise level or hearing threshold! to a listener for
conveying speech intelligibility~ANSI, 1969!.

Average hearing threshold levels~HTLavg) using the ar-
ticulation indexes as weights were calculated@Eq. ~1!# and
then averaged over both ears:

HTLavg5
HTL1kW11HTL2kW21HTL3kW31HTL4kW4

W11W21W31W4
,

~1!

where,W15 0.24,W25 0.38,W35 0.34, andW45 0.24 are
the weights at 1, 2, 3, and 4 kHz, respectively. This defini-
tion will be referred to as the ‘‘1–4 kHz AI average’’ defi-
nition of NIHH.

2. Measurement of noise exposure

Daily 8-hour time-weighted average~TWA! noise expo-
sure was estimated for each worker or worker group using
~1! area survey samples,~2! interviews with workmen and
supervisors to establish typical workday patterns and~3!
time-study charts. These charts segmented the workday into
a succession of exposures at specific noise levels and for
specified durations. Discussions with both management and
workmen were necessary to determine changes in noise ex-
posure over the course of many years. Consideration was
given to variations in occupational noise conditions due to
placement or relocation of machinery and as well as changes
in workers’ work routine and locations. The reported noise
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levels for the study population represent A-weighted eight
hour TWA sound levels calculated assuming a 5 dB ex-
change rate~i.e., 5 dB increase in sound level is exchanged
against a factor of 2 in duration within the workday!. All
levels were measured with sound level meters set to ‘‘slow’’
response. The A-weighted daily noise levels were available
on the 792 noise-exposed individuals but not available for
the 380 controls. Although sound levels for the control popu-
lation were not recorded, they were reported to be below 80
dB ~Lempert and Henderson, 1973!.

3. Other covariates

Other covariates of interest in this paper were age and
duration of exposure in years. The risk of hearing handicap
was examined in relation to the covariates defined in Table
III. For models that included categorical variables for age
~reference: 17–27 years! and duration~reference: 0–1 years!,
four indicator variables were created for different levels of
age and duration exposed~Table III!. For models that in-
cluded continuous variables for duration exposed, all con-
trols were reassigned a duration value of zero because it was
assumed that duration has no effect on the hearing of the
controls. Exposed individuals with less than six months were
coded as 0.25 years~midpoint between 0 and 0.5 years!.

D. Statistical models

Logistic regression models were used to analyze hearing
handicap, defined as the proportion of individuals whose bi-
aural hearing level is greater than 25 dB for averages over
selected frequencies. These logistic regression models were
fit using the SAS LOGISTIC procedure~SAS Institute, Inc.,
1989! and the nonlinear minimization~NLMINB ! routine in
S-PLUS~Statistical Sciences, Inc., 1993!.

Stratified contingency table analyses~Breslow and Day,
1980a! were performed to assess these data for qualitative
evidence of hearing handicap due to exposure to noise after
controlling for age. The 232 contingency tables were strati-
fied by one year age groups and the prevalence of hearing
handicap among the three noise-exposed categories of 80–84
dB, 85–89 dB, and 90–102 dB were contrasted to the preva-
lence among controls. One-sided tests for detecting increased
risks were computed using Mantel–Haenszel methods. Fur-
ther details of this method are found in Breslow and Day
~1980a!.

The quantitative relationship between hearing handicap
and the covariates~defined below! was modeled using logis-
tic regression methods~Breslow and Day, 1980b!. These
models can be expressed as

p5Pr~Y51uX!5
eF~X;a,b,f,L0!

11eF~X;a,b,f,L0! , ~2!

where, p5the expected proportion with average hearing
level greater than 25 dB~indicated byY51!, given X. ~Y
5 0 indicates an average hearing level is less than or equal to
25 dB!;

X 5a vector of explanatory variables containing infor-
mation on age, sound level, and duration of exposure;

F~X;a;b;f,L0!5a1b1 ~Age!1@b2j ~LNE2L0!
f #,

~3!

where
LNE5A-weighted 8-hour TWA sound level for noise-

exposed workers in dB;
L05parameter for nominal TWA sound level in control

population in dB;
f5shape parameter on dB effect;
a5intercept parameter;
b15slope coefficient for age effect;
b2 j5the slope coefficient for thej th duration of expo-

sure~years! interval, wherej51,2,3 represent ex-
posure intervals of 2–4 years, 5–10 years, and
.10 years of exposure, respectively.

1. Model development

The first step in the analysis was to fit several hierarchi-
cal logistic regression models and compare nested models
using likelihood ratio tests~LRTs! to identify which param-
eters significantly improved the fit to the data~Fienberg,
1987!. The fit of the model to the data was evaluated using a
likelihood ratio test and examining the log likelihood statis-
tic, G, which is defined by the expression

G522S$Y log p1~12Y!log~12p!%, ~4!

TABLE III. Covariates considered for inclusion in the analysis of the
NIOSH survey.

Variables Coding conventions

Age at examination Continuous variable: age in years

Categorical:a

17–27 years
28–35 years
36–45 years
45–54 years
.54 years

Duration of noise Continuous variable: duration in
exposure years

Categorical:a,b

0–1 years
2–4 years
5–10 years
11–20 years
. 20 years

Sound level,LNE , A-weighted Continuous variable
8-hour, time-weighted ‘‘Centered’’ atL0 , dB: ~LNE2L0)
Average~TWA! L0 was initially fixed to 79 dB
sound level—dB, where but then estimated in models
LNE5average sound levels for presented in the text.

exposed workers;
L05average sound levels for

control population

aCategories were the same as NIOSH, 1972.
bIn the 1972 NIOSH analysis, those exposed to noise for less than 6 months
were coded as ‘‘0’’ for duration of exposure. In the current analysis, con-
trols were coded as ‘‘0’’ for duration of exposure and exposed individuals
with less than 6 months of exposure were given a value of 0.25.
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where the summation is over all individuals in the sample
~Breslow and Day, 1980b!.

In general, the lower the value ofG, the better the fit
between the model and the data. Differences inG statistics
for nested models may be interpreted as chi-squares
~Breslow and Day, 1980b!.

To be consistent with the methodology used in the 1972
NIOSH Noise Criteria Document~NIOSH, 1972!, the model
was initially fit assuming that the sound level for the control
population~ L0) was 79 dB and the shape parameter (f) was
1. This was accomplished by first fitting models with main
effects only and then adding interaction terms between~a!
duration exposed and daily TWA sound level~L !; ~b! dura-
tion exposed and age; and~c! age and sound level. These
interaction terms tested whether there should be allowance
for differing slopes by levels of other variables. Models with
linear main effect of age, duration exposed, and sound levels
were fit with an assumption that all control 8-hour TWA
sound levels~ L0) were 79 dB. This assumption was made
because individual noise exposure data for controls were un-
available but were known to be less than 80 dB~Lempert and
Henderson, 1973!. Other models with categorical main ef-
fects of age and duration were also examined. The final steps
of the analysis involved further model refinements that in-
cluded~1! assuming there is a nondecreasing relationship of
prevalence with sound level and duration;~2! refitting func-
tional forms identified by the LRT strategy accordingly;~3!
assuming more flexible models for incorporating the effects
of sound level by permitting the shape parameter (f) to
vary; ~4! permitting the control sound level~L0) to vary from
79 dB; and~5! conducting sensitivity analyses of the impact
of critical assumptions.

A final form of the model was fit such that all the pa-
rameters~including L0 and f) were solved for simulta-
neously. This model form was fit with the following restric-
tion: the control level,L0 , was bounded at 55 dB and 79 dB.
For the final model, a two-sided 90 percent confidence inter-
val was calculated for several noise levels using the paramet-
ric percentile bootstrap method~Efron and Tibshirani, 1986;
Efron, 1982!. The same restrictions onL0 were applied to
1000 bootstrap samples generated to obtain the confidence
limits for excess risk. Graphical displays of bootstrap-based
confidence limits were smoothed using localized linear re-
gression smoothers in S-PLUS~Statistical Sciences, Inc.,
1993!.

2. Excess risk estimation

Excess risk for a particular age is defined as the differ-
ence between the risk of hearing handicap for the noise-
exposed population, given exposure duration, and the expo-
sure sound level,LNE ~whereLNE . L0), and the risk of
hearing handicap among controls. The excess risk associated
with exposure to noise evaluated at a given age was esti-
mated from logistic models using the following relationship:

Excess Risk5Pr@Y51uage, duration, and intensity

of exposure]2Pr@Y51uage, control#. ~5!

Hence, excess risk is assumed to be equivalent to the in-
crease in risk of hearing handicap associated with noise ex-
posure.

3. Sensitivity analyses

Sensitivity analyses were performed to examine how
model assumptions may affect the results~i.e., excess risk
estimates!. Assumptions evaluated in this analysis included
~1! the shape of the dose-response relationship;~2! the sound
level, L0 , for the control population; and~3! the effect of
using different definitions of hearing handicap. The first two
issues were addressed during model development, where
each assumption was varied while the other remained fixed.

A comparison of how excess risk estimates varied with
different definition of hearing handicap was also examined in
this analysis. The new definition~1–4 kHz AI average! was
compared to definitions previously used by NIOSH~1972!—
biaural hearing levels averaged over 1–3 kHz and 0.5–2
kHz. The analyses of different hearing handicap definitions
were based on our final model for each definition of hearing
handicap: the model in which the control sound level„L0)
and shape parameter (f) were simultaneously estimated.

III. RESULTS

Figure 1 shows the hearing threshold level distributions
~10th, 50th, 90th percentiles! for different frequencies by age
and sound level categories for exposed and control workers.
All hearing thresholds shown are averages over the left and
right ears. Data are classified into five age groups and three
noise exposure categories~80–87 dB, 88–92 dB, 92–102
dB!. The boundaries for the age and sound level categories
were selected to provide adequate sample size~i.e., at least
30! in each cell. Sample sizes for the noise-exposed@n(NE!#
groups are provided for each graph with median exposure
duration. The sample sizes for the controls@n(C)# are the
same within age groups~shown in top panel of each col-
umn!. The graphs show similar exposure durations within
each age cell and increasing trends for median hearing
threshold levels with age and sound level. In all cases, con-
trol hearing threshold levels are lower than the noise-
exposed population. The tendency of median hearing thresh-
olds to increase with increasing age and sound level is also
illustrated. The spread of the distribution~given by the 10th
and 90th percentiles! is most marked at 3 and 4 kHz.

A scatter plot of the ONHS data showing years of dura-
tion versus TWA sound level,LNE, is presented in Figure 2.
The vast majority of the data points are at sound levels above
85 dB. Almost 50% of the noise-exposed population had
8-hour TWA sound levels between 85 and 89 dB, while only
27% were exposed below 85 dB. There are also very few
data points corresponding to 40 or more years of noise ex-
posure. This lack of data in the low exposure region~80–84
dB! and among workers with long duration of exposure
(. 40 years! imposes limitations for quantifying the risks
for workers exposed to noise throughout their working life-
time ~e.g., 45 years, assuming a worker starts work at 20
years of age and ends at 65 years!.
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Despite the limited amount of data in the low exposure
region, the Mantel–Haenszel age-stratified analysis provided
evidence of positive excess risk associated with sound levels
ranging from 80 to 84 dB~p50.02!, as well as 85 to 89 dB
~p50.02! and 90 to 102 dB~p,0.001!.

Age was found to be a highly significant predictor of
hearing handicap due to noise whether it was modeled using
a continuous variable (x25211,d f51! or a set of categori-
cal variables (x25213,d f54!. The fitted categorical effects
for age suggested a linear trend~data not shown!. This trend
was also apparent when models including sound level and
duration were fit. Therefore, the simpler models with linear
effects for age~as a continuous variable! were subsequently
considered in the final models. The addition of either years
of exposure or sound level~ LNE) significantly improved the
fit of the model containing age. The addition of both terms
further increased the goodness of fit. A statistically signifi-
cant interaction (x2529.6, d f54! was observed between
sound level and categories of years of exposure. No signifi-
cant interactions between age and duration exposed, nor age
and sound level were observed in this data set.

Based on this preliminary analysis, the best fitting linear
model is a function of continuous age, categorical levels of
duration of exposure, and sound level. However, this model

initially appeared to be inappropriate for risk assessment be-
cause the excess risk of hearing handicap predicted by this
model decreased over limited ranges of sound level and du-
ration of exposure. For example, the parameter estimates of
this model suggested that the risk of hearing handicap was
lower for individuals with greater than 20 years of exposure
than it was for individuals with 11–20 years of exposure
when the sound level was above 90 dB. We found no statis-
tically significant difference between the fit of the model that
combined the two highest duration categories~11–20 years
and. 20 years combined to.10 years! and the model with
separate parameters for each duration category. This sug-
gested that risks remain essentially flat after 10 years of ex-
posure, and that these two categories could be combined.
This initial model was further refined to describe predicted
risks of hearing handicap as a nondecreasing function of ex-
posure duration and sound level. The models also assume
that the effects of sound level depend on durations greater
than or equal to two years.

To test whether a linear sound level effect (f51! ad-
equately described the relationship between noise exposure
and risk of hearing handicap, higher order terms for the
sound level effect were tested in the analysis. Using a qua-
dratic sound level term for exposure (f52! appreciably im-

FIG. 1. Distribution of hearing levels~10th, 50th, and 90th percentiles! by age and average daily sound level~LNE) categories from the NIOSH 1968–72
survey.
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proved the goodness of fit of the model relative to the linear
model. Using a cubic sound level term (f53! resulted in
only a slight improvement in the goodness of fit over the
quadratic model. The final results from fitting models with
linear, quadratic, or cubic sound level terms and assuming
control sound levels,L0 , of 79 dB are presented in Table IV.
Also shown are the results from fitting a final model in which
the control value and the shape parameter were found to be
73 dB and 3.4, respectively~model 4, Table IV!. Model 4 is
denoted as the ‘‘best fitting model,’’ because it produced the
best fit to the data. These results indicate considerable vari-
ability in excess risk estimates depending on model form and
is likely due to lack of data at lower sound levels. This was
most marked at average daily sound levels less than or equal
to 85 dB. Figure 3 presents excess risk estimates with
smoothed 90 percent confidence limits for 65-year-old males
with greater than 10 years of exposure as a function of sound
level for the ‘‘best fitting model’’~model 4!.

A. Sensitivity analyses

1. Assumption regarding control 8-hour TWA sound
levels

To examine the sensitivity of risk estimates to the as-
sumed sound level for the control group, the value ofL0 was
varied from 60 to 79 dB and optimum values of the shape
parameter,f, were estimated. AsL0 is varied, there is very
little variation in the log likelihood statistic,G, whereas the
excess risk estimate for noise exposure at a level of 80 dB
varies between 0.06 and 2.9~Table V!. The results also show
that the optimum value off decreases considerably as the
assumed value ofL0 increases. This analysis suggests that
information regarding the distribution of occupational sound
levels within the control population is important in estimat-
ing the risk of noise-induced handicap in noise-exposed
populations. The variability of excess risk estimates below
85 dB seen in Fig. 3 may be attributed to the lack of accurate

TABLE IV. Excess risk percent of noise-induced hearing handicap for workers aged 65 with 10 or more years of noise exposure at various time-weighted
average sound levels for linear, quadratic, cubic, and best fitting models.

Exposure
sound
level

~LNE! in dB

Excess risk estimates for various models

Quadratic
~model 2!

f52

Cubic
~model 3!

f53

Best fitting
~model 4!a

f53.4

Linear dB models (f51!

Present
analysis NIOSH~1972!

80 0.2 0.02 1.2 3.4 3
85 8.3 3.2 7.6 19.6 15
90 24.5 17.8 22.3 32.2 29
95 28.5 36.2 38.3 40.6 43
100 44.1 41.2 44.0 45.5 56

aRisk estimates can be generated using the following equation:Logit @Pr~Y. 25 dB HL!# 5 25.05571 0.0812~Age! 1 @bj ~Duration51!#* @~ LNE–L0)/
~102–73! #f , where,bj 5 2.6653, 3.989, and 6.4206, respectively, for thej th duration of exposure for 2–4 years, 5–10 years, and.10 years, respectively
andY is the AI-weighted biaural average over 1–4 kHz. For the best fitting model,f was estimated to be 3.4 andL0 5 73 dB. The term(102–73) in the
denominator of the coefficient describing the effect of duration and sound level, standardizes the exposure term such that the maximum exposure equals one.
This was done for ease of comparison to models with differing estimates forL0 andf.

FIG. 2. Scatter plot of exposure sound levels~LNE) versus exposure duration of 792 noise-exposed workers from the NIOSH 1968–72 survey.
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sound level data among control subjects and the sparseness
of the data for workers exposed at sound levels below 85 dB.

2. Definition of hearing handicap

To examine whether excess risk estimates varied by the
definition of hearing handicap used, we compared the 1–4
kHz AI average definition to two other definitions using the
same fence (. 25 dB HL!, the unweighted biaural frequency
averages of 0.5–2 kHz and 1–3 kHz. All three definitions
were examined using a model that included age and a dose
metric effect defined as~ LNE2L0)

f times duration catego-
ries ~e.g., 2–4, 5–10, and.10 years!. The resultant esti-
mated shape parameters for the 0.5–2 kHz and 1–3 kHz
biaural averages were 4.5 and 4.9, respectively, withL0

equal to 55 dB for both.
Under these models, excess risk estimates were affected

by both the definition of hearing handicap and the age of the

worker. We also found that changing from the articulation
index to a simple average of 1–4 kHz did not substantially
affect excess risk estimates~results not shown!. For workers
aged 65 years~with . 10 years of exposure!, excess risks for
the 1–3 kHz definition are higher than excess risk for the
new definition, particularly for sound levels above 85 dB
~Fig. 4A!. However, among workers aged 45 with similar
years of exposure, excess risk estimates are similar for all
sound levels for the 1–3 kHz definition and the new defini-
tion ~Fig. 4B!. For younger workers~aged 30 years! with 5 to
10 years of exposure, excess risk estimates for the definitions
that included 3 kHz and/or 4 kHz, are similar for all sound
levels ~Fig. 4C!.

IV. DISCUSSION

The results of these analyses indicate that there is an
excess risk of noise-induced hearing handicap~NIHH! at
8-hour time-weighted average~TWA! sound levels greater
than or equal to 85 dB. The excess risk below 85 dB was not
well defined in our analysis. However, the Mantel–Haenszel
test result suggests that there is a positive and statistically
significant excess risk at levels between 80 and 84 dB.

These findings also indicate two major areas of uncer-
tainty for quantifying the risk of noise-induced hearing
handicap. The first concerns the sensitivity of the analysis to
the assumed sound level for the control group~ L0 ). The
second relates to the shape of the dose-response relationship
between the sound levels among the noise-exposed group
~LNE), duration exposed, and the risk of NIHH. Risk esti-
mates were found to vary considerably for values ofLNE
below 85 dB, depending on the assumed control sound level
~L0 ), and the shape parameter (f) for the sound level effect
~e.g., linear, quadratic, or cubic! in the models.

TABLE V. Excess risk percent of hearing handicap from logistic regression
models assuming different sound level values for controls with correspond-
ing shape parameters: Male workers aged 65 with duration exposure greater
than 10 years.

Exposure
sound
level

~LNE! in dB

Control sound levels~LR ) in dB and corresponding shape
parameters~f!

60
(f55.46!

65
(f54.67!

70
(f53.88!

75
(f53.10!

79
(f52.49!

80 2.9 2.4 1.8 0.8 0.06
85 9.6 9.1 8.3 7.0 5.2
90 23.4 23.2 22.8 22.1 21.0
95 39.2 39.0 38.6 38.1 37.3
100 45.2 44.9 44.4 43.6 42.6
Log

likelihood 1039.794 1039.715 1039.645 1039.631 1039.754
statistic, G

FIG. 3. Excess risk~percent! of hearing handicap~AI-weighing, 1–4 kHz! and bootstrap-based 90% confidence limits from model 4~Table IV! for 65-year-old
males exposed for greater than 10 years to varying levels of noise~LNE).
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FIG. 4. Excess risk percent from model 4~Table IV! as a function of varying sound levels~LNE) for different definitions of hearing handicap. Panel A: Age
65 years, duration exposure.10 years. Panel B: Age 45, duration exposure.10 years. Panel C: Age 30 years, duration exposure 5–10 years.
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The previous NIOSH~1972! estimate of excess risk for
a 40-year working lifetime of exposure to noise was approxi-
mately 15 percent at 85 dB. A linear regression model of log
hearing levels was used in the previous analysis~NIOSH,
1972! to estimate the risk of hearing handicap. NIHH was
defined as an average biaural hearing level greater than 25
dB based on unweighted averages of 0.5–2 kHz or 1–3 kHz.
The model described in the 1972 NIOSH criteria document
~NIOSH, 1972! is mathematically equivalent to a probit
model in which the risk of a hearing level greater than 25 dB
is of interest. The results from the previous NIOSH analysis
~NIOSH, 1972! also appear to be consistent with the assump-
tion that the control group was exposed to sound levels near
79 dB.

It is clear that models which include a quadratic or cubic
effect for the sound level effect fit significantly better than
the linear effect model and produce lower excess risk esti-
mates for sound levels below 85 dB than similar models used
in the 1972 NIOSH analysis~NIOSH, 1972!. As shown in
Table IV, the point estimates of excess risk at 85 dB from the
quadratic and cubic models are 8 percent and 3 percent, re-
spectively. The quadratic and cubic models fit better than the
linear model, mainly due to the effect of sound level in the
low exposure region. For sound levels less than or equal to
90 dB, the excess risk estimates from fitting a linear model
~Table IV! are slightly higher than those in the NIOSH
~1972! analysis. Thus, the disparity in excess risk estimates
presented in Table IV may be attributed primarily to the
different functional forms~i.e., shape of the sound level ef-
fect! of the fitted models. The logistic model used in this
analysis assumes the existence of a plateau in risk after 10
years of exposure duration.

The analysis comparing different indicators of NIHH
show that patterns of excess risk as a function of average
daily sound level depend on age. Differences in excess risk
were nominal for the 1–4 kHz average, irrespective of
whether HTLs were weighted by the frequency-specific ar-
ticulation indexes. These differing results by age may be
attributable to the fact that the effect of aging on risk of
hearing handicap may overshadow any incremental increases
in excess risk due to noise exposure. In the upper range of
duration and sound level, the dose-response curve shows
signs of a plateau effect. The analysis also suggests that the
effect of sound intensity and duration of exposure is depen-
dent on frequency. Hearing damage at 3 and 4 kHz is ex-
pected to occur sooner than loss at lower frequencies~0.5, 1,
or 2 kHz!. Definitions that exclude the higher frequencies
tend to be less sensitive to noise damage and may require
longer durations of exposure to a given sound level to see
significant excess risks in the population.

Figure 4A and B suggests that the most suitable defini-
tion of hearing handicap may depend on the population char-
acteristics, such as age, exposure duration, and degree of
hearing handicap already accrued, as well as whether one
chooses to identify preclinical or later stages of hearing
handicap. The addition of the most sensitive frequencies to a
hearing handicap definition is a valid option if the goal is to
have a measure that addresses both prevention and identifi-
cation of hearing handicap.

A. Data limitations

The cross-sectional design of this study presented limi-
tations for estimating the risk of noise-induced hearing
handicap. For example, the 8-hour TWA sound levels,LNE,
were determined at one point in time and are assumed to be
representative of exposure over the entire length of an em-
ployee’s job experience. This may have introduced a sub-
stantial source of error in the estimation ofLNE. As a means
of reducing this error, the screened ONHS population in-
cluded only workers who remained in the same job for the
entire time that they worked at the study facility. These
workers were then assigned an 8-hour TWA sound level
based on noise measurements and job activities at the time of
the survey. It is possible that larger errors in estimating
8-hour TWA sound levels over a long period of time may
have occurred for workers with longer durations of exposure.
It is also possible that the workers with long durations in-
cluded in this study represented a population which may
have been less sensitive to the adverse effects of noise on
hearing. This may have contributed to the observed decrease
in risk with increasing sound level,LNE, for durations
greater than 20 years. Hence, the cross-sectional design of
the survey introduces areas of concern for predicting NIHH
risks over a working lifetime.

B. Modeling caveats

The data limitations described above also placed limita-
tions on the modeling approach and interpretations presented
in this paper. One data limitation with implications for mod-
eling the risk of noise-induced hearing handicap, was the
lack of information on the distribution of 8-hour TWA sound
levels among the control population. This is a crucial omis-
sion because all excess risk estimates depend on the risk of
handicap among workers with low levels of occupational
noise exposure~in this study, defined as exposure to sound
levels less than 80 dB!.

Due to this lack of data, a very simplistic assumption
was made: sound levels in the control population could be
represented by a single number. This is problematic in terms
of model interpretation. First, it ignores the possibility that
there may be a distribution of sound levels below 80 dB for
this population. Second, this assumption results in a model
that implies that the estimated value~L0) is a threshold
sound level at which no excess risk of noise-induced hearing
handicap is predicted regardless of the duration of exposure.
Hence, the statistical criteria used in model development are
valid only if all of the controls were below a defined thresh-
old.

These modeling issues underscore the fact that all mod-
els are likely to be dependent on assumptions used to ac-
count for uncertainty in the available data. This analysis did
not model hearing threshold levels as a continuous variable.
Therefore, calculation of NIPTS using these models are not
possible. The analysis also did not extensively explore other
possible shapes for the sound level function other than
~LNE2L0)

f . Furthermore, modeling exposure duration as a
categorical variable limits finer examination of the relation-
ship of duration of exposure on risk of hearing handicap.
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The models described in this paper were developed on
the basis of this particular data set. Inferences based on the
ONHS data set are also limited by its cross-sectional nature
and the fact that exposure data was absent for the control
population exposed to 8-hour TWA sound levels below 80
dB. As a result, the use of this model for other data sets with
differing characteristics and different methods of data collec-
tion would not necessarily provide similar results.

C. Comparison of new risk estimates to ANSI S3.44

Given this updated analysis of the NIOSH~1972! data, it
is of interest to compare these results to estimates generated
using methodology developed by the International Standards
Organization~ISO 1971, 1990!, which was adopted in the
ANSI S3.44 standard~ANSI, 1996!. This standard was is-
sued to provide a more accurate and more generalized model
of the relationship between NIPTS and occupational noise
exposure for people at different ages and duration of expo-
sure. ANSI S3.44~ANSI, 1996! provides mathematical pro-

cedures for estimating hearing handicap due to noise expo-
sure for populations free from auditory impairment~other
than that due to noise!.

The data from studies by Passchier-Vermeer~1968! and
by Burns and Robinson~1970! are the basis of the ANSI
S3.44~ANSI, 1996! standard for estimating NIPTS. As with
the NIOSH~1972! study, most of the noise-exposed workers
were exposed to daily noise levels ranging from 85 to 95 dB.

The Passchier-Vermeer~1968! and Robinson~1970!
models are represented by different mathematical equations
which include an aging~non-noise! component in dB and a
NIPTS component in dB. For each model, the equation for
NIPTS was determined by age correcting the noise-exposed
workers’ hearing threshold levels to get the NIPTS compo-
nent. An empirical equation was developed for NIPTS in
terms of noise level and exposure time. For each model, the
aging and NIPTS components were combined to compute
total hearing threshold level in dB~ANSI, 1996!. A simple
arithmetic average of the NIPTS values of Passchier-
Vermeer and Robinson are used to predict NIPTS for ANSI

FIG. 5. Excess risk~AI-weighting, 1–4 kHz! as a function of sound level~LNE) according to model 4~Table IV!, in comparison with curves derived from
ANSI S3.44.1996 using Annex A database. Panel A: age 65 years, exposure duration 45 years. Panel B: age 45 years, exposure duration 25 years.
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S3.44~ANSI, 1996!. Johnson~1978! provides the methodol-
ogy used to develop risk percent calculations using the per-
centage of the population expected to exceed a specific hear-
ing threshold level~e.g., 25 dB! for a given population.

The excess risks generated from our analysis of the 1–4
kHz AI definition are compared to excess risk estimates gen-
erated using the ANSI S3.44~ANSI, 1996! methodology and
Annex A as the unexposed population. Annex A was chosen
over Annex B since the NIOSH study population was highly
screened. Hence, the Annex A highly screened control popu-
lation is the most appropriate comparison to our study popu-
lation. As shown in Fig. 5, excess risk estimates from our
best fitting model are similar to those estimated by ANSI
S3.44~ANSI, 1996! for workers aged 65 years with 45 years
of exposure. However, among workers aged 45 years with 25
years of exposure, excess risk estimates at sound levels
greater than 90 dB are higher for this analysis as compared to
ANSI S3.44~ANSI, 1996!. These results particularly in the
range of 80–90 dB are not surprising given the similarities in

study design, data collection and time period for all of these
studies. Although these are qualitative comparisons, the dif-
ferences in estimates of lifetime excess risk between ANSI
S3.44 ~ANSI, 1996! and this analysis do not appear to be
substantial. This is illustrated in Fig. 6, which shows that
excess risk estimates generated from ANSI S3.44 are located
between the bootstrap-based 90% upper and lower confi-
dence limits from the best fitting logistic model. At age 45
years and 25 years of exposure, excess risk estimates below
89 dB are within the lower bound of the confidence limits
from the logistic model. Thereafter, point estimates from
ANSI S3.44 are found to be lower, particularly at sound
levels greater than 92 dB.

For other definitions of hearing handicap~0.5–2 kHz
and 1–3 kHz!, ANSI S3.44 estimates of excess risk are con-
siderably lower at 85 dB for workers aged 65 years with 25
years of exposure. For the 0.5–2 kHz definition, excess risks
at 85 dB from our logistic model and ANSI S3.44~ANSI,
1996! are 12% and 1%, respectively. For the 1–3 kHz defi-

FIG. 6. Bootstrap-based 90% lower and upper confidence limits for excess risk~AI-weighting, 1–4 kHz! as a function of sound level~LNE) according to
model 4~Table IV!, in comparison with curves derived from ANSI S3.44.1996 using Annex A database. Panel A: age 65 years, exposure duration 45 years.
Panel B: age 45 years, exposure duration 25 years.
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nition, the values are 16% for our model and 4% using ANSI
S3.44~ANSI, 1996! methods. At 80 dB, ANSI S3.44 gener-
ates excess risks of 0% for both definitions, while estimates
from this analysis are 5% and 6% for the 0.5–2 kHz and 1–3
kHz definitions, respectively. Some of the divergent results
may be due to differences in population characteristics of the
studies used to generate excess risks. The NIOSH data set
represented a heterogeneous population of workers from a
variety of geographic regions and worksites within the
United States. The study populations used to develop the
ANSI S3.44 ~ANSI, 1996! models were likely to be more
homogeneous with respect to industry, demographic and so-
cioeconomic~e.g., access to medical care! characteristics.

D. Future directions and data needs

This analysis indicates a need to collect and analyze data
from populations exposed to noise at sound levels below 85
dB to learn more about the shape of the dose-response rela-
tionship below 85 dB. Like similar studies conducted in the
late 1960 and early 1970’s, the screened ONHS data set had
few subjects with exposures at levels below 85 dB. This
contributed to a high degree of instability in the risk esti-
mates as the modeling assumptions were varied. Although
logistic modeling techniques were used in this analysis, other
methods for evaluating excess risks can reasonably be ap-
plied to these data. Nonetheless, it seems plausible that the
observed instability below 85 dB would persist using other
modeling methods. Risk estimates in the range of 88–95 dB
are probably more reliable than the estimates for the lower
ranges of sound level. More recent longitudinal data sets
may be useful in examining risk below 85 dB. To examine
whether noise-induced hearing handicap remains a problem
for workers enrolled in OSHA-mandated hearing conserva-
tion programs~Department of Labor, 1981a,1981b!, we are
currently examining appropriate longitudinal audiometric da-
tabases. The present analysis indicates that new studies
should be implemented to~1! characterize noise exposure for
presumably ‘‘non-noise’’ or low noise populations~includ-
ing populations exposed to nonoccupational sources of
noise!; and~2! examine dose-response relationships for noise
and hearing handicap among workers exposed to noise levels
below 90 dB.
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Lightweight double leaf partitions are widely used and with proper design give good sound
isolation. However, when these walls are used as party walls between dwellings, then precautions
are necessary to prevent the transmission of fire and smoke. This is usually carried out by placing
a firestop in the cavity. This firestop introduces flanking transmission paths reducing the airborne
transmission loss of the wall. A simple model is developed which can predict vibration transmission
across this type of structural connection. The structural vibration transmission loss can then be used
with a more general statistical energy analysis model to give the sound transmission through the
entire system. Predicted airborne transmission loss results for a variety of different materials are
compared with measured results and good agreement is obtained. ©1997 Acoustical Society of
America.@S0001-4966~97!01002-3#

PACS numbers: 43.55.Ti, 43.55.Rg, 43.55.Vj@JDQ#

INTRODUCTION

Double walls are widely used both as internal partitions
and as high performance walls separating two different
dwellings. They normally consist of a frame of wood or pro-
filed metal channel covered with one or more layers of gyp-
sum board. If the wall is to have good sound isolating prop-
erties, then there will usually be sound absorbing material in
the cavity which will increase the airborne transmission loss.
Sound insulation will be further improved if two separate
frames are used to support the gypsum board so that there is
no physical connection between the two leaves of the wall. It
is these high performance walls that are considered in this
paper.

When properly designed these partitions work well and
give good sound isolation. However, in walls that separate
dwellings, fire and smoke must also be considered as the
cavity can allow the spread of fire throughout the dwelling.
To prevent this, a physical barrier called a firestop is usually
placed in the cavity as shown in Fig. 1. Typical materials
used are plywood, gypsum board, or steel.1 When the
firestop is at floor level~as shown in Fig. 1! the simplest
method of construction is to make the plywood floor deck
continuous under the wall. When the firestop is a vertical
edge~in which case Fig. 1 is a plan rather than a section and
the floor is another wall!, then the gypsum board that covers
the flanking wall can be continuous across the cavity of the
separating wall.

Measurements made in real buildings show that the air-
borne transmission loss of a wall when a firestop has been
fitted is less than when there is no firestop. This is confirmed

by laboratory measurements made on standard forms of
construction.2

In this paper a model is developed which enables the
vibration transmission across a continuous firestop to be pre-
dicted. The predicted structural transmission loss results
from this model are then used within a more general statis-
tical energy analysis framework. This enables noise trans-
mission between the two rooms through the partition system
and also across the firestop to be determined.

A comparison of measured results with these calcula-
tions shows good agreement. It is shown that there are con-
siderable differences in sound transmission depending on
which firestop materials are used and that this difference can
be predicted. The model enables appropriate firestop materi-
als to be selected.

I. THEORY OF STRUCTURE-BORNE TRANSMISSION

The actual construction of the joint between the two
leaves of the wall and the two parts of the floor at the firestop
is complex and some simplifications are necessary if useable
models are to be developed. A floor will usually consist of
wood joists with a floor covering~typically a plywood deck!
and a gypsum board ceiling. Each leaf of the wall will gen-
erally have a metal or wooden frame with gypsum board
covering. For simplicity, the effects of the joists in the floor
and the frame in the walls have not been considered. Their
omission greatly simplifies the calculation but can lead to
some errors.

In the test structure the frame reduced vibration propa-
gation across both the gypsum board wall and the plywood
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floor. If a panel is excited by airborne sound then the vibra-
tion energy will be uniformly distributed across the panel
and there will be no net power flow between different sec-
tions so that the effect of the frame will be negligible. How-
ever, in flanking paths the excitation of the receiving room
wall and floor is along an edge. In this case the effect of the
frame and the joists will be more important. In the test con-
structions the joists were parallel to the test joint and so
affected the propagation of energy away from the joint. In
the walls~both the common wall and the flanking wall! the
frame members were vertical. If the firestop element is at
floor level then the wall frame will have a small effect on the
distribution of energy across the panel. If the firestop is a
vertical edge then the effect will be larger.

Another approximation that simplifies the calculations is
to ignore in-plane vibration. Where a floor and a wall meet at
a right angle it is reasonable, as a first approximation, to
assume that each will prevent lateral motion of the other.
Thus, the floor will prevent in-plane motion of the wall that
is at right angles to it andvice versa. The wall and floor are
still free to rotate but there is no lateral motion of the actual
joint. This assumption prevents the generation of in-plane
displacements and power is then transmitted by moments
only. With these assumptions the structural transmission at
the joint can be determined.

The parameter used to describe transmission is the trans-
mission coefficient,t, defined as the ratio of the power trans-
mitted across a joint to the power incident on it. This is then
related to the structural transmission loss,H510 log~1/t!.

The method commonly used to determine the structural
transmission loss at the joints between plates is to examine
the behavior of semi-infinite plates connected at a joint.3 In
this case there are four plates~two walls and two floors!. It is
assumed that there is a bending wave incident on the joint
and that the objective of the analysis is to calculate the am-
plitude of the waves leaving the joint and hence the struc-
tural transmission loss. This is a standard procedure for cal-
culating structural transmission loss.3,4

The general coordinate system used for the calculations
is shown in Fig. 2. On each plate there will be a traveling

bending wave with amplitudeT and a near-field bending
wave with amplitudeTn . In addition on plate 1 there is as-
sumed to be a wave incident on the joint with unit amplitude.
The displacement on plates 1–4~j1 to j4! can then be given
as

j15~e2 ik1 cosu1x1T1e
ik1 cosu1x1Tn1e

kn1x!

3e2 ik1 sin u1yeivt, ~1!

j25~T2e
2 ik2 cosu2z1Tn2e

2kn2z!e2 ik2 sin u2yeivt, ~2!

j35~T3e
2 ik3 cosu3z1Tn3e

2kn3z!e2 ik3 sin u3yeivt, ~3!

j45~T4e
2 ik4 cosu4x1Tn4e

2kn4x!e2 ik4 sin u4yeivt, ~4!

wherek is the wave number.
Since power is transmitted only by moments in this

model the orientation of the plates can be changed without
affecting the structural transmission loss. Thus, the number-
ing can be changed so that plate 1 is the wall and plate 2 is
the floor. The only necessary assumption is that plates 1 and
2 are on one side of the firestop and that 3 and 4 are on the
other.

If the sound field on plate 1 is diffuse then all angles of
incidence are possible. For a given angle of incidenceu1
~measured from the normal! on plate 1 the angle of transmis-
sion of the other waves can be found from the relationship

k1 sin u15k2 sin u25k3 sin u35k4 sin u4 . ~5!

kn is the near-field wave number in thex or z direction and
can be found for any plate from3

kni5Aki21ki
2 sin2 u i . ~6!

The requirement that the displacement of all the plates
be zero at the boundary~wherex andz50! gives, from Eqs.
~1!–~4!,

11T11Tn15T21Tn25T31Tn35T41Tn450, ~7!

so that the amplitude of the near-field waves can be given in
terms of the traveling wave amplitude for each plate.

At the boundary it is assumed that the plates on the left
of the joint and those on the right are rigidly bonded together
so that the angle between them is preserved. This leads to
two equations linking the slope,f, on plates 1 and 2 and the

FIG. 1. Section through a double wall resting on a wood floor with a firestop
to prevent the passage of fire and smoke.

FIG. 2. Coordinate system used to calculate the structural transmission loss.
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slopes on plates 3 and 4. Equating the slopes on plates 1 and
2 givesf15f2. Expressing the slope as the derivative of the
displacement3 gives

]j1
]x

5
]j2
]z

. ~8!

Evaluating this at the origin wherex, andz50 gives

T1@2kn11 ik1 cosu1#1T2@2kn21 ik2 cosu2#

5kn11 ik1 cosu1 . ~9!

Similarly, equating the slopes of plates 3 and 4, so that
f35f4, gives

]j3
]z

5
]j4
]x

, ~10!

which can be given as

T3@kn32 ik3 cosu3#1T4@2kn41 ik4 cosu4#50. ~11!

Two other equations can be written relating the mo-
ments. Summing the moments about each side in turn and
using the coordinate system shown in Fig. 2 gives

M12M22M f50 ~12!

and

M31M42M f50, ~13!

whereMi is the moment acting on the firestop from platei
andM f is the moment acting on the plates due to the firestop.

The moment~per unit width! acting on the boundary due
to wave motion on a plate can be given by3

M52BF]2j]x2
1m

]2j

]y2G , ~14!

so that, by substituting the displacement into Eq.~14! and
evaluating atx, y and z50, the moment due to each plate
can be found. For moments on plates 2 and 3 thex depen-
dence in Eq.~14! is changed toz. Here,B is the material
stiffness per unit width and is given in terms of Young’s
modulusE, the thicknessh, and Poisson’s ratiom, as

B5
Eh3

12~12m2!
. ~15!

The moment~per unit width! acting on the plates due to
the firestop can be written in terms of the change in slope
across its width~f12f4! and the stiffness~per unit width! of
the firestop component. This depends on both the stiffness of
the firestop materialBf and the cavity depthd to give

M f5
Bf

d
~f12f4!, ~16!

whered, the width of the firestop, is taken as the separation
between the sole plates of the wall~25 mm for the test struc-
ture!. At normal incidence the bending stiffness of the fir-
estop can be found from Eq.~15!. At other angles of inci-
dence there also will be bending along they axis which will
increase the overall stiffness. Accounting for this more cor-
rectly would increase the overall complexity of the model
and is not justified, given the other approximations and as-

sumptions that have been made. Therefore in all calculations
the simple approximation of Eq.~15! has been used.

Inserting Eqs.~14! and~16! into Eqs.~12! and~13!, and
substituting for the displacement, gives the two moment
equations as

T1@2B1k1
21Bfkn1 /d2 iB fk1 cosu1 /d#1T2@22B2k2

2#

1T4@Bfkn4 /d2 iB fk4 cosu4 /d#

522B1k1
22Bfkn1 /d2 iB fk1 cosu1 /d ~17!

and

T1@Bfkn1 /d2 iB fk1 cosu1 /d#1T3@2B3k3
2#

1T4@2B4k4
21Bfkn4 /d2 iB fk4 cosu4 /d#

52Bfkn1 /d2 iB fk1 cosu1 /d. ~18!

The four equations,~9!, ~11!, ~17!, and ~18!, can be
solved numerically to give the amplitude of the waves leav-
ing the joint from which the structural transmission coeffi-
cient t can be found using

t12~u!5
rs2k1 cosu2uT2u2

rs1k2 cosu1
, ~19!

wherers is the surface density.
The angular averaged transmission coefficient can then

be found from3

tan5E
0

p/2

t~u!cosu du. ~20!

As the four plates that make up the joint are often very
similar a useful approximation is to assume that all the plates
are made from the same materials and have the same thick-
ness. In this case, the normal incidence solution for the struc-
tural transmission loss can be given as

H135H14510 logF16B2k2d2

Bf
2 1

16Bkd

Bf
18G . ~21!

This can be used to give an estimate of the structural trans-
mission loss and can be used to quickly rank different mate-
rials.

The relation between the parameterBkd/Bf and the
structural transmission loss can be seen in Fig. 3 for the case
where all four plates are assumed to have the same material
properties. The results show both the random incidence so-
lution and the normal incidence approximation. It can be
seen that the normal incidence approximation is about 2 dB
less than the random incidence solution. At low frequencies
or for stiff firestops~the left of Fig. 3! the structural trans-
mission loss tends to a constant value. The limits are 9 dB
for the normal incidence solution and 10.8 dB for the random
incidence solution and are the same as the result for a rigid
cross joint. As the frequency increases or the stiffness gets
less so the structural transmission loss increases.

The solution given above is for four plates connected at
a joint. In some cases there may be additional plates if for
example the walls under the floor were included. For each
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additional plate there is one additional equation relating the
slope of the new plate to an existing plate and one additional
term in one of the moment equations.

II. TEST FACILITY

In order to test the theory given in the previous section
measurements were carried out in the flanking laboratory of
the National Research Council of Canada.2 The test facility
consists of four rooms~two up and two down! with volumes
from 35 to 50 m3. The test joint shown in Fig. 1 formed the
only link between two pairs of otherwise separate rooms.
The walls were made from wood frames covered with two
layers of gypsum board and the floors were constructed from
38- 3235-mm joists with 16-mm plywood on the top and 2
layers of 13-mm gypsum board on the ceiling attached using
resilient furring strips. The separating wall~13.5 m2! had
independent frames with two layers of plasterboard on each
side and the cavity between the two leaves was filled with
sound absorbing material.

Sound transmission was measured between the upper
pairs of rooms and the firestop was either at floor level or at
a wall edge. When the firestop was at floor level the joint is
like that shown in Fig. 1, except that there are rooms under-
neath. Due to the method of construction it was not appro-
priate to include the walls below the floor in the analysis, as
there was no significant physical connection between the
floor assembly and the lower party wall.

Sound transmission between the test rooms was pre-
dicted using a statistical energy analysis model. Statistical
energy analysis modeling is described in more detail by
Craik4 and details of the model used are given in Ref. 5.

The firestops used were all 25 mm wide and were
0.38-mm steel, 16-mm plywood or 26-mm gypsum board
~made from 2 sheets of 13-mm gypsum board!.

III. RESULTS

All of the tests carried out were of airborne sound trans-
mission between two rooms separated by a test wall, as

shown in Fig. 1 but with additional rooms underneath. A
noise source was placed in room 1 and a standard sound
transmission test6 was carried out to give the airborne trans-
mission loss of the wall.

The first tests were carried out when there was no fir-
estop connecting the two leaves of the separating wall so that
direct transmission through the wall together with any minor
flanking paths through the rest of the laboratory could be
determined.

As the dominant transmission path is the direct path
through the wall, the absorption in the cavity is important.
Transmission through the double wall can be considered as
transmission into the cavity followed by transmission out of
the cavity. The sound-pressure level in the cavity is inversely
proportional to the cavity damping so that the overall air-
borne transmission loss is inversely proportional to the rever-
beration time of the cavity.

The reverberation time,T, that was measured in the wall
cavity and in one of the floor cavities can be seen in Fig. 4.
The reverberation time was much less than would be ex-
pected for a normal room and was very difficult to measure.
A standard decay rate method was used with a small loud-
speaker placed in the cavity. There was considerable inter-
ference in the cavity decay curve from energy returning from
the rooms and the rest of the structure making the decay
curves difficult to interpret. It was assumed that the high
readings of around 0.5 s were due to the reverberation time
of the rooms and that the true reverberation time was the
lowest of the measured readings. A best fitting estimate of
T53/A f was therefore used as this passed through the lowest
readings. Subsequent measurements were made on an iso-
lated test structure that reproduced the conditions in the cav-
ity without interference from any surrounding structure. The
results for the isolated cavity~also shown in Fig. 4! confirm
that the estimate is a good one.

Using these data and a standard SEA model, sound
transmission through the basic partition was predicted. This
is shown together with the measured airborne transmission
loss in Fig. 5. It can be seen that there is good agreement

FIG. 3. Structural transmission loss between plates 1 and 3~or 4! at a joint
where all the plates are made from the same material and have the same
thickness. ———, random incidence;––––,normal incidence.

FIG. 4. Reverberation time measured in the cavity of the double wall and
floor. ––h––, measured in the wall; ––s––, measured in the floor;
———, estimated curve 3/A f ; ............, measured in an isolated cavity.

967 967J. Acoust. Soc. Am., Vol. 101, No. 2, February 1997 Craik et al.: Sound transmission with edge flanking



between the measured and predicted data, although the pre-
dicted dip at around 3 kHz associated with the critical fre-
quency is not at the correct frequency. The SEA model used
included all of the surrounding structure~using 20 sub-
systems! and is therefore more complex than the 5 subsystem
model shown in the insert. However, the 5 subsystem model
describes the direct paths through the partition and is suffi-
cient for most purposes. In the SEA model the arrows from
the room to the cavity represent the nonresonant~mass-law!
transmission path and will dominate transmission at frequen-
cies below the critical frequency.

Using the 5 subsystem model the airborne transmission
loss due to the direct path can be given as4

R5R11R2110 log
1

f Tc
114.4, ~22!

whereR is the overall airborne transmission loss,R1,2 is the
airborne transmission loss of the individual leaves of the wall
and can be approximated to the mass-law equation7 below
the critical frequency, andTc is the reverberation time of the
cavity. This equation assumes that the cavity is sufficiently
narrow that it behaves as a two dimensional space.f is the
band center frequency~usually 1

3 octaves!.
When the firestop is introduced then sound is transmit-

ted by additional paths which decrease the overall airborne
transmission loss. The model is then much more complex
and there is no single simple algebraic expression for the
sound reduction index equivalent to Eq.~22!. Either a full
SEA model has to be set up or else a path by path analysis
carried out.4 The results of such calculations can be seen in
Fig. 6, which shows the measured results for no firestop
~shown in Fig. 5! together with the measured and predicted
results for situations where there is a steel firestop and a
plywood firestop at floor level.

At low frequencies sound is mainly transmitted via the
direct paths so that the additional flanking paths through the
firestop make little difference. At higher frequencies the re-
sults show clearly the effect of the additional flanking paths.
The steel firestop provides very weak coupling and gives

results that are more or less the same as the results for no
firestop. The results for the plywood firestop show a signifi-
cant decrease in airborne transmission loss at the higher fre-
quencies. This result shows that the best method of reducing
flanking is to use a flexible firestop such as a thin steel plate.

An analysis of the different transmission paths associ-
ated with transmission between the two rooms when there is
a plywood firestop can be seen in Fig. 7. The figure shows
the predicted airborne transmission loss when there is no
firestop together with the four main paths associated with the
firestop. The least important is the path from source room to
the wall in the source room across the firestop to the wall in
the receiving room followed by radiation into the receiving
room. The most important of the flanking paths is from the
source room, into the floor of the source room, across the
joint into the floor of the receiving room, followed by radia-
tion into the receiving room. The other two flanking paths

FIG. 5. Airborne transmission loss of a double wall with no firestop. A
simplified SEA model is shown in the insert. ———, predicted;––––,
measured.

FIG. 6. Airborne transmission loss for a wall with a steel and a plywood
firestop at floor level. ––h––, measured with a steel firestop; ——h——,
predicted with a steel firestop; ––s––, measured with a plywood firestop;
——s——, predicted with a plywood firestop; ............, measured with no
firestop.

FIG. 7. Transmission paths associated with the plywood firestop. ———,
sum of all paths; ––h––, wall–wall path; ––s––, wall-floor path;
––s––, floor–wall path; ––n––, floor-floor path; ............, prediction with
no firestop.
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from the source room wall to the receiving room floor and
from the source room floor to the receiving room wall are
approximately equal and lie midway between the other two
flanking curves. As was shown in the measured data in Fig.
6, the transmission at low frequencies is dominated by the
direct path through the wall. In this figure the prediction for
the wall with no firestop is shown for comparison. At the
higher frequencies, above about 125 Hz, the dominant path is
the flanking path involving transmission from one floor to
the other and shows clearly the effect of this path on trans-
mission between the two rooms.

Given that the dominant flanking path involves the floor
in each room then one method of improving the overall
transmission loss between the two rooms would be to place a
floating floor on top of the structural floor to reduce excita-
tion of the floor and radiation from it. The results for such a
floor can be seen in Fig. 8. This shows the measured and
predicted results for the case where there is a floating floor
on the receiving side only. For simplicity it was assumed that
the floating floor only eliminated coupling between the floor
and the room~effectively eliminating two of the four main
flanking paths!. The predicted results are lower than the mea-
sured results but both show a significant increase in the air-
borne transmission loss compared to that for a plywood fir-
estop.

Figure 9 shows results for flanking along the external
wall where the firestop was two sheets of gypsum board
carried through from the wall of one room to the wall of the
other. Again the results are shown for a system with and
without a firestop. In this case the firestop has little effect
except at the higher frequencies.

IV. CONCLUSIONS

Despite the simplicity of the model used for the calcu-
lation of structural transmission loss, it gives reasonable
agreement between the measured and predicted results. The
theory predicts the correct trends and therefore allows a com-
parison of the effect of different firestop materials. The ply-
wood firestop is the simplest method of forming a firestop at
floor level and leads to significant flanking paths for double
partition constructions. In the test construction these could be
reduced by placing a floating floor on top of the structural
floor. Alternatively a thin steel sheet can be used as a firestop
to minimise flanking transmission.

An estimate of the structural transmission loss can be
found from Eq.~21! which can be used to rank different test
materials.

1National Building Code of Canada 1990, Part 9, Section 9.10.15 Firestops,
Associate Committee on the National Building Code, National Research
Council, Canada, 1991.

2T. R. T. Nightingale, ‘‘Methods for measuring and identifying flanking
transmission in wood-framed constructions,’’ Proc. INTERNOISE93,
953–956~1993!.

3L. Cremer, M. Heckl, and E. E. Ungar,Structure-Borne Sound~Springer-
Verlag, Berlin, 1988!.

4R. J. M. Craik,Sound Transmission Through Buildings Using Statistical
Energy Analysis~Gower, Aldershot, United Kingdom, 1996!.

5R. J. M. Craik, J. A. Steel, and T. R. T. Nightingale, ‘‘Sound transmission
through framed buildings,’’ IRC internal report IRC-IR-672, Institute for
Research in Construction, National Research Council, Ottawa, Canada,
1995.

6ASTM E336-90, ‘‘Standard test method for measurement of airborne
sound insulation in buildings,’’ 1995~also ISO 140 1978!.

7L. L. Beranek and I. L. Ver,Noise and Vibration Control Engineering
~Wiley, New York, 1992!.

FIG. 8. Airborne transmission loss for transmission between the two rooms
when a floating floor is placed over the floor to reduce excitation of and
radiation from the floor. ............, measured with no firestop; ––s––, mea-
sured with a plywood firestop and a floating floor; ––n––, measured with
a plywood firestop; ———, predicted.

FIG. 9. Airborne transmission loss of the double wall when there is a gyp-
sum board firestop providing flanking along the external wall.––––,mea-
sured; ———, predicted; ............, measured with no firestop.
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The reflection coefficient at the solid–rubber interface of a rubber coupled ultrasonic transducer may
be used as a measure of its coupling performance; the lower the solid–rubber reflection coefficient,
the better the coupling. An experimental and theoretical study of the transmission of ultrasound
across dry coupled solid–rubber interfaces, and in particular the effect of surface roughness and
particulate contaminants on solid coupling, is described. The effect of surface roughness is modeled
using a numerical contact model of the solid–rubber interface from which the static stiffness is
calculated. The calculated interfacial stiffness is then used in a spring model of the interface to
predict the solid–rubber reflection coefficient behavior. By repeating this process for different loads
applied to the solid–rubber interface the variation of reflection coefficient with interfacial pressure
is found. The agreement between these predictions and the experiments is shown to be reasonable
in general and good at higher pressures. The numerical contact model is then used to predict the
pressure required to achieve a given level of coupling on a variety of surfaces. This modeling
procedure can now be used to provide the operator of a dry coupled system with an estimate of the
pressure which must be applied to a dry coupled transducer on a given system to achieve the
required coupling. The effect of dust and dirt on the transmission of ultrasound across solid–rubber
interfaces has been considered experimentally. These experiments showed that particulate
contaminants at a solid coupled interface significantly reduce the degree of coupling and this effect
is quantified. ©1997 Acoustical Society of America.@S0001-4966~97!02301-1#

PACS numbers: 43.58.Vb, 43.35.Yb, 43.38.Ar@SLE#

INTRODUCTION

The authors are currently working on a project to im-
prove the performance of solid coupled ultrasonic transduc-
ers. This work has already enabled the construction of a rub-
ber coupled wheel probe1 that operates at a center frequency
of 4 MHz. In this device a rubber tyre conforms around the
surface roughness contours of the test structure hence pro-
viding coupling. Coupling can be improved by increasing the
pressure across the rubber–solid interface or by reducing the
surface roughness of the test structure. Dust and dirt increase
the effective roughness of the surface, providing additional
obstacles around which the rubber must conform in order to
couple to the test structure. For an efficient solid coupled
system transmission across the rubber–solid boundary must
be maximized. Unfortunately, transmission coefficient mea-
surements on this system are difficult as the transducers will
approach one another as the pressure across the interface is
increased and the rubber deforms. This makes transmission
coefficient measurement inaccurate and so reflection coeffi-
cient measurements were performed in this study. It is as-
sumed that the proportion of the wave scattered obliquely is
negligible and so the solid–rubber reflection coefficient mea-
sured at normal incidence will determine the proportion of
the wave transmitted into the test structure. This assumption
is valid if the size of the scatterer is small compared to the

wavelength because the amount of scattering decreases as the
scatterer size decreases relative to the wavelength.2 Reflec-
tion coefficients are, therefore, used to measure the degree of
coupling across the rubber–solid interface, maximum cou-
pling occurring when the reflection coefficient is a minimum.
In this paper results are presented in which the solid–rubber
reflection coefficient is measured for various surface rough-
nesses and for interfaces contaminated with a variety of par-
ticulate contaminants.

Reflection coefficients from solid–solid interfaces and
the similar case of reflection from a layer of embedded pores
have been studied by many authors. Baik and Thompson3

describe a spring model approximation to calculate reflection
coefficients in the low-frequency range, the spring constants
being determined from the static stiffness of the solid–solid
interface; this is termed the quasistatic model~QSM!. Mar-
getanet al.4 verified this type of model experimentally by
measuring the reflection coefficient from artificially intro-
duced defects of simple geometry and known size. Angel
and Achenbach5 have derived a closed form solution for the
reflection coefficient from a regular array of equally sized
defects which is valid at all frequencies, and have demon-
strated that this model is in good agreement with the quasi-
static approximation at low frequencies. Nagy6 used both
longitudinal and shear waves to classify interfacial imperfec-

970 970J. Acoust. Soc. Am. 101 (2), February 1997 0001-4966/97/101(2)/970/12/$10.00 © 1997 Acoustical Society of America



tions and showed that by using both these wave types it is
possible to gain additional information about the state of the
interface.

Other authors have investigated the reflection coefficient
from the interface between randomly rough surfaces under
pressure. Haines7 considered the reflection coefficients from
rough solid–solid interfaces. He described a statistical model
of the rough surface and calculated the true area of contact
by considering the independent elastic, and elastic-plastic,
contact of each asperity. From the true area of contact a
spring model was used to calculate the reflection coefficient.
At high percentages of contact the neighboring asperities in-
teract, hence limiting this model to low percentages of con-
tact. Krolikowski8 attempted to measure contact parameters
by measuring the reflection coefficient from the solid–solid
interface and by using a similar model of the contact to
Haines.

This paper describes a link between the reflection coef-
ficient from a solid–rubber interface, surface roughness and
interfacial pressure. It advances on previous work3–8 in this
area by describing a method by which the stiffness of a
solid–rubber interface can be predicted and used to calculate
the reflection coefficient if the surface profiles and elastic
properties of the materials are known. Rubber–solid contact
provides an example of elastic contact and so an elastic con-
tact model can be used. The surface profiles of the two sub-
strates are measured and a numerical contact model is then
used to predict the size and distribution of the noncontacting
regions~gaps! along the rubber–solid interface as a function
of applied load. Measurements of the reflection coefficients
at varying loads, together with the results from the numerical
contact model, then allow the variation of the reflection co-
efficient with changes in the contact conditions~e.g., per-
centage contact! to be determined. Interfacial stiffnesses
have been calculated from the information provided by the
numerical contact model and from simplifying assumptions
about the interfacial geometry. These stiffnesses are then
used in spring models to calculate reflection coefficients
which are then compared to those measured experimentally.

I. BACKGROUND

The normal incidence reflection coefficient from a
bonded interface between materials 1 and 2 when a wave is
incident on the interface from medium 1 can be written as9

R125
Z12Z2
Z21Z1

, ~1!

whereZ1 andZ2 are the acoustic impedances of the media on
either side of the interface. Attenuation has been neglected in
the derivation of Eq.~1!, but even for high loss materials like
rubber its effect is negligible on the rubber–solid reflection
coefficient.10 From Eq.~1! it can be seen that the reflection
coefficient from such an interface is independent of fre-
quency.

If an ultrasonic wave is incident on a partially contacting
interface the reflection coefficient cannot be calculated using
Eq. ~1!. Where the surfaces are in contact, the ultrasonic
wave will ‘‘see’’ a continuous piece of material, and where

the surfaces are out of contact it will ‘‘see’’ an impenetrable
air gap. Each air gap will scatter the incoming wave and so
the reflected and transmitted acoustic fields will be the net
result of many wave–scatterer interactions. The precise na-
ture of these interactions is governed by the ratio of the
wavelength to the size of the scatterers~air gaps! in the plane
of the interface. If the wavelength of the incident ultrasonic
wave is large compared to the size of the air gaps then Ray-
leigh scattering occurs. The Rayleigh scattering regime is
perhaps the simplest regime to work in as many factors be-
come less significant at low frequency~long wavelength! and
in particular, spring approximations apply.3 As the wave-
length is large compared to the length of the gaps and the
wave falls over many gaps it is no longer necessary to con-
sider the individual effects of all the gaps. The overall effect
of the gaps is to change the stiffness of the material across
the interface. The mass of the interfacial layer can be ignored
as the air gaps are very thin in the direction normal to the
interface and the density of the interface layer is low due to
the presence of the air. The imperfect interface can then be
replaced by a spring with a stiffness equivalent to the overall
interfacial stiffness. Also as the frequency is low, dynamic
effects are ignored and so the quasistatic approximation can
be taken in which the interfacial stiffness can be replaced by
the static stiffness of the interface. This approximation,
which is exact in the limit when frequency tends to zero, has
been shown to describe well the observed frequency
dependence7 and is in good agreement with more rigorous
scattering models.5

A schematic diagram of the spring description of a par-
tially contacting interface is shown in Fig. 1. The spring
stiffness per unit area,k, for a given interface can be de-
scribed as

k5
s

d1
, ~2!

wheres is the average stress across the interface anddI is
the extra displacement caused by the partially contacting in-
terface. If a stress is applied across a poorly contacting in-
terface, the resulting interfacial displacement will be large
and hence give a low spring stiffness. If a stress is now
applied across an almost perfect interface, the extra displace-
ment at the interface will be small and hence give a high
interfacial spring stiffness. This model can now be incorpo-

FIG. 1. Representation of partially contacting interfaces by a spring:~a!
geometry of the experimental setup;~b! static model of the interface;~c!
spring model of the interface.
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rated into the definition of reflection coefficient. Equation~1!
was derived assuming continuity of stresses and displace-
ments across the boundary as is the case for a perfectly
coupled interface. For a partially contacting interface this
boundary condition is replaced by the spring boundary con-
dition,

d22d15
sb

k
~3a!

and

s15s25sb , ~3b!

whered1 andd2 are the amplitudes of the displacements of
the waves either side of the interface,sb is the stress at the
boundary andk is the interfacial stiffness per unit area. Fol-
lowing the analysis of Tattersall11 the reflection coefficient
can now be described as

R125
Z12Z21 iv~Z1Z2 /k!

Z11Z21 iv~Z1Z2 /k!
, ~4!

wherev is the angular frequency andi 5 A21. From this
equation it can be seen that as the interfacial stiffness tends
to infinity, the reflection coefficient tends to the perfect con-
tact value. Also as the interfacial stiffness tends to zero, so
the reflection coefficient tends to unity, indicating complete
reflection. Frequency dependence of the reflection coefficient
has also been introduced. When the frequency tends to zero
~the static case! so the reflection coefficient tends to the per-
fect contact value indicating that the wave will not ‘‘see’’ the
imperfections of the interface. As the frequency is increased,
the amplitude of the reflection coefficient increases toward
unity, though before it reaches this value, the quasistatic ap-
proximation itself becomes invalid.

II. MEASUREMENT OF REFLECTION COEFFICIENT
VERSUS PRESSURE

In this section the measurement of the solid–rubber re-
flection coefficient variation with pressure is described. Also
the effect of surface roughness is considered. Knowledge of
this variation is an important parameter in the design of solid
coupled ultrasonic devices. Although a specific case of a
rubber and a solid is described in this section the experimen-
tal procedure described is generic and is not dependent on
the end application.

A. Measurement technique

The material used as a solid couplant must be both soft
and have an acceptable material attenuation level. The rubber
used in this work was typical of a soft rubber containing only
low levels of additives such as fillers. It had a low frequency
Young’s modulus of 1.3 MPa, a Poisson’s ratio of 0.5 and a
density of 980 kg/m3. The longitudinal wave speed in the
material was 1500 m/s. Perspex~or Plexiglas! was used as
the solid as it is reasonably well acoustically matched to the
rubber so the reflection coefficient changes significantly be-
tween the no contact and contact conditions. It also has a
high enough Young’s modulus compared to rubber to be
considered as rigid in the analysis.

In order to measure the variation of solid–rubber reflec-
tion coefficient with pressure the first stage is to construct
experimental apparatus with which the pressure across a
solid–rubber interface can be varied in a known way and
from which the reflection coefficient can be measured. The
contact pressure will be calculated from the applied load and
so it is important that the pressure distribution across the
contact region is simple in form and repeatable. This is dif-
ficult to achieve when two flat plates contact as they must be
perfectly aligned and perfectly flat in two axes.12 If the plates
are not flat or are misaligned, unknown pressure variations
are developed across the contact region. With this situation it
is impossible to determine the pressure corresponding to the
measured reflection coefficient. The likelihood of this prob-
lem occurring is increased if either solid is soft, as soft solids
are less dimensionally stable. In order to surmount this prob-
lem the apparatus shown in Fig. 2 was used in which a
2-mm-thick rubber sheet was bonded to a 12-mm-diam solid
cylinder. This rubber-coated cylinder makes contact with an
interchangeable perspex plate. Using this technique a line
contact was made. Such a contact is only sensitive to mis-
alignments in one plane and has a simple pressure distribu-
tion. A 5-MHz center frequency, focused transducer was
placed in a water bath above the perspex plate. The trans-
ducer had a diameter of 10 mm and a focal length of 35 mm.
The water bath enabled coupling between the transducer and
the perspex to be achieved and enabled the transducer to be
scanned over the perspex–rubber contact. Care was taken to
ensure the transducer was focused on the perspex–rubber~or
perspex–air! interface. The amplitude of the reflection from
the perspex–rubber interface was compared with that from a
perspex–air interface~where the reflection coefficient equals
unity! and hence the reflection coefficient was calculated.
Figure 3 shows the measured variation of reflection coeffi-
cient over the contact region for different applied loads in
tests on a smooth perspex plate of roughness average,
Ra50.19mm. The roughness average is defined as the mean
of the vertical (z) departure of the profile from the center
line,

Ra5
1

L E
0

L

uz~x!udx, ~5!

whereL is the length of the profile and all the other symbols
have their usual meanings. Each reflection coefficient profile

FIG. 2. Experimental setup used to measure the perspex–rubber reflection
coefficient from a line contact.
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shown in Fig. 3 is an average of five profiles taken at differ-
ent positions along the axis of the cylinder. It can be seen
that at low loads the minimum of the reflection coefficient
profile is of parabolic form. Where no contact is made the
reflection coefficient is equal to unity; as the contact pressure
increases toward the center of the cylinder, so more energy is
transmitted into the rubber and the reflection coefficient de-
creases. Once the contact pressure is sufficient to cause per-
fect contact, the reflection coefficient reaches a minimum
value equal to the reflection coefficient calculated from Eq.
~1! and shown in Fig. 3. The correct measurement of the
perfect contact reflection coefficient provides a good means
of verifying the reflection coefficient measurement proce-
dure.

B. Prediction of pressure profiles

In order to relate the measured reflection coefficient to
pressure the pressure distribution across the contact zone
must be found. The geometry considered is the contact of a
cylindrical layered body on a flat plate. Unfortunately there
is no simple analytical solution for this case. However,
Meijers13 presented an approximate iterative scheme which
showed that the expected pressure distribution is semiellipti-
cal. A finite-element model of this geometry was constructed
by the authors which also showed that the pressure distribu-
tion was semielliptical. Both these models need inputs that
are unknown, for example the coefficient of friction between
the substrates. However, it is possible to reduce the need for
these numerical models by measuring the contact width op-
tically with a traveling microscope. The contact pressures
can then be calculated as the load and contact width are
known and the profile can be assumed to be semielliptical.

The transducer, despite being focused, will not measure
the reflection coefficient at a point but will give a weighted
average across its focal zone. Hence, at a given measurement
position the pressure corresponding to the measured reflec-
tion coefficient is a weighted average of the point pressures
across the width of the focal zone. The focal length of the
transducer was 35 mm and its width was 6.4 mm which gave
focal spot size14 of 3.2 mm~width of the central lobe! with a
standard Bessel function pressure field distribution. Figure 4
shows a semielliptical pressure distribution for 40N load ap-
plied to the system shown in Fig. 2 and the weighted average

pressure over the focal region for the same case. The effect
of averaging over the focal region is to lower the peak pres-
sure and widen the apparent contact width.

Figure 5 shows the variation of reflection coefficient
with pressure for different loads applied to the system shown
in Fig. 2 using a perspex plate of roughness average 0.19
mm. At a given load, a range of pressures from zero to the
peak pressure are generated and the corresponding reflection
coefficients are measured. Note that as the reflection coeffi-
cient ~Fig. 3! and pressure profiles~Fig. 4! are symmetric
about the maximum reflection coefficient and pressure, re-
spectively, it is only necessary to plot half this data in Fig. 5.
Most values of pressure are repeated at higher loads and in
this way most of the reflection coefficient measurements at a
given pressure are repeated. If the predicted pressure profiles
are correct then these repeat measurements should give the
same reflection coefficient. It can be seen from Fig. 5 that the
agreement of these repeated measurements is good. The
worst discrepancy is between the readings at 10N and those
at other loads in region ‘‘A’’ as indicated in Fig. 5.

C. The effect of different surface roughnesses

At least two parameters are needed to describe a rough
surface, one describing the height of the asperites and one
describing their distribution in the plane of the surface. There
are many such parameters to choose from15 and two of the
most common have been chosen in this paper. The roughness

FIG. 3. Measured perspex–rubber reflection coefficient under different
loads~Ra50.19mm!. FIG. 4. Predicted pressure across the contact region.

FIG. 5. Measured variation of reflection coefficient with pressure for a
number of different applied loads~Ra50.19mm!.
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average or center line average~Ra or CLA! has been used to
describe the height of the roughness and the correlation
length ~b* ! has been used to describe its distribution. These
parameters do not uniquely describe a surface but do enable
the character of a surface to be grasped quickly. They also
provide a route by which dissimilar surfaces can be more
easily compared and contrasted.

The roughness average was defined in Eq.~5! and the
correlation length is defined as the wavelength when the au-
tocorrelation function has decayed to some specific fraction
of its peak~1/e has been used in this paper!. The autocorre-
lation function,R~l!, can be written as

R~l!5
1

~L2l!
E
0

L2l

z~x!z~x1l!dx, ~6!

where l is the wavelength for which the autocorrelation
function is being determined and all other symbols have their
usual meanings.

The surface profiles of both the solid and the rubber
were measured using a stylus profilometer to provide a dis-
cretised height map of the sample surface along a line. A
Form Talysurf stylus profilometer was used with a 0.2-mm-
radius stylus and a finely balanced arm so that minimum
force was applied to the specimen but the surface contours
were still followed. The profile line was assumed to be sta-
tistically representative of the roughness of the whole
sample. The length of line determines the long wavelength
roughness limit of the measurement, and the horizontal sam-
pling interval and stylus radius determine the short wave-
length limit. The shortest possible sampling interval was
chosen as it was thought that roughness on a small scale
determines the acoustic contact. For the surface roughness
measurements described in this paper the sampling interval
used was 1mm and the sample length was 1000mm. The
surface profiles were then statistically evaluated to find the
roughness parameters. Surfaces of different surface rough-
ness were manufactured by abrading perspex plates with dif-
ferent grades of glass paper and emery cloth. The measured
parameters are shown in Table I. Unabraded perspex was not
tested as this requires loads to cause perfect coupling below
that due to the mass of the perspex plate and water bath
~2.5N! shown in Fig. 2. The roughness caused by abrasion
with the finest emery paper is still a very smooth surface in
engineering terms and is typical of that produced by grind-
ing. The coarser emery papers cause roughness typical of
that caused by lower quality machining processes such as
turning or shaping.

Note from Table I that the ratio,Ra/b* , is approximately
constant; this is a factor of the abrasion method. Although
different grades of emery paper have different sized abrading
particles the shape of the particles remains approximately
constant.

The plates described in Table I were used in turn to
provide the measurement interface of the apparatus shown in
Fig. 2 and hence the effect of surface roughness was studied.
All reflection coefficient profiles of the contact region had a
similar form to that shown in Fig. 3 for the smoothest plate,
but the loads needed to achieve a given level of reflection
coefficient below unity were higher for increased roughness.
Figure 6 shows the effect of increased surface roughness on
the reflection coefficient variation with pressure. Only the
highest load case has been plotted for each roughness to
avoid confusion. As expected, for each surface roughness,
the reflection coefficient can be seen to decrease with in-
creasing pressure toward the perfect contact value. It can be
seen that increased surface roughness increased the pressure
needed to achieve a given level of coupling. The pressure
needed to achieve perfect contact varies from about 0.35
MPa whenRa50.19 mm to over 0.6 MPa whenRa51.61
mm. If such a rubber is to be used in a dry coupled system
these pressures need to be achieved at the dry coupled inter-
face to allow consistent coupling.

III. PREDICTION OF REFLECTION COEFFICIENT
VERSUS PRESSURE

A. Description of the numerical contact model

The numerical contact model used is a two-dimensional,
linear elastic model developed by Webster and Sayles.16 The
inputs are measured surface profiles obtained, in the case of
this work, by a stylus profilometer. In order to simplify the
analysis the following assumptions are made:
~1! the contact is linear elastic,
~2! friction effects, i.e., stick-slip effects, are neglected,
~3! horizontal displacements are neglected,
~4! the surface slopes are small and so local roughness does
not affect global displacements,
~5! the displacements are small compared to the sizes of the
bodies.
The surface profiles of the two surfaces are summed to create
a ‘‘composite’’ surface and contact is then modeled between

TABLE I. Measured roughness parameters of the perspex plates.

Method of
abrasion

Maximum peak
to valley height

~mm!
Ra

~mm!
b*

~mm! Ra/b*

p1000 grade
emery paper

1.44 0.19 2.48 0.10

p800 grade
emery paper

4.37 0.47 6.92 0.09

n/wr/100 grade
emery cloth

10.21 1.61 24.53 0.08

FIG. 6. Measured reflection coefficient variation with pressure for three
different surface roughnesses.
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this surface and a smooth surface. As the analysis is two
dimensional, each ‘‘point’’ on the digitized profile is repre-
sented by a line. Where a point on the composite surface
profile touches the flat surface, the relationship between the
surface deflection and the applied load is given by the equa-
tion for line loading of a semi-infinite half-space.17 The de-
flection of the surface due to a pressure distribution can be
found by superposition of the deflections caused by a number
of line loadings. The geometry of the contact is shown in
Fig. 7 where it can be seen that the contact is between a
smooth, curved surface and a rough plane. The software was
written to handle the contact of two curved surfaces but in
the work described here the radius of curvature of one of
these surfaces was set to infinity to model a plane surface.
The other surface must remain curved such that all the con-
tact between the two bodies remains within the length of
surface modeled. Solution proceeds by making an initial
guess for the surface displacements of each point on the two
surfaces based on the geometric overlap of the surfaces. The
pressures across the surface are then calculated, some of
which will be negative~tensile! as the initial displacement
guess is an underestimate. The terms corresponding to the
negative pressures are removed and a reduced set of equa-
tions formulated. The solution is then repeated with the re-
duced set of equations and an extra test is carried out to
ensure that points removed from the set would not be in
contact under the new conditions. Iteration continues until all
pressures are positive and the above test is satisfied. The total
load on the system is calculated by summing the calculated
pressures. If the total load taken by the interface is equal to
the applied load then the solution is complete, and if it is not
then the overlap of the bodies is changed in the appropriate
direction and the above iteration repeated until the required
load is reached.

B. Interfacial stiffness direct from the numerical
contact model

The aim of the modeling is to predict the reflection co-
efficient as a function of interfacial geometry. The numerical
contact model can be used to calculate the interfacial geom-
etry at a given applied pressure. Then, at each pressure, and
hence each interfacial geometry, it is necessary to determine
the interfacial spring stiffness, and hence the reflection coef-
ficient. The interfacial spring stiffness can be obtained from
the numerical contact by applying a load to the interface and
hence developing an interfacial pressure distribution and de-
formed interfacial geometry. The load is then increased~or

decreased! slightly causing a small amount of deflection of
the interface. The change in pressure,DP, and the resulting
interfacial closure,DdI are recorded from which the interfa-
cial stiffness per unit area is obtained by

k5
DP

Dd I
. ~7!

The stiffness obtained will be approximately that of the in-
terface at a pressure equal to the average pressure over the
increment. In the limit as the size of the pressure increment
becomes zero so the value of interfacial stiffness obtained
becomes that corresponding exactly to the applied pressure.

Ideally the interfacial closure is assessed remotely by
considering the ‘‘approach’’ of distant points on the two
bodies with and without the roughness. When the roughness
is included, the ‘‘approach’’ will be greater due to the extra
displacement caused by the interface. By subtracting these
two ‘‘approaches,’’ the displacement due to the interface can
be found and this measurement is then in line with the defi-
nition presented by Baik and Thompson.3 Unfortunately the
‘‘approach’’ due to body deflections is many orders of mag-
nitude above that due to the interface and so when this cal-
culation is attempted using the numerical contact model the
numerical errors are large and dominate the result.

The average interfacial closure, measured at the inter-
face can be used as an alternative definition of deflection due
to the interface. Using this definition the deflection of the
interface can easily be calculated by considering in turn the
separation of the points that make up the interface. At each
position along the interface there will be two points, one on
the rigid body and one on the rubber body. If these points are
initially apart, then, as the load on the system is increased,
these points will approach one another until they meet, at
which point the gap is closed and contact pressure is devel-
oped. The change in separation of these two points, due to a
change in pressure, is termed the interfacial closure. The av-
erage interfacial closure is then given by

Dd I ~ave!5
1

N (
n51

n5N

~Dd I !n , ~8!

whereN is the number of points over which the average is
taken. This average interfacial closure can now be used in
Eq. ~7!.

The Young’s modulus of rubbers increases significantly
with strain rate and hence frequency. The low-frequency
Young’s modulus determines the contact geometry, but it is
the high-frequency Young’s modulus which determines the
propagation characteristics of the interface. The high-
frequency Young’s modulus was determined from a mea-
surement of the shear wave velocity of the rubber assuming a
Poisson’s ratio of 0.5~the longitudinal wave velocity was not
used as the relationship between this velocity and Young’s
modulus is highly sensitive to Poisson’s ratio in the region
where v'0.5!. The low-frequency Young’s modulus~1.3
MPa! is used in the numerical contact model to determine
the interfacial geometry for a given load and then, assuming
this interfacial geometry, the Young’s modulus at 5 MHz~13
MPa! is used in the numerical contact model to find the

FIG. 7. Inputs to the numerical contact model.
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interfacial stiffness. As the system is elastic the same result
can be obtained by calculating the interfacial stiffness purely
with the low-frequency Young’s modulus and then scaling
up the stiffness by the ratio of the 5-MHz Young’s modulus
to the low-frequency Young’s modulus.

This stiffness can then be used in a spring model to
predict the reflection coefficient of the interface. Figure 8
shows the predicted variation of reflection coefficient with
pressure plotted on the same graph as the experimental re-
sults. Note that the predicted lines are not smooth due to the
limited number of points at which calculations were per-
formed. From this figure it can be seen that for the medium
and high roughness perspex plates the agreement is good at
high loads and reasonable at low loads. The prediction for
the low roughness perspex plate is poor indicating pressures
50% greater than those measured to achieve a given reflec-
tion coefficient. This inaccuracy could be because the sam-
pling interval used to discretize the roughness profile was not
adequate to describe the surface. This is likely as the sam-
pling interval used was 1mm which is comparable to the
correlation length of the profile. Sampling intervals smaller
than 1 mm were not available on the high quality stylus
profilometer used.

C. Interfacial stiffness from crack models

Angel and Achenbach5 and Baik and Thompson3 mod-
eled imperfect interfaces as a series of cracks. They then
used fracture mechanics analysis to calculate the stiffness of
the cracks and hence the interface assuming a quasistatic
model. Data on the stress fields around cracks and the forces
required to open them are widely published.18 From these
data, the extra deflection due to the presence of a given crack
and hence, the stiffness of the cracked specimen, can be cal-
culated. The gaps left at an imperfect interface are generally
long and thin in shape and so can be approximated by cracks
in the plane of the interface with little error. As the numerical
contact model allows the interfacial geometry of a partially
contacting solid–rubber interface to be predicted, it is now
possible to test the proposition that crack models can be used
to predict the stiffness of such interfaces.

A partially contacting solid–rubber interface can be
modeled as a series of cracks, each crack representing one of

the gaps left at the solid–rubber interface. Figure 9 shows
three possible unit cell crack models that could be used to
represent one of the gaps from an imperfect interface. In
each case, the cracks shown are in the plane of the interface.
Figure 9~a! is called the center crack model, Fig. 9~b! is
called the edge crack model, and Fig. 9~c! shows two plane
strain crack models. Models~a! and ~b! have free-vertical
edges, whereas the models shown in~c! have plane strain
boundary conditions on the vertical edges such that these
edges are constrained to move only in the vertical plane.
Note that the plane strain center crack and plane strain edge
crack models are equivalent. The real boundary conditions of
a gap at an imperfect interface will be somewhere between
free and plane strain depending on the effect of neighboring
gaps. The stiffnesses of such cracks can be found from stan-
dard fracture mechanics handbooks, for example Tada
et al.18 At low percentages of contact, the interface will con-
sist of many, approximately circular, contacts and so, in
three dimensions a circumferential edge crack model, which
would leave a circular contact region, would seem to be a
good approximation. The two-dimensional equivalent of this
is the edge crack model. At high percentages of contact, the
interface will consist of many, approximately circular, gaps
and so, a circular crack model would seem to be a good
approximation. The two-dimensional equivalent of this is the
center crack model.

FIG. 8. Measured~solid lines! and numerical contact model predicted
~dashed lines! perspex–rubber reflection coefficient variation with pressure
for three different surface roughnesses.

FIG. 9. Unit cell crack models of partially contacting interfaces;~a! center
crack model;~b! double edge crack model;~c! plane strain crack model.
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Once a crack model of the interface has been chosen, the
next step is to link these unit cell models to describe the
whole interface. Using the stiffness per unit area of the av-
erage gap unit cell is one possibility, but this will be incor-
rect if the relationship between gap or contact size and stiff-
ness is nonlinear. Using the unit cell of average stiffness is
another possibility, but this model cannot cope with the ef-
fect of small gaps which may have stiffnesses approaching
infinity just before they close. A more robust approach is,
first to calculate the stiffnesses of all the unit cells, and then
to apply a pressure across the interface such that it acts
equally on each unit cell. Each unit cell will deflect due to
the crack, and the resulting average interfacial deflection
across all unit cells can be found and used in Eq.~7! to find
the overall interfacial stiffness. This is effectively how the
stiffness was calculated directly from the numerical contact
model. This procedure was implemented as follows; first the
deflection of one unit cell due to the average applied pressure
was calculated,

d15
Pave

k1
, ~9!

where the subscript refers to the particular unit cell under
consideration. This deflection was then weighted according
to the width of the unit cell,s, to calculate the length aver-
aged deflection,

dave5 (
m51

m5M
Pave

km

sm
L
, ~10!

whereM is the total number of unit cells along a lengthL of
the interface,sm is the width of themth unit cell, andkm is
the stiffness of themth unit cell. The overall interfacial stiff-
ness can then be written as

kave5
Pave

Dave
5

L

(m51
m5M~sm /km!

. ~11!

This stiffness can then be used to calculate reflection coeffi-
cient by using Eq.~4!. Figure 10 shows the variation of
reflection coefficient with pressure as predicted from the

three crack models in this way plotted on the same graph as
the experimental data and the prediction direct from the nu-
merical contact model. Note that the experimental data and
the predictions shown in this figure correspond to the per-
spex plate ofRa50.47mm and that the spring model predic-
tion lines are not smooth due to the limited number of points
at which calculations were performed. The agreement be-
tween these predictions and the experimental results is rea-
sonable in general and good at the higher loads. These crack
model based predictions follow similar curves to those ob-
tained directly from the numerical contact model showing
that crack based models can be used to predict the stiffness
of partially contacting solid–rubber interfaces if the interfa-
cial geometry is known.

D. True area of contact

Figure 11 shows the predicted variation of reflection co-
efficient with percentage contact~proportional to the true
area of contact! for the case of the perspex plate of roughness
Ra50.47 mm. The percentage contact was calculated from
the output of the numerical contact model by considering the
percentage of points across a given interface where contact
pressure exists. An interesting point to note from this figure
is that the reflection coefficient only decreases slightly up to
70% contact and then decreases rapidly toward the perfect
contact value as percentage contact is increased above 70%.
This means that in a solid coupled system where good cou-
pling is essential, the percentage contact must be above 70%.
Note that the line is not smooth due to the limited number of
points at which the calculation was performed~the percent-
age contact required for good coupling is a function of the
correlation length; the 70% value obtained here is typical for
correlation lengths in the region shown in Table I!.

It is interesting to note that the graph of percentage con-
tact versus reflection coefficient shown in Fig. 11 is vastly
different to that predicted by the authors for an aluminum–
aluminum contact.19 For an aluminum–aluminum contact
perfect coupling was achieved at 10%–15% contact for the
same ratio of wavelength to interfacial geometry. This com-
parison was made by using the measured surface profile of
the Ra50.47-mm perspex plate in the numerical contact
model with aluminum material properties. When calculating

FIG. 10. Comparison between the reflection coefficient variation with pres-
sure predicted by crack based models, predicted using the numerical contact
model and experiment~Ra50.47mm!. The edge crack model is shown by
the hollow square, the center crack prediction by the hollow circle and the
plane strain crack model by the hollow triangle.

FIG. 11. Numerical contact model prediction of the variation of the
perspex–rubber reflection coefficient with percentage contact for the per-
spex plate ofRa50.47mm.
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the reflection coefficient of the aluminum–aluminum contact
from Eq. ~4! the frequency was adjusted such that the wave-
length in the aluminum was the same as in the rubber at 5
MHz. This reduction in percentage contact to achieve perfect
coupling in the case of aluminum–aluminum contact as com-
pared with the case of perspex–rubber contact is not intuitive
and so warrants further thought. Equation~4! can be rewrit-
ten for the case when the material either side of the partially
contacting interface is the same,

uR12u5
1

A~4K/vz!211
, ~12!

where all symbols have their usual meanings. The control-
ling parameter,P, of this equation is

P5K/vz. ~13!

For the case of rubber–perspex contact, Eq.~12! does not
apply as rubber and perspex have different acoustic imped-
ances so for the sake of this discussion consider the case of
rubber–rubber contact. Baik and Thompson3 showed that the
interfacial stiffness obtained from crack models is of the
form

K5
E8

s
f Sws D , ~14!

whereE8 is the plane strain modulus,s is the separation of
the gaps,w is the width of the crack, andf (w/s) is a func-
tion of the percentage contact~see Fig. 9 for some examples
of typical crack models!. Substituting Eq.~14! into Eq. ~13!
and rewriting frequency in terms of wavelength gives

P5S l

sD S f ~w/s!

2p D S E8

rc2D . ~15!

The first term is the ratio of the gap separation to the wave-
length, the second term is a function of the percentage con-
tact of the interface and the third term is governed by the
material properties of the propagating medium. The third
term of Eq.~15! can be rewritten by substituting the relation-
ship between longitudinal velocity, Young’s modulus, and
Poisson’s ratio which gives

E8

rc2
5

~122n!

~12n!2
. ~16!

Now if the Poisson’s ratio of the surface is equal to 0.34, as
it is for aluminum then the term shown in Eq.~16! is equal to
0.73. As Poisson’s ratio tends toward 0.5 this term tends
toward 0 and from Eq.~4! the reflection coefficient then
tends toward unity. The Poisson’s ratio of rubber is close to
0.5 and so if all the other terms in Eq.~15! are equal then the
rubber–rubber reflection coefficient will be higher than the
aluminum–aluminum reflection coefficient.

For the case of rubber–perspex contact the dependence
on Poisson’s ratio is the same but the proof is more compli-
cated than that presented above. The difference between the
aluminum–aluminum and the perspex–rubber reflection co-
efficient variations with percentage contact can therefore be
explained as a Poisson’s ratio effect. This causes the differ-
ence between the longitudinal wave velocity of aluminum

and rubber to be small~i.e., 6000 m/s in aluminum and 1500
m/s in rubber! compared to the difference between their
Young’s moduli~i.e., 70 GPa for aluminum and 0.013 GPa
for rubber!.

IV. IMPLICATIONS FOR DRY COUPLED SYSTEMS

A. The effect of surface roughness

The effect on coupling of changing theRa andb* of the
surfaces was investigated by creating artificial surface pro-
files by magnifying and stretching those measured from the
perspex plates and then putting them in the numerical contact
model. Magnifying the surface profiles increased theRa

leaving b* unchanged, whereas stretching the profiles had
the opposite effect, increasingb* and leavingRa unchanged.
For each surface the numerical contact model was used to
form a graph of reflection coefficient versus pressure, from
which the pressure required to achieve a reflection coefficient
within 10% ~90% acoustic contact! of the perfect coupling
value was taken. Figure 12~a! shows that the variations of the
predicted pressure required to achieve 90% acoustic contact
with Ra are approximately straight lines through the origin.
This can be explained as the contact model is based on linear
elastic theory and only vertical movement of the points is
permitted. This means that if theRa is increased by, say, a
factor of 2, then the displacement of a given point required to
achieve a given level of contact will double and, as the ma-
terial is linear elastic, so the force required to displace it will

FIG. 12. Variation of pressure required to achieve 90% acoustic contact
with Ra of the surface for two different correlation lengths.~b! Variation of
pressure required to achieve 90% acoustic contact with correlation length of
the surface for two different values ofRa .
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also increase by a factor of 2. Deviation from a linear rela-
tionship indicates inaccuracies in the model. The variation in
pressure required to achieve 90% acoustic contact withb*
can be seen in Fig. 12~b! from which it can be seen that when
b* is high the pressure to achieve 90% acoustic contact is
low and asb* is decreased, it becomes increasingly difficult
to achieve 90% acoustic contact. These results quantitatively
describe the observation that it is easier to conform around
shallow, long asperities than it is to conform around deep
narrow asperities. This procedure could be used to create a
contour map showing the pressure required to achieve a
given level of coupling for any combination ofRa andb* .

B. Experiments to consider the effect of dust and dirt

Under laboratory conditions it is easy to ensure that all
surfaces are kept clean and free from surface contamination
such as dust, dirt, and oxide layers. In a typical industrial
environment a surface may have all of these contaminants to
some degree and so it is important that their effects are con-
sidered. The aim of these experiments is to determine the
effect of particulate contaminants such as dust and dirt on the
coupling performance of solid coupled ultrasonic devices.
The particulate contaminants become trapped between the
test structure and the rubber couplant hence decreasing the
level of coupling. Particulate contaminants come in all
shapes and sizes but it is expected that in any nondestructive
testing system the larger particles~over 150mm! will be
removed from the surface prior to inspection by, for ex-
ample, wire brushing. In many industrial environments
smaller particles, such as airborne dust, are unavoidable and
so particles in the diameter range 1–150mm will be consid-
ered in this study.

In a series of experiments particles of known size were
spread over a 15-mm-diam polished perspex disk shown in
Fig. 13. The particles, made from silica, brass, iron, or dia-
mond, had been sieved by the supplier and sorted into groups
with tight size ranges. The particles were evenly spread over
the perspex disk with a brush giving the surface a coating
that was ‘‘light’’ and even in appearance. A rubber disk was
then loaded against the perspex disk trapping the particles at
the rubber–perspex interface. A wideband 5-MHz plane
transducer was used, this frequency being representative of

the operating frequency of dry coupled devices. The signal
reflected from the perspex–rubber interface was compared
with the signal reflected from the perspex interface when no
rubber was present, and the reflection coefficient known to
be unity, and hence the perspex–rubber reflection coefficient
was calculated.

Figure 14 shows the variation of reflection coefficient
with pressure when the perspex disk was coated with a num-
ber of different masses of 5-mm particles. It can be seen that,
as expected, the reflection coefficient decreases with pressure
and that for a given pressure the greater the mass of particles
used the higher the reflection coefficient. The reflection co-
efficient at high pressures approaches the perfect contact re-
flection coefficient of 0.38 indicating that the proportion of
the wave scattered obliquely at this point is small.

Figure 15 shows the variation of reflection coefficient
with pressure when 0.002 g of a range of different particle
sizes were spread over the perspex disk shown in Fig. 13. It
can be seen that, as expected, the reflection coefficient falls
with increased pressure for all particle sizes. For particle
sizes other than 1.5-mm diameter, large pressures are needed
to achieve a reflection coefficient from the interface ap-
proaching that of a perfectly bonded perspex–rubber inter-
face. Figure 16 shows the reflection coefficient variation with

FIG. 13. Experimental setup used to measure reflection coefficients from a
layer of dust trapped at a perspex–rubber interface.

FIG. 14. Measured perspex–rubber reflection coefficient variation with
pressure for different masses of 5-mm dust particles. Number of particles
expressed as percentage of the surface covered.

FIG. 15. Measured perspex–rubber reflection coefficient variation with
pressure for a number of different dust particle sizes and a constant mass
~0.002 g! of dust.
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particle size at pressures of 1.1 and 4.2 MPa. This shows that
there appears to be a ‘‘worst’’ possible dust size of approxi-
mately 5 mm and that the large particle sizes appear to
present less of a barrier to the ultrasound.

This latter effect can be described qualitatively by con-
sidering the load needed to embed a rigid cylinder into an
elastic half-space. The deflected shape of the surrounding
material is given by Johnson20 as,

UZ~r !5
W

pE8a
sin21S ar D for r>a, ~17!

whereUZ(r ) is the vertical displacement of the elastic solid
at a distancer from the center of the cylinder,W is the
applied load,a is the radius of the cylinder, andE8 is the
plain strain modulus of the half-space. From this equation
the load required to embed the full height of the particle into
the rubber can be found by settingUZ(a)5h, whereh is the
height of the cylinder. The load is given by

W52haE8. ~18!

If the height of the particle is equal to the diameter of the
particle then from Eq.~18! it can be seen that the force
required to embed the particle increases as the square of
particle size. For a given mass of particles the number of
particles decreases as the cube of particle size. This means
that the force needed to embed a given mass of particles is
inversely proportional to the particle size. Of course there is
a limit to this effect as the particles become so small that the
air gaps they create present a reduced barrier to the ultrasonic
wave. This appears to happen when the particle size becomes
comparable with the surface roughness, and it could be
imagined that such small particles disappear into the rough-
ness contours. This fitting together of the particles and the
surface roughness will further reduce the size of the remain-
ing air gaps and could explain the why the 1- to 2-mm par-
ticles had significantly less effect than the 5-mm particles.

An ‘‘effective’’ Ra of the dust-covered surfaces can be
calculated by considering the dust as a series of rectangles on
a flat surface of height, width, and separation equal to those
of the dust. If a surface 21% covered by 5-mm particles is
modeled in this way the ‘‘effective’’Ra51.6 mm and the
required separation of the particles~rectangles! is 25 mm.

From Fig. 14 the pressure required to achieve 90% acoustic
contact~reflection coefficient is 0.44! for this case is 15 MPa.
From Fig. 6 it can be seen that the pressure required to
achieve 90% coupling on a rough surface ofRa51.6 and
b*524.5mm is approximately 0.6 MPa. It can be seen that
this rough surface has similar characteristics to the dust cov-
ered surface but that considerably less pressure is required to
achieve 90% coupling. This is due to the steep surface gra-
dients around the dust particles which are more difficult to
conform around than the much lower surface gradients of a
typical rough surface which are typically around 10 deg.
This explains the severely detrimental effect of dust and dirt
on the coupling performance of dry coupled devices.

V. CONCLUSIONS

Measurements of perspex–rubber reflection coefficient
variations with pressure have been described. These mea-
surements now mean that the interfacial pressure required to
achieve a given level of coupling is known for a typical soft
rubber and a range of surface roughnesses. To achieve per-
fect coupling with these materials, an interfacial pressure of
0.5 MPa is required on a surface ofRa50.47 mm and
b*56.9mm. These measurements could now be repeated on
any prospective coupling material in order to assess its cou-
pling performance on a given test structure.

Measured surface profiles have been used in a numerical
contact model to predict the perspex–rubber contact geom-
etry under load. This model can then be used to predict the
static stiffness of the interface. This stiffness was then used
in a quasi-static model to predict the reflection coefficient
variation with predicted percentage contact. The reflection
coefficient was predicted from stiffness obtained directly
from the numerical contact model and from a number of
simple interfacial models. These predictions were in good
agreement with the reflection coefficient measurements, par-
ticularly at high pressures.

The effect of dust and dirt on the coupling performance
of dry coupled devices has been studied experimentally. The
variation of perspex–rubber reflection coefficient with pres-
sure for different amounts and sizes of particles was mea-
sured. This showed, for example, that the pressure required
to achieve 90% acoustic contact when 0.006 g~21% cov-
ered! of 5-mm particles are trapped is approximately 15
MPa. This is an indication of the severely detrimental effect
of particulate contamination on coupling. For this reason a
dry coupled wheel probe will require a built-in brushing de-
vice to clean the surface in front of the tire.21
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Optimal binaural processing based on point process models
of preprocessed cues
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Toward localizing high-frequency tonal signals in the horizontal plane, the lateral superior olive
~LSO! encodes the interaural level differences, the crucial cue for azimuthal angle extraction by
more central nuclei in the binaural pathway. This paper derives optimal processors for localization
using inputs from the LSO and anteroventral cochlear nucleus. Both Poisson and non-Poisson point
processes are developed to model cellular responses. The LSO projection is shown to be the only
input needed in maximum likelihood angle estimation, and it is processed similarly under different
LSO response models. However, localization performance depends strongly on the model’s
regularity, with increasing regularity improving localization accuracy and precision. ©1997
Acoustical Society of America.@S0001-4966~97!05302-2#

PACS numbers: 43.64.Bt, 43.66.Qp, 43.66.Pn, 43.64.Qh@RDF#

INTRODUCTION

In sound localization, binaural hearing is superior to
monaural hearing because differences between the stimuli at
the two ears provide crucial cues that supplement those
available in the monaural case. Neurophysiological studies
have shown that most lateral superior olive~LSO! units are
high-frequency sensitive~CF>3 kHz!. They are excited by
ipsilateral input from anteroventral cochlear nucleus
~AVCN! and inhibited by contralateral input from medial
nucleus of trapezoid body~MNTB! ~Boudreau and Tsuchi-
tani, 1968; Guinanet al., 1972!. LSO cells are presumed to
be involved in the localization of high-frequency tonal
stimuli using binaural cues. The potential role of LSO in
encoding interaural level differences~ILD ! between ipsilat-
eral and contralateral stimuli is suggested by the sensitivity
of unit discharge rates to ILD~Tsuchitani and Boudreau,
1969!. Theoretical studies~Dabak, 1990; Johnsonet al.,
1990! describe the role of LSO in localization as an optimal
processor that provides the sufficient statistic related to ILD
to some higher auditory center responsible for extracting lat-
eral angle. The inferior colliculus~IC! is believed to be one
such center because, among the numerous pathways that
converge on the contralateral IC, the ipsilateral LSO and
ipsilateral AVCN provide major ascending projections~Ad-
ams, 1979; Irvine, 1986!.

In this paper, we theoretically investigate how a higher
center localizes a sound source, i.e., produces an estimate of
lateral angle, using LSO and AVCN discharges~Yue, 1995!.
By approaching the localization problem from an estimation
theoretic point of view, we consider the higher center as an
optimal processor that produces an angle estimate by pro-
cessing inputs from LSO and AVCN~Fig. 1!. Our work is
mainly concerned with three aspects of the optimal proces-
sor: what information it uses in localization, how the repre-
sentation of this information impacts its processing, and how
well it performs. This work departs from previous studies
~Johnsonet al., 1990! in that more accurate point process
models are used throughout, especially when we model LSO

discharge patterns. This additional precision allows compari-
son of performance differences among optimal processors
designed for Poisson inputs, which are typically assumed in
modeling efforts for analytic tractability, and for non-
Poisson~renewal and nonrenewal! inputs.

I. NEURONAL DISCHARGE MODELING

A. Binaural acoustics

The complex geometry of the torso, head, and pinna
produces direction-dependent information of sound waves in
terms of both amplitude and time-of-arrival discrepancies at
the two ears. The head-baffle and head-shadow effects give
rise to interaural level differences~ILD ! and interaural time
differences~ITD!, which are major cues for sound localiza-
tion. Defined as the ratio between sound pressure at the left
ear and sound pressure at the right ear, ILD is a reliable
localization cue at high frequencies when significant level
differences are present at the two ears~Kuhn, 1987!. We
focus our attention on ILD instead of ITD since high-
frequency sound signals incident in the horizontal plane are
not generally localized on the basis of ITD~Green, 1976;
Kuhn, 1987!.

A simplified geometry of incident plane wave relative to
the head is depicted in Johnsonet al. ~1990!. A denotes the
amplitude of the sound source. The lateral angle is denoted
by u, with 0° corresponding to midline and positive angles
corresponding to the right hemisphere. We study here the
localization performance of the lower auditory pathway and
restrict the sound source to lie in the right quadrant
~0°<u<90°!, taking the right side as ipsilateral. In our mod-
eling, the directivity function is idealized to be
D~u!5exp$k sinu% with k51 ~Dabak, 1990; Johnsonet al.,
1990!. Ignoring the time-of-arrival difference at the two ears,
the signal amplitudes areAD~u! andAD~2u! at the right ear
and the left ear, respectively. Thus, ILD measured with re-
spect to the right ear is given by the ratio of the directivity
functions
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ILD5
D~u!

D~2u!
~1!

and is expressed in decibels. The ILD resulting from our
idealized directivity function only approximates measured
ILDs, which are highly frequency dependent and may be
nonmonotonic~Irvine, 1987!.

B. Auditory anatomy and physiology

The major nuclear divisions of the brainstem auditory
pathway that concern us here are shown schematically in
Fig. 2. The AVCN, one of the major divisions of the co-
chlear nucleus~CN!, receives ascending projections from
auditory-nerve fibers, and sends afferent discharges to the
ipsilateral LSO and the contralateral MNTB. The AVCN in-
put excites LSO neurons. The LSO also receives inhibitory
input from the homolateral MNTB. The IC receives ascend-
ing projections from many nuclear divisions, including
AVCN and LSO.

There are two types of large neurons, bushy cells and
stellate cells, located in the AVCN~Bourk, 1976; Brawer
et al., 1974; Tolbertet al., 1982!. Firm correspondence be-
tween physiological response and cellular morphology has
been observed: bushy cells are mainly primarylike units, and

stellate cells are choppers~Adams, 1976; Rhodeet al., 1983;
Pfeiffer, 1966!. The spherical bushy cells, heavily concen-
trated in the rostral part of the AVCN, project to the ipsilat-
eral LSO ~Cant and Casseday, 1986; Warr, 1966!. The
globular bushy cells, found in the interstitial nucleus and the
posterior part of the AVCN, project to the contralateral LSO
via the contralateral MNTB~Warr, 1972!. The spherical cells
are primarylike units, while the globular cells are
primarylike-with-notch units~Bourk, 1976; Goldberg and
Brownell, 1973; Pfeiffer, 1966!. Poisson process models de-
scribe well these cells’ responses to continuous tone stimuli
~Bourk, 1976!.

Unlike the bushy cells, the stellate cells in AVCN ex-
hibit chopping responses to tone burst stimuli; this transient
chopping response to stimulus onset can persist for over 20
ms ~Irvine, 1986; Pfeiffer, 1966; van Gisbergenet al., 1975!.
Both the spontaneous and the driven activity of chopper units
are more regular than those of primarylike units. Poisson
processes are inadequate to model these discharge patterns,
even after the chopping ceases. Stellate cells provide major
ascending projections to the contralateral IC and minor pro-
jections to the ipsilateral IC.

The LSO and medial superior olive~MSO! are believed
to be the first centers of binaural processing in the auditory
pathway. Most LSO units are high-frequency sensitive. The
projections to LSO from AVCN and MNTB both have pri-
marylike discharge patterns~Guinan et al., 1972; Rhode
et al., 1983!. LSO units are excited by ipsilateral inputs and
inhibited by contralateral inputs~E/I characteristic! ~Bou-
dreau and Tsuchitani, 1968; Guinanet al., 1972!, and the
sustained discharge rates of LSO units are related to ILD
~Boudreau and Tsuchitani, 1968; Johnsonet al., 1990!. The
initial discharges of LSO cells to tone bursts are of the chop-
per type. Two types of LSO units have been defined accord-
ing to the width and spacing of initial peaks in the PST
histogram ~Tsuchitani, 1982!: fast choppers have narrow,
closely spaced peaks, and slow choppers exhibit relatively
broad, widely spaced peaks. The statistical properties of LSO
discharges and previous LSO modeling work~Zacksenhouse,
1993! force non-Poisson models of LSO discharge patterns:
interspike intervals~ISIs! are not even approximately expo-
nentially distributed, and they are serially correlated. LSO
neurons project to IC ipsilaterally and contralaterally, and
these are partially segregated in that only a small percentage
of LSO units send collaterals to both sides. The majority of
the high-CF LSO units project to the contralateral IC~Glen-
denning and Masterton, 1983!.

C. Point process models

Typical of single-neuron responses, the outputs of
AVCN and LSO cells consist of trains of action potentials
~spikes!; these spike trains can be well described by point
processes~Cox and Lewis, 1966!. The signal conveyed by
neuronal discharges is encoded in the intensity of the corre-
sponding point process. To describe neuronal discharges sta-
tistically, point process models should well approximate
measures such as the poststimulus time~PST! histogram, the
ISI histogram and its associated hazard function,1 and any
ISI correlation~Johnson, 1996!. Although it ignores the re-

FIG. 1. Block diagram of the localization processing. Inputs to the location
processor are LSO and AVCN discharges averaged over a fixed time inter-
val of length T. Outputs are the lateral angle estimateû and the sound
amplitude estimateÂ.

FIG. 2. Auditory pathway from periphery to IC. LSO receives excitatory
inputs from ipsilateral AVCN bushy cells and inhibitory inputs from con-
tralateral AVCN bushy cells via homolateral MNTB. High-CF LSO cells
project contralaterally to IC. AVCN stellate cells send major projections
contralaterally and minor projections ipsilaterally to IC.
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fractory properties of neural discharges, the simplest point
process—the Poisson—has been used to model the responses
of auditory-nerve fibers and primarylike units~Bourk, 1976;
Kiang et al., 1965!. Usingt to represent an interevent inter-
val, a homogeneous Poisson process is characterized by ex-
ponentially distributed intervals [pt(t)5le2lt], which cor-
responds to a constant hazard function, and independent,
identically distributed~i.i.d.! intervals.

A point process having i.i.d. intervals with an arbitrary
interval distribution is known as a renewal process. Non-
Poisson renewal processes result when intervals are i.i.d., but
not exponentially distributed. We are particularly interested
in Erlangian and Gaussian ISI renewal processes because of
their capability of modeling regular discharge patterns. Stein
~1965! employed the Gamma density to provide an excellent
fit to the ISI distribution of some neuronal data. The Erlan-
gian, a special Gamma density, is consistent with neuron
temporal integration mechanisms~van Gisbergenet al.,
1975!. One of these mechanisms, integrate-and-fire, assumes
that an integrating neuron gives one output spike for everyn
input spikes: each output interval is the sum ofn input in-
tervals. If the input process is Poisson, each output ISI is the
sum ofn i.i.d. exponential random variables, and the result-
ing interval distribution of the output has an Erlangian den-
sity

pt~t!5
l~lt!n21e2lt

~n21!!
, ~2!

which defines an Erlangian process. The left panel of Fig. 3
shows several Erlangian densities with different values forn
and constant mean interval of 1~i.e., l5n!; the right panel
shows hazard functions of the corresponding point processes.

For large n, the Erlangian density is approximately
Gaussian because of the central limit theorem~CLT!. Here,

we want to approximate the Erlangian by a Gaussian density
N ~m,s2!, with m representing the average interval duration
ands2 interval variance. The complication introduced by this
approximation is that negative intervals, a physical impossi-
bility, have a nonzero probability. For a renewal Gaussian
ISI point process, the probability of a negative interval is
Q~m/s!, with Q(x) denoting the probability that a zero-
mean, unit-variance, Gaussian random variable exceedsx.
For 5<m/s<10, this probability lies between 1026 and
10223, meaning that negative intervals almost never occur,
and that the Gaussian model can be used. Figure 4 illustrates

FIG. 3. Erlangian densities and the corresponding hazard functions. Left panel: Erlangian pdfs with average 1 and parametern51,2,8,16 are shown@see Eq.
~2!#. As n increases with the mean held constant, the variance of the density decreases, and the density becomes more Gaussian-like. Right panel: hazard
functions of the point processes with Erlangian intervals given in the left panel.n51 corresponds to Poisson process, with constant hazard function.

FIG. 4. Hazard functions of LSO data and Gaussian ISI model. The hazard
function of the Gaussian ISI model matches with that of LSO data. The
parameters for the Gaussian model arem510 ms ands5m/5. The LSO data
are obtained from Dr. Tsuchitani, the Medical School of University of Texas
at Houston. Cell recording number is t108-1c.r3.

984 984J. Acoust. Soc. Am., Vol. 101, No. 2, February 1997 L. Yue and D. H. Johnson: Optimal binaural processing



a hazard function for a Gaussian ISI renewal process along
with a hazard function obtained from a cat LSO slow chop-
per. Because it simplifies our analysis and does seem to yield
hazard functions that approximate data well, we use the
Gaussian ISI point process to describe nonprimarylike dis-
charge patterns, all the while making sure that negative in-
terval probabilities remain vanishingly small.

The regularity of a stationary renewal point process is
quantified by the interevent interval’s coefficient of variation
~CV!, defined as the ratio of the standard deviation and the
mean of the interevent interval distribution~Johnson, 1996!.
For a renewal point process, the larger the CV, the greater
the irregularity. A Poisson process is an irregular point pro-
cess with CV51; Erlangian and Gaussian ISI processes are
much more regular because they have smaller CVs. For ex-
ample, a Gaussian ISI process with CV50.2 produces the
hazard function in Fig. 4. The temporal integration mecha-
nism suggests that the neuron is capable of producing dis-
charges more regular than its input process: if the integration
process involvesn input intervals, the CV of the output pro-
cess is reduced to 1/An times of the input process’s CV.
Thus, for the Erlangian process case, CV51/An. A nonre-
newal point process is more regular than a renewal point
process having the same interval distribution: the interinter-
val correlation means that the next interval’s duration can be
partially predicted from the current one.

To represent the correlation found between successive
ISIs in LSO data~Johnsonet al., 1986!, we define a nonre-
newal Gaussian ISI process. If successive ISIs are jointly
Gaussian with correlation coefficientr, the conditional mean
equals

E@t i ut i21#5rt i211~12r!m. ~3!

A negative r makes the conditional mean function
E[ t i ut i21] a linearly decreasing function, which matches the
data well ~Fig. 5!. Another direct consequence of negative

correlation is that the conditional hazard function

h~t i ut i21!5

expS 2
~t i2„rt i211~12r!m!…2

2~12r2!s2 D
A2p~12r2!sQS t i2„rt i211~12r!m…

A~12r2!s
D ,

~4!

which is shifted horizontally by the duration of the condi-
tioning interval ti21. Specifically, larger ti21 shifts
h(t i ut i21) toward shorter interval durations. This shifting
property has been found in LSO slow chopper data~Johnson
et al., 1986!.

For our subsequent theoretical work, we need an expres-
sion for the probability ofN events occurring in a time in-
terval of lengthT. The general result is~Cox, 1962!

Pr$NT5N%5PrH (
i51

N11

t i.TJ 2PrH (
i51

N

t i.TJ ,
N50,1,... . ~5!

For the homogeneous Poisson process with intensityl, this
probability is given by

Pr$NT5N%5
e2lT~lT!N

N!
, N50,1,... . ~6!

For the Gaussian ISI point process withpt~t!;N ~m,s2! and
correlation coefficient r, we have (i51

N t i;N ~Nm,
„N12r(N21)…s2!, which yields

Pr$NT5N%5QF T2~N11!m

AN1112rNs
G

2QF T2Nm

AN12r~N21!s
G . ~7!

D. AVCN and LSO discharge modeling

We investigate the Poisson process model first because
it is the simplest point process, and the characteristics of the
resulting optimal processor provide a reference for compar-
ing the predictions of more complicated, but more accurate,
point process models. The responses of AVCN bushy cells
and MNTB units are primarylike, and are well modeled by
homogeneous Poisson processes. We focus our study on the
effect of interaural levels on localization, and assume that no
interaural time information is conveyed to the optimal pro-
cessor. In addition, we assume that the stimulus amplitudeA
at the midline is an unknown constant. Under these assump-
tions, the discharge rates of AVCN cells under a high-
frequency stimulus are monotonically related to the signal
amplitudes present at the ears~Dabak, 1990; Johnsonet al.,
1990!,

l lp~ t,u!5R@AD~2u!#, l rp~ t,u!5R@AD~u!#, ~8!

wherellp~t,u! andlrp~t,u! denote the intensities of the Pois-
son processes characterizing discharges of a single bushy cell
~primary units! in the left and right AVCN, respectively. The
rate-level functionR@•# is an increasing function until the

FIG. 5. Conditional mean functions of LSO data and nonrenewal model.
The conditional mean function obtained from the nonrenewal Gaussian ISI
model matches with that of LSO data~t108-1c.r3!. The parameters of the
Gaussian model are the same as in Fig. 4. The negative correlation coeffi-
cient between successive intervals in the nonrenewal model is20.3, ap-
proximating that measured from data.
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discharge rate saturates at high sound levels~Dabak, 1990;
Johnsonet al., 1990!.

In modeling AVCN stellate cell responses, we first em-
ploy Poisson processes with intensities given in formula~8!.
Since the input to a stellate cell comes from auditory-nerve
fibers, whose responses are well modeled by Poisson pro-
cesses, the Gaussian ISI process models the regularity under-
lying the output process, thereby producing a non-Poisson
discharge model far superior to the Poisson one. If ISIs are
identically distributed as a Gaussian@pt~t!;N ~m,s2!#, the
average discharge rate is approximately 1/m. Relating AVCN
discharge rate to this quantity, we define the Gaussian pa-
rametersm and s according to the responses of a single
AVCN stellate cell bym51/R[AD(u)], s5m/a, wherea is
the reciprocal CV~a51/CV!.

Our first model for LSO responses is the Poisson pro-
cess. Previous studies~Boudreau and Tsuchitani, 1970; Col-
burn and Moss, 1981; Johnsonet al., 1990! highlighted the
E/I characteristics of high-CF LSO cells and the representa-
tion of ILD by their sustained discharges. We model the
Poisson process intensities as

l llso~ t,u!5 f FD~2u!

D~u! G , l rlso~ t,u!5 f F D~u!

D~2u!G , ~9!

where lllso~t,u! and lrlso~t,u! correspond to responses of a
single cell in the left LSO and the right LSO, respectively
~Dabak, 1990; Johnsonet al., 1990!. The function f @•# de-
scribes the transformation from ILD to a LSO cell’s dis-
charge rate. To simplify the empirical relationship between a
single LSO cell’s discharge rate and ILD~Boudreau and
Tsuchitani, 1968!, we assume that the discharge rate in-
creases monotonically until it saturates at the highest dis-
charge rate possible for the neuron when a large ILD is
reached. For the 20-dB ILD range in our study, the saturation
point is not reached for almost all LSO cells.

We investigated several possibilities for the transforma-
tion f @•#, including linear

~l rlso~ t,u!5b1@@D~u!/D~2u!#21# !,

logarithmic

l rlso~ t,u!5b2 log@D~u!/D~2u!#,

and square root

~l rlso~ t,u!5b3@@D~u!/D~2u!#21#1/2!;

see Fig. 6. Herebi , i51,2,3 are constants selected to pro-
duce a specified maximum discharge rate. Each functional
form ensures the monotone property of the discharge rate
with respect to lateral angle. These one-to-one mappings be-
tween LSO discharge rate and lateral angle avoid any ambi-
guity in angle estimation using LSO responses. Preliminary
data analysis suggests that the discharge rate is linear with
ILD on a log–log scale, and the slope of the line is measured
to be approximately 1/2~Johnsonet al., 1990!. The square-
root model describes this relationship quantitatively. Despite
uncertainties in the form off @•#, we found that these various
transformations have little effect on the performance of the
optimal angle estimator. Hence, we choose the simplest

model, the linear one, to describe the sustained discharge rate
of a single LSO cell.

To model more accurately the non-Poisson nature of
LSO cell discharges, we use the analytically tractable Gauss-
ian ISI point process as a more precise model. The Gaussian
parameters are selected according to two criteria: the average
rate of the point process model depends on ILD, and the
probability of negative intervals occurring under the model is
negligibly small ~<1026!. If 0°<u<90°, D~u! is propor-
tional to the ipsilateral stimulus level, andD~2u! to the con-
tralateral level. For a right~ipsilateral! LSO cell, we define

m5
1

f @D~u!/D~2u!#
5

1

b„D~u!/D~2u!21…
,

s5 m/a , ~10!

wherea andb are constants,u is the lateral angle,f @•# is the
linear rate-ILD function. The probability of negative inter-
vals can be ignored ifa.5. The discharge rate of the LSO
cell modeled by this point process is implicitly determined
by the Gaussian parametersm ands. The average discharge
rate is related to ILD and is approximately 1/m.2

Note also that the resulting hazard function of the model
agrees with the shifting and scaling characteristics described
in Tsuchitani~1987! and Zacksenhouse~1993! for LSO bin-
aural stimuli responses: stronger contralateral stimuli tend to
scale down the hazard function, and stronger ipsilateral
stimuli shift the hazard function toward shorter intervals and
scale up the hazard function to have a higher slope. The
slope of the Gaussian ISI point process’s hazard function is

lim
t→`

d

dt
h~t!5

1

s2 5FabS D~u!

D~2u!
21D G2. ~11!

Clearly, a stronger ipsilateral stimulus@D~u! increases# in-
creases the slope, while stronger contralateral stimulus
@D~2u! increases# reduces it. Also, at stronger ipsilateral

FIG. 6. Transformation from lateral angle to LSO discharge rate. The dis-
charge rate of a single LSO cell decreases monotonically as lateral angle
changes from 90°~directly on the subject’s right! to 0° ~frontal!, and goes to
zero at midline.
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levels,m decreases, shifting the hazard function to shorter
intervals@formula ~4!#.

To refine our model further, we take into account ISI
correlation observed in LSO responses by using a first-order
negative correlation in the Gaussian ISI model. A value for
the correlation coefficient between successive intervals of
20.3 typifies the slope of measured conditional mean func-
tions.

II. MAXIMUM LIKELIHOOD ESTIMATION OF LATERAL
ANGLE

A. Estimator derivation

In our localization problem, the angle is a deterministic
but unknown parameter, of which we have noa priori
knowledge except for its range~the front of the subject!. We
use maximum likelihood estimation not only because it suits
the situation, but also because it is the only systematic esti-
mation method known in nonrandom parameter estimation.
The maximum likelihood estimate is asymptotically unbi-
ased, consistent, and asymptotically efficient~van Trees,
1968!. These properties ensure that as the durationT of the
observation interval increases, the mean of the angle estimate
approaches the actual lateral angle, and that the variance of
the angle estimate approaches zero. Therefore, the maximum
likelihood estimate is asymptotically optimal.

Suppose the point processes representing the outputs of
two different cells, LSO and AVCN cells, are conditionally
independent given a sound signal; the joint probability of the
number of events occurring in each of the two processes is

pN1 ,N2uu,A~N1 ,N2uu,A!5pN1uu,A~N1uu,A!

•pN2uu,A~N2uu,A!, ~12!

whereN1 andN2 are the total number of discharges of the
two cells within observation interval of lengthT for specific
values ofu andA. The maximum likelihood estimates ofu
and A are those at which this joint probability reaches its
maximum value.

As discussed in the Appendix, the angle estimate is
solely determined by LSO discharges~if nonzero! regardless
of AVCN discharges. Because the model for AVCN dis-
charges does not affect the optimal angle estimator when
LSO discharges are available, we assume for simplicity a
Poisson model for AVCN discharges and focus on different
models of LSO discharge patterns. The impact of AVCN
discharge regularity on localization is discussed later when
both LSOs are totally inhibited. Under the assumption of
nonzero input from LSO, the maximum likelihood angle es-
timate occurs when the joint probability associated with only
LSO cell~s! is maximized.

Under the Poisson model for LSO discharges with the
intensity given in formula~9!, the maximum likelihood esti-
mator of lateral angle based on AVCN and LSO discharges
is given by

û5sin21F 12k lnS f21FNrlso

T G D G , ~13!

whereNrlso is the total number of discharges observed in the
right LSO cell’s output during the time interval of lengthT,
and f21@•# is the inverse of the rate-ILD function. Letting
f [x]5b(x21), the linear relation between the discharge rate
and ILD ~Fig. 6!, we have

û5sin21F 12k lnS 11
Nrlso

bT D G . ~14!

The spike count of LSO outputs,Nrlso, provides the suf-
ficient statistic for angle estimation. Since LSO discharges
are directly related to ILD, ILD plays the crucial role in
localization. Another observation is that, as long as it is not
saturated,3 the AVCN discharge rate-level functionR@•# does
not influence the lateral angle estimate. Therefore, in this
range, the absolute signal amplitudes at each ear do not mat-
ter in sound direction estimation. However, when the signal
amplitude is desired, we need bothR@•# andNrp , the spike
count from the right AVCN cell during the same interval of
lengthT,

Â5
R21@Nrp /T#

Af21@Nrlso/T#
. ~15!

While a single LSO cell is theoretically capable of pro-
viding the information sufficient for the higher center to lo-
calize the sound source, higher neural centers process the
responses of a neural population to extract the lateral angle.
To study how populations of neurons, as opposed to a single
neuron, would be processed, we start by assuming that the
population consists of two identical~i.e., same CF, same
threshold! neurons producing conditionally independent dis-
charges given a sound signal. No matter whether there is an
input from AVCN or not, the maximum likelihood estimator
of lateral angle is

û5sin21F 12k lnS f21FNrlso11Nrlso2

2T G D G . ~16!

Generalizing this result toM identical LSO inputs, we have

û5sin21F 1
2k

lnS f21F( i51
M Nrlsoi

MT
G D G . ~17!

When we have only one LSO cell projecting to the optimal
processor with a discharge rateM times as large, the maxi-
mum likelihood angle estimator is given by

û5sin21F 12k lnS f21FNrlso

MT G D G . ~18!

Comparing formulae~17! and ~18!, we find that, as far as
angle estimation is concerned, having a large number of
identical convergent LSO cells is equivalent to having one
cell with a correspondingly high discharge rate. Hence, su-
perposition holds under the Poisson model in that the optimal
processor would superimpose~add! its LSO inputs and pro-
duce the angle estimate based on the sum. The straight solid
lines in Fig. 7 demonstrate the superposition result for two
LSO cells.
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We now describe a LSO cell’s responses as Gaussian ISI
point processes. Withr representing ISI correlation, the
single-input maximum likelihood estimator of lateral angle
is, for the linear choice forf @•#,

û5sin21F 12k lnS 11
Nrlso

bT
1

c

abTD G , ~19!

wherec is a root of the quadratic equation

~2r11!c212aBc1FC lnS BCD2a2GB50,

with B5(112r)Nrlso22r, C5(112r)Nrlso11 ~see the
Appendix!. As in the Poisson case, the ILD, which deter-
mines the spike count of the LSO input, is the only important
factor in estimating the lateral angle. Usingr50 to model
the renewal case, the angle estimator simplifies into

û5sin21F 12k lnS 11ANrlso~Nrlso11!~a21 ln~111/Nrlso!…

abT D G .
~20!

Except when the average discharge rate is low or the obser-
vation interval of lengthT is short, we can assume the total
spike countNrlso@1.4 Thus, the angle estimator in formula
~20! further simplifies into formula~14!, the angle estimator
under the Poisson model. For the more realistic nonrenewal
Gaussian model, we user520.3 anda55 to yield CV50.2.
By choosing these parameters, we haveaNrlso@c @except
whenNrlso is small ~one or two spikes!#, with the result that
the angle estimator also reduces to formula~14! in the Pois-
son model.

We approach neural population localization by consid-
ering the two-input case. Analytic difficulties in dealing with
non-Poisson models forced us to obtain maximum likelihood
angle estimates numerically for the two-input case. In our
simulations, the numerical approach converged easily, and
the maximum found is global because of the unimodal prop-
erty of the joint probability function in the Gaussian case.
Shown in Fig. 7 by the dashed lines, the angle estimate does
not remain constant when the total spike countNrlso11Nrlso2

is constant. Unlike the Poisson case, the inputs of the two
LSO units arenot simply superimposed together: superposi-
tion does not hold under the LSO Gaussian ISI model. Flat-
ness in the curvature suggests that the suboptimal superposi-
tion rule may give localization performance similar to that of
the optimal processor when the number of discharges from
each neuron are roughly equal.

B. Performance analysis

The discharges of LSO and AVCN cells are assumed to
be observed over a time interval of lengthT, and the total
spike counts are the sole information available to the optimal
processor. We chose the observation interval lengthT5100
ms and the maximum discharge rate of a single LSO cell
about 320 spikes/s. Although localization within a shorter
period of time is possible, a higher LSO discharge rate would
be required for the optimal angle estimator to produce small
localization error. For example, the mean spike count of a
Poisson process with intensityl over intervalT is lT, and
the standard deviation of the spike count isAlT. Any de-
crease in the productlT results in a bigger CV of the spike
distribution (1/AlT), a more random spike count to the op-
timal processor, and thus a larger localization error. The ex-
istence of cell spontaneous activity, ignored in our study,
offers another reason for using a relatively long observation
window: if both the discharge rate and the observation win-
dow length are small, it becomes difficult for the higher cen-
ter to distinguish between driven activity and spontaneous
activity of its inputs, leading to large localization errors.

The optimal processor retains a similar form under each
single-input LSO model. Moreover, the nonlinear processing
of LSO responses to extract lateral angle under each model is
the same if the spike count from the LSO is not too small.
Despite of the similarity in estimator form, we found that the
localization performance depends strongly on the point pro-
cess model of LSO responses. The performance of an opti-
mal estimator is evaluated by its bias and the standard devia-
tion of the angle estimates. These criteria correspond to
localization accuracy and precision respectively. In Fig. 8,
the mean of angle estimate under each LSO model is shown.
The bias nearu590° is an artifact due to our assumption that
the sound always comes from the front. The other extreme
situation occurs when the sound source is located near the
midline and the cell produces no input to the processor be-
cause of strong inhibition. Except for these artifacts, the op-
timal estimator under each LSO model is approximately un-
biased, and the Gaussian ISI models give rise to less biased
angle estimates than the Poisson model.

The optimal estimator under the Gaussian ISI model

FIG. 7. Superposition under LSO Poisson model and nonsuperposition un-
der LSO Gaussian ISI model: contour plot. Iso-angle-estimate contours of
the optimal estimator are shown as a function of the spike counts produced
by two LSO inputs. The solid lines correspond to the Poisson model, where
the angle estimate remains constant when the sum of the spike counts from
the two cells is constant. The dashed lines are under the Gaussian ISI model,
where the angle estimate is not constant when the sum of discharges of the
two cells is constant.

988 988J. Acoust. Soc. Am., Vol. 101, No. 2, February 1997 L. Yue and D. H. Johnson: Optimal binaural processing



yields much smaller variance than that under the Poisson
model, and the nonrenewal Gaussian ISI model results in
even smaller variances~Fig. 9!. Only the approximately un-
biased angle estimate portion is included for reasonable com-
parison. Because regularity is the only prominent factor that
varies from model to model, we attribute the performance
improvements in localization to the regular discharge pat-
terns of LSO units.

Under both the Poisson and Gaussian LSO models, neu-
ron ensemble processing tends to result in an optimal angle
estimator with better performance than that of a single-input

estimator. It is reasonable to expect that a larger neuron
population can improve the localization performance even
more. However, we do expect a limit in the number of con-
vergent cells because the higher center might be saturated by
the total LSO response producing high discharge rates. The
reduction in localization error by multineuron inputs process-
ing suggests that spatial integration among input cells im-
proves the localization capability of the higher center. Figure
10 demonstrates the result by comparing the standard devia-
tion of angle estimates produced by processor having one
input or two inputs under each LSO model.

C. Localization at midline

Contralateral LSO cells are usually totally inhibited, and
both ipsilateral and contralateral LSO cells may be totally
inhibited if the ILD is small ~Boudreau and Tsuchitani,
1970!. The small ILD situation is encountered with a midline
source. Thus, a midline problem arises: how does the optimal
processor localize a source when the LSO provides no input?
For all the previous models, the inputs to the contralateral
optimal estimator arise from only the ipsilateral LSO and
ipsilateral AVCN, and only identical LSO neurons are con-
sidered. In the following, we first address what happens if
the contralateral AVCN input is also used, and then consider
LSO cells with different thresholds to help solve the midline
problem.

1. Ipsilateral LSO and both AVCNs

If LSO input is nonzero, the maximum likelihood angle
estimator with inputs from ipsilateral LSO and both AVCNs
is the same as one AVCN case, and the direct projection to
the IC from the AVCNs doesnot contribute to localization.
Now suppose the optimal processor receives inputs from
both AVCNs, but no LSO input is available. If the AVCN
inputs were Poisson, the IC-based optimal processor esti-
mates the ILD to produce the angle estimate as in Dabak
~1990! and Johnsonet al. ~1990! for LSO-based localization.
The inconsistency between the Poisson model and AVCN

FIG. 8. Different LSO models: mean of angle estimate. The mean of angle
estimate under different LSO models is shown as a function of lateral angle.
The diagonal dashed line indicates unbiased estimates. The significant bias
near 90° is an artifact of the estimator’s assumption about the sound direc-
tion. The Gaussian ISI models result in much smaller bias than the Poisson
model, while the nonrenewal factor does not contribute as much. All the
performance results shown in this paper are based on the statistics of 50
trials per angle point.

FIG. 9. Different LSO models: standard deviation of angle estimate. The
standard deviation of angle estimate under different LSO models is quite
different. Similar to the comparison of bias results, Gaussian ISI models
result in much less variable estimator than the Poisson model, while the
nonrenewal factor does not contribute as much.

FIG. 10. LSO neuron population improves localization capability of the
higher neural center. In addition to the result demonstrated in Fig. 9, local-
ization with inputs from two LSO cells gives rise to less variable angle
estimator than one LSO cell under either point process model.
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projections to the IC indicates the possibility of different
localization capability of the higher center and the LSO. If
the AVCN discharges are modeled by the more regular
Gaussian ISI point process, the functional form of the opti-
mal estimator could not be derived, but numerical results do
show that the performance of the optimal processor for the
higher center is greatly improved over that for the LSO.

The optimal estimator with regular inputs from AVCN
produces almost unbiased angle estimates, while the Poisson
model ~also corresponding to LSO-like localization! results
in very biased angle estimates. In addition, the variance of
angle estimates at the higher center having only AVCN in-
puts is similar to that with only LSO inputs, given the same
regularity condition. Thus, localization performance is pre-
served when LSO discharges are not available to the higher
center.

2. Ipsilateral AVCN and different ipsilateral LSO cells

Experimental data indicate that LSO cells are not iden-
tical. In particular, the threshold level at which the cell is
excited may be different from cell to cell~Kianget al., 1973;
Tsuchitani, 1996!. Experiments also show that neurons with
different threshold and/or different CF may be excited simul-
taneously. Hence, it is reasonable to assume that, within the
neuron population that project to the higher center, some
LSO cells with certain thresholds do not get totally inhibited
when ILD is small. We model this possibility by supplying
discharges of two LSO cells with different inhibitory thresh-
olds ~same CF! to the optimal estimator along with the input
from the ipsilateral AVCN. If at least one of the LSO cells is
not totally inhibited, the input from AVCN is ignored in
angle extraction. The performance improvement over the one
LSO case for the optimal estimator in this case is similar to
that with same-threshold inputs.

Assuming the nonzero discharge rate crosses the mid-
line, some contralateral LSO cells may provide inputs to the
higher center with near-midline source. However, the projec-
tions from contralateral LSO cells are minor with relatively
low discharge rates compared with those of ipsilateral LSO
cells, and our simulations show no observable effect on lo-
calization performance.

III. CONCLUSIONS

We have investigated, in certain aspects, the role of a
higher center after LSO in binaural localization with LSO
and AVCN discharges. Non-Poisson point processes were
developed to model cell responses more accurately. The
theoretical result that LSO encodes sufficient statistics~the
ILD cue! for localization is confirmed in this study, and the
nonlinearity of processing LSO discharges optimally is ob-
tained under both LSO Poisson and non-Poisson models. Our
study suggests that regularity of the point process has signifi-
cant impact on the localization performance of the corre-
sponding angle estimator: the more regular the point process,
the smaller the bias and the standard deviation of the angle
estimate, resulting in greatly improved localization accuracy
and precision. Empirically, we found that the reduction fac-
tor of the CV of the discharge pattern approximately equals

the improvement in localization error. For example, the re-
duction is about 0.2 in Fig. 9, a value equaling the CV re-
duction of the Gaussian model with respect to the Poisson.
By considering the correlation between successive intervals,
localization performance is improved even more. However,
because the correlation is small, this improvement yields
little localization performance gain. These results mean that
regular discharge patterns can give rise to improved process-
ing performance by later stages in the binaural pathway.

The significance of discharge regularity in localization is
demonstrated again by the result of one of our solutions to
the midline problem. When both LSOs are totally inhibited
and provide no input to the optimal processor, localization is
still possible if the processor receives inputs from both
AVCNs. Simulations show that localization accuracy and
precision at the higher center using AVCN regular inputs are
much better than at the LSO using AVCN irregular dis-
charges with the same mean discharge rates. We attributed
discharge regularity to input integration, and we have shown
that spatial integration is another mechanism that improves
localization performance. Because of the impact of the regu-
larity difference of AVCN responses, it is clear that the
higher center is not simply a replica of LSO, even if AVCNs
were the only nuclei providing ascending projections.

The well-accepted duplex theory argues that ILD is pri-
marily responsible for localization of high-frequency signals,
and that ITD is used in localization of low-frequency ones.
The theoretical study of optimal localization of high-
frequency signals at LSO implies that the level cue should be
processed separately from the phase cue, and that level-based
processing is more effective than phase-based processing
~Dabak and Johnson, 1993!. Although it is reasonable to con-
sider ILD as the most important cue in high-frequency local-
ization at the higher center, we leave out other possible lo-
calization information conveyed in LSO responses by using
only the sustained portion of cell responses. One of the
prominent cues possibly used by the higher center is the
highly structured chopping responses obvious in PST histo-
grams of LSO data. A recent study~Zacksenhouseet al.,
1995! points out that the chopping discharge pattern can be
produced by the joint effect of the deadtime and the driven
process with an exponentially decaying intensity. Further-
more, one consequence of a regular discharge pattern, which
yields high-performance~small interval CV! lateral angle es-
timation, is a chopping response to step changes in stimulus
amplitude~Johnsonet al., 1986!. Another important cue in
LSO responses is the tightly distributed time-of-occurrence
of the first spike, which accurately represents the ipsilateral
stimulus onset. How the chopping information is represented
and what effect the timing of initial discharges has on local-
ization are interesting and unexplored research topics.
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APPENDIX

We show here that the presence of AVCN discharges
does not affect the optimal angle estimate. Assume LSO dis-
charges are modeled by the renewal Gaussian ISI point pro-
cess and that the input from AVCN is Poisson. Assuming a
linearR@•#, the joint pmf of two inputs is given by

pNrlso ,Nrpuu,A~Nrlso,Nrpuu,A!

5S e2AD~u!T
„AD~u!T…Nrp

Nrp!
D •SQF T2~Nrlso11!m

ANrlso1112rNrlsos
G

2QF T2Nrlsom

ANrlso12r~Nrlso21!s
G D , ~A1!

wherem ands are defined in formula~10!. Evaluating the
partial derivative of the logarithm of this joint pmf with re-
spect toA, we have

] ln p

]A
52TD~u!1

Nrp

A
. ~A2!

So, the maximum likelihood estimates ofA andu must sat-
isfy

ÂD~ û !5
Nrp

T
. ~A3!

By evaluating the partial derivative of the joint pmf with
respect tou, we have

] ln p

]u
5S e2AD~u!T

„AD~u!T…Nrp

Nrp!
D

•S d

du
~Q@ t1#2Q@ t2# ! D 1~Q@ t1#2Q@ t2# !

•S ]

]u

e2AD~u!T
„AD~u!T…Nrp

Nrp!
D , ~A4!

where

t15
T2~Nrlso11!m

ANrlso1112rNrlsos

5
abT„D~u!/D~2u!21…2a~Nrlso11!

ANrlso1112rNrlso

,

t25
T2~Nrlso!m

ANrlso12r~Nrlso21!s

5
abT„D~u!/D~2u!21…2a~Nrlso!

ANrlso12r~Nrlso21!
.

The partial derivative in the second term of formula~A4!
equals

]

]u

e2AD~u!T
„AD~u!T…Nrp

Nrp!
5
e2AD~u!T

„AD~u!T…Nrp21

Nrp!

•

dD~u!

du
•A„Nrp2ATD~u!….

~A5!

Note thatNrp2ATD~u! explicitly appears as a product term.
Because the maximum likelihood solution must satisfy for-
mula ~A3!, this term must be zero for the maximum likeli-
hood estimates ofu andA. Combining with formula~A4!,
we have

d

du SQFabT„D~u!/D~2u!21…2a~Nrlso11!

ANrlso1112rNrlso
G

2QFabT„D~u!/D~2u!21…2a~Nrlso!

ANrlso12r~Nrlso21!
G D U

û

50. ~A6!

Solving Eq.~A6! for û yields formula~19!. For other models
of inputs to the higher center from AVCN and LSO, similar
structures occur in solving for maximum likelihood estimates
of u andA, and the AVCN input is always discarded in angle
estimation.

1We have found that the hazard function, although directly computed from
the interval histogram, provides much more information about point pro-
cess models than does its progenitor.
2The mean rate of a Gaussian ISI point process cannot be derived analyti-
cally. The numerical mean of spike count in time interval of lengthT is T/m
if the number of spikes is large. In our simulations, the difference between
T/m and the mean spike count of simulated data is always less than 0.5
spike on average. In addition, the optimal processor we study later doesn’t
directly rely on the mean rate.
3If either the rate-level functionR@•# or the rate-ILD functionf @•# is satu-
rated, we have a degenerate localization problem, and the optimal processor
can’t localize the sound source without ambiguity.
4The average discharge rate of a typical LSO cell is low only when the
sound source is located near the midline. From the estimation viewpoint, a
smaller value of the input to the angle estimator incurs a larger localization
error. If the LSO input is small, it is very probable that the higher center
incorporates responses from some other lower neural centers for more re-
liable localization.
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Auditory-nerve fiber responses to clicks in guinea pigs
with a damaged cochlea
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This paper describes auditory-nerve single-fiber responses to clicks in noise-damaged cochleas.
Poststimulus time histograms~PSTHs! were recorded for various click intensities and for the two
click polarities. The PSTHs found in fibers with elevated thresholds are discussed in relation to the
frequency threshold curves~FTCs! measured in these fibers. Five types of abnormal FTCs are
distinguished. Type I is elevated as a whole, type II has an elevated~and often broadened! tip and
a tail at normal level, type III has low thresholds in the tail~often hypersensitive!, type IV represents
a flat tuning, and type V has no tip but shows a clear appearance of the tail~often hypersensitive!.
The click PSTHs of abnormal fibers were compared to normal PSTHs at equal sound-pressure
levels, and various abnormal trends were found corresponding to the type of FTC. PSTHs for type
I have longer dominant-peak latencies and smaller amplitudes; PSTHs for type II were normal well
above the fiber’s threshold; PSTHs for type III revealed remarkable patterns with multiple peaks,
part of them with a latency strongly varying with polarity; PSTHs for type IV showed narrow peaks
and steep amplitude/intensity curves; PSTHs for type V showed a multiple peaked pattern and large
amplitudes and steep amplitude/intensity curves to rarefaction polarity. The various features in the
click responses were in most cases consistent with the type of FTC. The results can be used to
explain deviations in whole-nerve recordings in abnormal cochleas. ©1997 Acoustical Society of
America.@S0001-4966~97!01301-5#

PACS numbers: 43.64.Pg, 43.64.Wn@RDF#

INTRODUCTION

The effects of cochlear damage on responses of
auditory-nerve fibers have been studied extensively, in par-
ticular the effects on frequency selectivity, two-tone suppres-
sion, and rate-intensity profiles~e.g., Evans, 1975; Dallos
and Harris, 1978; Schmiedtet al., 1980; Schmiedt and Zwis-
locki, 1980; Harrison, 1981; Harrison and Evans, 1982; Rob-
ertson, 1982; Salviet al., 1983; Liberman and Dodds, 1984b;
Liberman and Kiang, 1984!. Changes of frequency tuning as
a consequence of damage can be dramatic and can take a
variety of forms. Single-neuron labeling experiments al-
lowed Liberman and Dodds~1984b! to associate specific hair
cell lesions with abnormal types of frequency threshold
curves~FTCs!, which contributed to our understanding of the
morphological causes of changes in frequency selectivity.
These findings fit well with current ideas about the function
of hair cells ~for reviews see, e.g., Patuzzi, 1992; Dallos,
1992!. Outer hair cells~OHCs! can be considered to be ac-
tive transducers which give positive mechanical feedback to
enhance sensitivity for specific frequencies and thus damage
to these cells leads to frequency-dependent changes in the
FTC such as broadening and elevation of the tip. Inner hair
cells ~IHCs! can be considered to be passive transducers
which convert the mechanical vibrations into voltages which
in turn cause release of neurotransmitter. Damage to IHCs
leads to frequency-independent threshold shifts.

Temporal aspects of pathological responses have re-

ceived much less attention than the spectral aspects, despite
the importance arising from phase-locking of nerve-fiber re-
sponses. Phase locking may play a critical role in the neural
coding of sounds~Young and Sachs, 1979; Shamma, 1985!.
Further, knowledge of temporal response patterns of single
fibers is relevant for interpretation of the compound action
potential~CAP! or auditory brain-stem response~ABR! often
applied to examine cochlear functioning in pathology~Egg-
ermont, 1976; Chiappa, 1989!. A few reports have presented
responses to clicks in noise-damaged cochleas with specific
types of abnormal FTCs~broad tips: Salviet al., 1979;
W-shaped FTCs: Schoonhovenet al., 1994!.

We used broadband clicks to study temporal response
patterns of single fibers in noise-damaged cochleas in guinea
pigs. The click responses, presented as poststimulus time his-
tograms~PSTHs!, were examined for fibers with a range of
abnormal FTC shapes. One obvious question is whether cer-
tain deviations in the temporal patterns correspond to certain
FTC shapes. A simple example of such correspondence in
the normal cochlea is the interpeak distance in click PSTHs
of fibers with a low characteristic frequency~CF! measuring
about 1/CF~Kiang et al., 1965; Pfeiffer and Kim, 1972!.
Another example is changes in click PSTHs resulting from
cochlear damage: abnormal PSTHs could be ascribed to
changed FTCs assuming that neural click PSTHs reflect a
well-known ~nonlinear! transformation of the impulse re-
sponse of the cochlear filter~Salviet al., 1979; Schoonhoven
et al., 1994!.

It would be useful for electrocochleography to be able to
derive from deviations in CAPs abnormal local temporal re-
sponse patterns. It would be of extra value when one is able

a!Present address: University Laboratory of Physiology, Parks Road, Oxford,
OX1 3PT, UK. Electronic mail: hv@physiol.ox.ac.uk
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to even estimate morphological anomalies on the basis of
abnormal temporal patterns which underlie the CAP. Having
that in mind we will discuss PSTHs by associating them to
FTCs and in turn to morphological changes assessed from
FTCs relying on the data of Liberman and Dodds~1984b!.

I. METHODS

A. Noise exposure

The data presented in this paper were collected in 13
female, albino guinea pigs weighing between 200 and 800 g.
In order to induce a hearing loss each animal was first ex-
posed to loud sounds. The animal was lightly anaesthetized
and positioned in a small sound attenuating chamber
(0.830.630.5 m3) with the right pinna about 3 cm from a
speaker~Fane type Classic 10-125T!. The left ear canal was
plugged to minimize contralateral damage. The exposure
level was measured by means of a 12.7 mm~0.5 in.! con-
denser microphone~Bruël & Kjaer 4134! placed at the posi-
tion of the exposed ear. The animals were exposed for 2 h,
eight to a tone of 6.0 kHz at 121–123 dB SPL, five to a tone
of 1.4–1.7 kHz at 112–122 dB SPL. Before and immediately
after the acoustic overstimulation thresholds to short tone
bursts over a range from 2.8 to 11 kHz were estimated by
auditory brain-stem responses~ABR!. A needle placed
closely behind the pinna served as active ABR electrode and
a needle on the vertex was the reference electrode. Acute
recordings from the auditory nerve were performed after a
survival time of 14–123 days.

B. Preparation, acoustic stimuli, recordings

The procedures and equipment were the same as for
previous experiments we performed in normal hearing
guinea pigs and are described in detail in Versnelet al.
~1990!. The guinea pigs were intraperitoneally anaesthetized
with Nembutal® ~27 mg/kg!. A silver ball electrode was po-
sitioned at the round window and the cochlear nerve was
intracranially approached as described by Evans~1979!. Ear
canals were clean and there were no indications of middle
ear infections~after the experiment the bulla was routinely
opened to check!.

Sound stimuli were presented in a closed field by a dy-
namic earphone of Standard Telephones and Cables
~4026A!. The earphone, calibrated with the 0.5-in. Brue¨l &
Kjaer condenser microphone, showed a frequency character-
istic with less than 10-dB variation up to 10 kHz, and a
high-frequency roll-off of about 50 dB/oct. The roll-off was
such that thresholds above 50 dB SPL in a frequency range
above 12 kHz could not be measured properly. Conse-
quently, it was possible to measure an FTC tip with a normal
threshold above 12 kHz@as normal values for high-SR fibers
are around 20 dB SPL, see Fig. 9~A!# but an FTC tip with an
abnormal threshold~e.g., above 50 dB SPL! might not be
identified. Rectangular pulses of 100-ms width were used for
the generation of clicks; the acoustic click spectrum was
relatively flat within 15 dB up to about 9 kHz where it fell
off rapidly ~see Fig. 1 in Versnelet al., 1992!. The level of
the click was expressed in dB nSL, where nSL is the level
relative to the average click-evoked CAP threshold for nor-

mal hearing animals~Versnelet al., 1990!. The peak ampli-
tude of the click at normal threshold~0 dB nSL! was equal to
the peak pressure of a sinusoidal tone of 41 dB SPL. The
threshold audiogram of the averaged CAP was determined
using 4-ms tone bursts and a 1-mV threshold criterion. Fre-
quency threshold curves~FTCs! were determined by an au-
tomated threshold tracking procedure~see Evans, 1979! us-
ing tone bursts of 50-ms duration and a threshold criterion of
20% increase above spontaneous activity.

The single-fiber recordings were made with glass mi-
cropipettes filled with 0.5 M KC1/0.1 M TRIS buffer~in situ
resistance 30–60 MV). Bursts of broadband noise with a
level of 80 dB SPL were used as search stimuli. After an
FTC of a fiber was determined, PSTHs to condensation and
rarefaction clicks were recorded using 256 sweeps and a bin
width of 60ms.

C. Data analysis

The recordings in the noise-exposed guinea pigs are
compared to data in 14 normal hearing animals which are
described in Versnelet al. ~1990, 1992!. The cochlea of a
noise-exposed animal was considered to be abnormal when,
for any frequency, tone thresholds determined by CAP re-
cordings from the round window, were raised by more than 2
s.d. ('15 dB) from average thresholds in the normal hearing
animals~Versnelet al., 1990!. The single-fiber thresholds in
abnormal cochleas were compared to average thresholds of
fibers within the same CF range~,0.5 kHz, 0.5–3 kHz,.3
kHz! and the same category of spontaneous discharge rate

FIG. 1. Example of input/output curves of the latency~top! and amplitude
~bottom! of PSTHs to condensation and rarefaction clicks recorded in a
single fiber. The slopes of the input/output curves are computed at three
levels over a 20-dB interval with the lowest level at 0–10 dB above thresh-
old. The bold bar marks the 20-dB interval over which the slopes are com-
puted. The click threshold is estimated by linear extrapolation of the three
amplitude data points to the spontaneous rate~dash-dotted line!.
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~SR! ~,5 sp/s, 5–30 sp/s,.30 sp/s! in the normal-hearing
guinea pigs. Fibers with a threshold at CF raised by more
than 2 s.d.~typically about 20 dB! from the normal values
were considered abnormal.

The distinction of tip, notch and tail is important for the
analysis of abnormal FTCs. The tip is a~local! minimum
near the high-frequency cutoff, the tail is the low-frequency
section where the slope is minimal or even changes its sign
resulting in a second local FTC minimum. The notch of the
FTC is defined as the point where tip and tail meet, often
manifesting as a local maximum~hence the term ‘‘notch’’!.
The terms tail frequency and tail level will be used to refer to
the frequency and level at the minimum of the tail, or in case
of a relatively flat tail, to refer to an average value of the tail
thresholds. Other parameters of the FTC used are the CF,
threshold at CF, andQ10 dB ~ratio of CF and bandwidth at
10 dB above the threshold at CF!.

The PSTHs were smoothed using a sliding three-point
~1/4, 1/2, 1/4! window, and were normalized to firing prob-
ability density by dividing the number of spikes by the num-
ber of sweeps and the bin width. The main PSTH parameters
derived were the latency,tP , and amplitude,Ap , of the larg-
est peak which we introduced previously for click PSTHs in
normal cochleas~Versnelet al., 1990!. We chose these pa-
rameters since they are analogous to commonly used CAP
parameters, and since they can be used to simulate CAPs
~Versnelet al., 1992; Versnel, 1993!. The latency, defined at
the peak’s maximum, is referred to the start of the cochlear
microphonics in order to eliminate acoustic and middle-ear
delays. The amplitudeAP is the normalized spike rate the
time tP in spikes/s. These parameters were analyzed at fixed
levels ~in dB nSL! and polarities. Furthermore parameters
were derived which reflect the dependence oftP andAP on
click intensity and polarity. The slopes of the input/output
curves were computed using three levels with 10-dB inter-
vals with the lowest one at 0–10 dB above threshold. Figure
1 illustrates how slope values were determined. The depen-
dence on polarity was expressed by the difference of laten-
cies to condensation (C) and to rarefaction (R) clicks,
tP(C)2tP(R), and by a ratio of amplitudes,AP(C)/AP(R),
the latter analyzed on a logarithmic scale. Also, the absolute
latency difference and absolute ratio were analyzed. The du-
ration of the PSTH is defined from the onset of the response
to the last point where the instantaneous rate is above the
spontaneous rate.

The various response parameters of abnormal fibers are
statistically compared to those of normal fibers. Since the
parameters might depend not only on FTC-type, but also on
CF and SR~Versnelet al., 1990, 1992!, a multiple regression
analysis is applied with log~CF! and SR category as indepen-
dent variables in addition to the FTC category that distin-
guishes abnormal from normal.

We present PSTHs to both click polarities as compound
histograms~cf. Pfeiffer and Kim, 1972!. If compound PSTHs
revealed an oscillatory pattern@which normally is the case
for low-CF fibers; CF below 3 kHz; see, e.g., Fig. 2~B!,~C!#,
difference PSTHs were computed by subtracting PSTHs to
rarefaction clicks from PSTHs to condensation clicks. Sub-
sequently, the Fourier power spectrum of these difference

PSTHs was computed by an FFT procedure~Versnelet al.,
1992!, and the frequency at the peak of the power spectrum
is defined as the best frequency~BF! according to Eggermont
et al. ~1983!. We compare the peaks of the power spectrum
to the FTC in order to find out whether the impulse response
of the ~abnormal! cochlear filter is at least partly represented
in the ~abnormal! temporal response patterns, and thus
whether changes in the PSTHs can be ascribed to the
changes in the cochlear filter. We assume that the nonlinear
transformation of the cochlear filter’s impulse response to
the PSTH does not prohibit a comparison of synchrony and
rate measures as reflected in PSTH and FTC, respectively
~Schoonhovenet al., 1994!. The validity of our analysis of
low-frequency periodicities in the PSTH was illustrated for
normal low-CF fibers in Versnelet al. ~1992!.

II. RESULTS

A. FTCs and click PSTHs in normal cochleas

The main points of normal FTCs and click PSTHs are
described here as reference for the responses in damaged
cochleas. Details can be found in previous papers~Versnel
et al., 1990, 1992!.

The fibers are divided into three groups with respect to
their spontaneous discharge rate~SR! with boundaries at 5
and 30 spikes/s; in normal cochleas the distribution of fibers
over the low-, medium-, and high-SR ranges is about 15%–
20%–65%, respectively. Low-SR fibers have significantly
higher thresholds than high-SR fibers and medium-SR fibers
have intermediate thresholds. TheQ10 dB increases with CF
and is described asQ10 dB52.7f c

0.3 where f c is the CF~in
kHz!.

On the basis of two distinct click-response patterns we
distinguished low- and high-CF fibers with a frequency
boundary of 3 kHz. Figure 2 shows representative examples
of normal click PSTHs for a high-CF~A! and two low-CF
~B! and ~C! fibers. The PSTHs are presented in compound
mode with PSTHs to condensation clicks plotted upward and
to rarefaction clicks downward. The PSTHs of high-CF fi-
bers are similar for condensation and rarefaction clicks@Fig.
2~A!#. The PSTHs have a single peak with a short latency
often followed by a smaller peak. Low-CF fibers show click
responses which differ with click polarity@Fig. 2~B! and
~C!#. The PSTHs have several peaks~usually more than two!
which alternate with polarity, and interpeak intervals are
about 1/f c . Compared to the high-CF fibers the PSTH la-
tency is longer for low-CF fibers, the peak amplitude is
larger, and the duration of the response is longer. Responses
of fibers with a CF around 3 kHz@see~B!# show a transition
between the two response patterns.

B. Classification of frequency threshold curves in
abnormal cochleas

Thirteen animals had a significant CAP threshold shift at
one or more frequencies and thus their cochleas were re-
garded as abnormal~see Sec. I!. The maximum threshold
shift per audiogram varied across animals from 22 to 51 dB.
Most of the losses were in frequency regions around and
above the frequency of the exposure, and most animals had
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FIG. 2. Frequency threshold curve~FTC! and compound poststimulus time histograms~PSTHs! in normal cochleas. The resolution of the FTC is 50 points per octave. The condensation-click PSTHs are plotted upward,
the rarefaction-click PSTHs downward; the compound PSTHs are arranged in order of decreasing click intensity. The bin width of the PSTH is 60ms. The ordinate represents the instantaneous firing probability density
~number of spikes per sweep, divided by the bin width!. ~A! Responses of a fiber with a high CF~6.8 kHz!; the PSTHs are similar for the two click polarities.~B! Responses of a fiber with a low CF~2.6 kHz!; the
PSTH-peak latencies are different for the two polarities.~C! Responses of another fiber with a low CF~1.1 kHz!; the PSTHs vary with click polarity more distinctly than in~B!.
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normal ABR thresholds before exposure. However, two ani-
mals exposed to 6 kHz had, in addition to a high-frequency
loss, low-frequency losses~below 1 kHz!. Two other animals
had abnormal ABR thresholds at high frequencies before ex-
posure.

In the abnormal cochleas we recorded from 90 single
fibers which were considered to be abnormal on the basis
that their thresholds were elevated relative to normal values
in comparable CF and SR regions~see Sec. I!. The CF-tone
thresholds of these fibers are shown with normal thresholds
of high-SR fibers in Fig. 9~A!. Most abnormal thresholds
(N571) were found in fibers with a high CF~above 3 kHz!,
which was expected from the most often used frequency of
exposure~6 kHz!.

The FTCs of the abnormal fibers are classified into five
types on the basis of the tip shape and tail threshold. The
criteria applied for the classification are presented in Table I,
and the five types of abnormal FTCs are schematically
shown in Fig. 3. Types I, II, and III all have distinct tips with
elevated thresholds; these are further distinguished by their
tail: type I shows elevation of the tail threshold, type II a
normal tail level, and type III an abnormally low tail thresh-
old. Types IV and V are lacking a tip that can be associated
with a CF ~implying an extreme broadening or total loss of
tuning at CF!; of these two, type IV has a tail segment at a
similar level to the high-frequency thresholds, and type V
shows, as type III, a distinct tail with a low threshold. The
tail level is compared to normal tail levels~for high-CF fi-
bers with a high SR in normal ears: 7467 dB SPL,
N519), and it is compared to the level of the ‘‘notch’’
which connects tip and tail. The criteria with regard to the
tail did not apply to FTCs with CFs below about 2 kHz
where the tail level is difficult to define because of the slop-
ing character of the tail. In such cases we compared to tails
of normal FTCs with a similar CF. Note that a CF and
Q10 dB cannot be determined for type-IV and type-V FTCs
because of the absence of the tip. The lowest threshold at the
high-frequency section of the FTC are used as ‘‘threshold at
CF’’ of types IV and V.

Because of the high-frequency roll-off in the earphone
spectrum~see Sec. I!, above 12 kHz only thresholds below
50 dB SPL could be detected. This raises questions about the
FTCs classified as type IV and V which almost all responded
to frequencies up to about 10 kHz but where a high-
frequency slope could not be detected: these FTCs might
actually represent fibers with a CF above 12 kHz and an

elevated tip threshold. However, seven out of nine type-IV
FTCs were recorded in animals which had both near-normal
CAP thresholds and near-normal single-fiber thresholds
above 12 kHz. Thus it can be assumed that in these animals
most fibers with medium or high SR and a CF above 12 kHz
had FTC tips close to normal and therefore their tips could
have been detected. Hence, we believe that at least those
seven type-IV FTCs, which were recorded in fibers with a
medium or high SR, probably were genuine types IV with an
original CF up to about 10 kHz.

The largest percentage of abnormal FTCs was of type III
~38%!, and relatively few fibers were found with type IV
~10%! or type V ~7%!. Each FTC type could be found at any
place in a hearing-loss region of the CAP audiogram, except
for regions below 1 kHz where only FTCs of type I were
classified~details in Versnel, 1993!. Each type occurred in
both moderate~20–40 dB! and severe hearing losses~40–60
dB!, except for type V which was only found for severe
losses.

C. FTCs and corresponding click PSTHs, typical
examples

In this subsection we present examples of different types
of FTCs and click PSTHs which were found with these
types. Next Secs. II D, E present the FTC and PSTH param-
eters statistically compared to normal values. Figures 4–8
show responses for each type, mostly of both low- and
high-CF fibers. Aspects of the click PSTHs considered are:
duration of the response, occurrence of multiple peaks, and
latency and amplitude of peaks, with particular attention to
the polarity and intensity dependence of these aspects. We
describe deviations from the normal response behavior~sum-
marized in Sec. II A! based on visual inspection of the tem-
poral response patterns. A common feature in all examples in
Figs. 4–8 is that click thresholds are elevated.

Figure 4 shows the PSTHs for two fibers with type-I
FTC, one with a high CF~A!, and the other with a low CF
~B!. Both for the high-CF and low-CF case the PSTHs have
normal patterns.

Figure 5 shows an example of type-II responses of
high-CF fiber. The PSTHs have changed in several respects.
The duration of the response is shorter than normal at all
intensities: e.g., at 51 dB nSL it is about l ms whereas a
normal value is about 2 ms@see Fig. 2~A!#. The peak ampli-
tude shows a large increase with intensity, such that it

TABLE I. Criteria for FTC classification. A distinct tip is defined as a region in the curve which is at least 10
dB lower than a maximum at lower frequency~often the notch! and where a slope along higher frequencies is
at least 30 dB/oct over

1
3 oct. The notch refers to the point where tip and tail meet, often appearing as local

maximum. The tail is defined as low-frequency region at least one octave below the tip.

Tail threshold Tail-notch level
Type Distinct tip ~dB SPL! difference Global shape

I present .80 ,20 entire curve elevated
II present 65–80 ,20 tip elevated
III present <65 >20 tip elevated/tail low
IV not present .65 ,20 entirely flat
V not present <65 >20 flat for high frequencies/tail

low
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reaches a normal level at 20–30 dB above the threshold. The
click PSTHs of a low-CF fiber with a type-II FTC@Fig. 5~B!#
show similar deviations: a short duration of the responses
@e.g., at 51 dB nSL the response ceases after 3 ms whereas
normally it continues after 4 ms, see Fig. 2~B!#, and a rapid
amplitude increase to normal values.

Figure 6~A! presents a prominent example of type-III
responses. The FTC clearly exhibits the double tuning to tip
and tail frequencies, and the corresponding click responses
reveal remarkable deviations. The main anomaly in the
PSTHs is the dissimilarity of the responses to condensation
and rarefaction clicks. The latency of the dominant rarefac-

tion peak is shorter than that of the condensation peak, and
the early peaks alternate with click polarity. Furthermore, at
higher intensities the rarefaction-click PSTHs show an iso-
lated second peak with a long latency, whereas in normal
high-CF fibers second peaks occur early@cf. Fig. 2~A!#. Ab-
normal behavior as a function of intensity is demonstrated by
a smaller latency decrease than normal and a larger increase
of peak amplitude. All of these aspects are characteristic for
low-CF fibers rather than for high-CF fibers@cf. Fig. 2~A!
and~C!#. Figure 6~B! shows type-III responses for a low-CF
fiber. The tail has a threshold~50 dB SPL! that is even lower
than the CF threshold~70 dB SPL!. Here the click threshold

FIG. 3. Schematic representation of five types of FTCs found in fibers with a raised threshold. The solid line represents the normal FTC. The dashed lines
represent the segments of the curve that deviate from normal. The arrows in the top plot point to the tip and tail regions of the FTC and to the notch which
connects the tip and tail. Note that for the type classification the explicit criteria given in Table I are applied.
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~40 dB nSL! does not correspond to the tip threshold but
rather to the tail threshold~as tone and click thresholds typi-
cally differ 10 dB according to Versnelet al., 1992!. Just
above threshold the compound click PSTHs show an oscil-
latory pattern corresponding to the tail frequency~0.7 kHz!.
For higher intensities the pattern changes such that the inter-
peak intervals for rarefaction are longer than for condensa-
tion clicks.

Figure 7 illustrates click responses of a fiber with a
type-IV FTC, i.e., where tuning is lost. The PSTHs were
normal for high-CF fibers in view of a very short and polar-
ity independent latency and a second peak at an interpeak
time of about 1.0 ms. However, in comparison to normal
high-CF fibers@e.g., Fig. 2~A!#, the dominant peaks were
only half as wide as normal. Also, the amplitude increase
with intensity was larger than normal for both polarities, and
in turn, larger for the PSTH peak to condensation clicks than
to rarefaction clicks.

Type-V FTCs show loss of tuning to high-frequency
tones as in type IV, and relatively high sensitivity to low
frequencies as in type III. The click PSTHs~compared with
responses of normal high-CF fibers! showed abnormal prop-

erties reflecting both aspects of type-III and type-IV response
behavior@Fig. 8~A!#. Similarly to type III, the PSTHs mark-
edly varied with polarity, while the large amplitude and the
small width of the dominant peaks observed from 20 dB
above threshold were characteristic for type IV. We found
one fiber with a type-V FTC which did not respond to high
frequencies, implying a low original CF~i.e., below 3 kHz!.
Figure 8~B! shows the responses of this fiber. The high-
frequency slope of the FTC at 2–3 kHz indicates that the CF
tip might have been originally between 1 and 2 kHz, which
is supported by the PSTH latencies. The PSTHs were abnor-
mal in that they had two distinct interpeak intervals: one in
the rarefaction-click PSTHs of about 3 ms, and the other in
the early condensation-click response of about 0.5 ms. These
intervals might be associated to the two frequencies where
the fiber is slightly more sensitive~around 0.3 and 2 kHz!.

D. FTC parameters and SR

Threshold at CF,Q10 dB and SR distribution, which are
plotted in Fig. 9~A!–~C!, varied significantly with FTC type.
TheQ10 dB and SR distributions of abnormal fibers were sta-

FIG. 4. Two examples of abnormal FTC type I~top! with the corresponding compound click PSTHs. The FTCs are classified as type I according to the criteria
described in Table I. The condensation-click PSTHs are plotted upward, the rarefaction-click PSTHs downward. The ordinate represents the instantaneous rate
~number of spikes per sweep divided by the bin width!. The compound PSTHs are arranged in order of decreasing click intensity~expressed in an absolute
measure, dB nSL or dBre: normal click threshold!. ~A! Responses for a fiber with a high CF~6.9 kHz! and high SR~63 spikes/s!. ~B! Responses for a fiber
with a low CF ~0.60 kHz! and high SR~78 spikes/s!.
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tistically compared to normal for each type separately, and
the thresholds at CF were compared among pairs of abnor-
mal FTC types. Since threshold at CF andQ10 dBdid not only
possibly depend on FTC type, but also on CF and SR, a
multiple regression analysis was applied with log~CF!, SR-
category ~medium and high!, and FTC type~normal and
tested type! as independent variables. The CF variable was
excluded for types IV and V. The type-III FTCs showed
higher thresholds at CF than type-II FTCs (P,0.05), the
type-IV and -V FTCs had the highest thresholds (P,0.05)
where the lowest threshold at the high-frequency section of
the FTC was used as ‘‘threshold at CF’’@see Fig. 9~A!#.
Type-I FTCs had normalQ10 dB values, and both type-II and
-III FTCs had aQ10 dB which was significantly lower than
normal (P,0.05). Note in Fig. 9~B! that abnormal FTCs can
have very highQ10 dBs as exhibited here by some type-III
FTCs. An unpaired Student’st test was performed for the SR
distribution with the values 1, 2, 3 representing high, me-
dium, and low SR, respectively. Fibers with a type-III FTC

had more often a high SR than normal fibers (P,0.05),
whereas the SR distribution of type-V fibers showed the op-
posite trend (P,0.05) @Fig. 9~C!#.

E. PSTH parameters

The click threshold is elevated in most cases such as
those described in Sec. II~C!. The relation with the tonal
threshold is examined in Fig. 10 by plotting the difference
between the threshold at CF~or high-frequency tones in case
of types IV and V! and click threshold as a function of CF.
The trend of this parameter with CF globally follows the
frequency spectrum of the click stimulus~see Versnelet al.,
1992!. Several abnormal fibers have a larger threshold dif-
ference than the normal fibers~shown by the open circles in
Fig. 10!, especially the fibers with a type-III or type-V FTC.
This means that the click threshold for abnormal fibers can
be lower than expected on the basis of the threshold at CF

FIG. 5. Examples of FTCs and click PSTHs for abnormal type II; for explanation of plots see Fig. 4.~A! Responses for a fiber with a high CF~6.1 kHz! and
medium SR~18 spikes/s!. ~B! Responses for a fiber with a low CF~2.7 kHz! and medium SR~8 spikes/s!. Note the differences in ordinate scales between A
and B.
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FIG. 6. Examples of FTCs and click PSTHs for abnormal type III; for explanation of plots see Fig. 4.~A! Responses for a fiber with high CF~6.5 kHz! and
a high SR~126 spikes/s!. Input/output curves of the PSTHs of this fiber are shown in Fig. 1.~B! Responses for a fiber with a low CF~2.6 kHz! and medium
SR ~7 spikes/s!. Note the differences in ordinate scales between~A! and ~B!.

FIG. 7. Example of a type-IV FTC and corresponding click PSTHs. The fiber’s CF is unknown~cannot be determined!, and the fiber has a high SR~111
spikes/s!.
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and the click spectrum. This particularly occurs when the
threshold of the FTC tail is lower than the threshold at CF
@see Fig. 6~B!#.

Figures 11 and 12 present the latency and amplitude of
the PSTHs as well as their dependence on click intensity and
polarity. Figure 11 shows the parameters of types I–III com-
pared to normal, and Fig. 12 shows the parameters of types
IV and V, in both figures compared to normal~circles!. Sta-
tistical significance is tested using a multiple regression
analysis with log~CF!, SR category~high and medium! and
FTC type~normal and tested type! as independent variables.
The statements in the next paragraph are based on 95% con-
fidence intervals.

Click responses of type I had longer latencies and the
decrease of latency with intensity was smaller than normal
@see Fig. 11~A!, ~B!#. The amplitude at a fixed level was
smaller than normal@Fig. 11~D!#. For type II all parameters
had normal average values, but for individual fibers the pa-
rameters could significantly deviate from normal@see, e.g.,
in Fig. 11~A!#. Most deviations from normal are found for
type III. The absolute latency difference with polarity was
larger than normal, in most cases because the condensation
click latencies were longer than normal@Fig. 11~A!#. The
decrease of latency with intensity was small, sometimes the
latency was even constant or increased with intensity@Fig.
11~B!#. The amplitude was smaller than normal but its in-
crease with intensity was larger@Fig. 11~D!, ~E!#. The

type-IV responses exhibited very steep amplitude versus in-
tensity functions@Fig. 11~E!#. Also, the polarity dependence
of the amplitude is larger than normal, with either a strong
preference for condensation or rarefaction polarity@Fig.
12~F!#. The type-V responses were larger than normal to
rarefaction clicks, and their amplitude increase with intensity
was larger. Also, the rarefaction click amplitudes were larger
than the condensation click amplitudes, whereas the opposite
trend was found for normal fibers@Fig. 12~F!#.

F. Abnormal multiple peaked click response patterns
and the FTC tail

For normal low-CF fibers the Fourier transform of a
difference PSTH shows an amplitude peak around the CF.
Specifically, at low click intensities the peak frequency or
best frequency~BF! is about equal to CF, and with increase
of intensity the BF decreases. Figure 13~A! illustrates an
example of this trend. The PSTHs of type-III or type-V re-
sponses show a multiple peak pattern, which might be re-
lated to the increased sensitivity to low frequencies. How-
ever, this pattern does not have such an obvious~e.g.,
equidistant! interpeak interval as that found in low-CF fibers
which can be associated with the CF. Instead, the Fourier
transform of the difference PSTH might be more appropriate
to reveal a correspondence of the PSTH to the FTC. Figure

FIG. 8. Two examples of FTCs and click PSTHs for abnormal type V; for explanation of plots see Fig. 4. The CFs cannot be determined.~A! The minimum
~tail! threshold is found at 0.63 kHz, and the fiber has a low SR~4 spikes/s!. ~B! The FTC has a distinct high-frequency slope which indicates that the CF
probably lies between 1 and 3 kHz. The minimum~tail! threshold lies at 0.25 kHz, and the fiber has a low SR~1 spike/s!.
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13~B! shows an example of the Fourier power spectra of a
fiber with a type-III FTC. The power spectrum at intensities
near threshold closely mirrors the FTC tail, and with increas-
ing intensity the spectrum broadens. Figure 14 shows a scat-
ter plot of the BF near threshold versus tail frequency for a
group of fibers with type-III or type-V FTCs. For all but one
fiber there is a close correspondence between the BF and the
tail frequency.

III. DISCUSSION

We described single-fiber responses to clicks in relation
to different abnormal shapes of tuning curves in impaired
guinea-pig cochleas. We distinguished five types of abnor-
mal FTCs, and to each of these we could associate specific
~often abnormal! features in the click responses~see Figs.
4–8, 11, 12!. Important assumptions to interpret these find-
ings are that OHCs behave as active transducers which give
frequency-dependent positive mechanical feedback, and
IHCs are passive transducers which convert the mechanical
vibrations into release of neurotransmitter~see e.g., Patuzzi,
1992; Dallos, 1992!. A direct consequence of these assump-
tions is that damage to OHCs would lead to frequency-
dependent changes of the single-fiber response, and damage
to IHCs to frequency independent changes. Furthermore, we
will interpret the click responses and their relation to the
FTCs in the context of assumed cochlear lesions. Liberman
and Dodds~1984b! correlated the various shapes of FTCs to
various stages of hair cell lesions on the basis of intracellular
labeling experiments, and we will rely on these correlations
to make assumptions about the kind of damage for each type
of FTC we found. Three of the four types of tuning curves
given by Liberman and Dodds~see their Fig. 14! correspond
closely to our types I, III, V, respectively, and their fourth
curve corresponds to II or IV.

Within the above described conceptual framework, we
will first discuss the type-I and type-II cases which can sim-
ply be associated to IHC or OHC damage, respectively, and
subsequently, we discuss the more complex cases of types
III, IV, and V.

A. Type I

Type-I FTCs are characterized by a frequency-
independent threshold shift, and thus, they are probably
caused by disruption of passive transduction mechanisms,
e.g., occurring by damage to the IHC or afferent synapse
~Liberman and Dodds, 1984b; Patuzziet al., 1989!. Such
damage effectively induces a higher detection threshold of
the passive transducer. The findings in the corresponding
click PSTHs seem to support this view. Damage to the IHC
presumably affects the depolarization process and conse-
quently reduces the postsynaptic generator potential~Liber-

FIG. 9. ~A! The threshold at CF versus CF for normal and abnormal fibers.
For clarity the normal fibers are only represented by the high-SR group
which has the lowest thresholds. A CF cannot be ascribed to types IV and V
@except for one around 1.7 kHz, see Fig. 8~B!#, hence minimum thresholds
at the high-frequency section of these FTCs are used as ‘‘threshold at CF’’
and plotted at the right side. The solid line represents the average tone
audiogram in normal guinea pigs as measured by compound-action-potential
recordings from the round window. Multiple regression analysis with type
of FTC and SR category~low, medium, and high! as independent variables
shows that the thresholds of types IV and V are significantly higher than
those of types I, II, and III (P,0.01).~B! TheQ10 dB versus CF for normal
and abnormal fibers of types I–III~A Q10 dB cannot be ascribed to types IV
and V!. The solid curve represents an exponential fit to normal values:
Q10 dB( f c)52.7f c

0.3 where f c is the CF. Multiple regression analysis with
log( f c), SR category~medium and high! and type of FTC as independent
variables shows thatQ10 dB is significantly smaller than normal for both type
II and III (P,0.01).Q10 dB of type-I FTC does not significantly differ from
normal (P.0.05).~C! SR distributions for normal and abnormal fibers. The
distributions of types I, II, and IV are normal, the distribution of type III is
abnormally skewed toward high SR, the distribution of type V is abnormally
skewed toward low SR~according to unpaired Student’st tests with values
1, 2, and 3 representing low, medium, and high SR, respectively!.

FIG. 10. Difference between CF-tone threshold~in dB SPL! and click
threshold ~in dB nSL! versus CF for normal and abnormal fibers. The
threshold differences of types IV and V are plotted at the right side. Types
III and V have significantly higher threshold differences than normal~un-
paired Student’st test,P,0.01), i.e., the click thresholds are lower than
normally expected on the basis of the threshold at CF.
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man and Dodds, 1984a!. Assuming a certain build-up time of
the generator potential, the excitation threshold will be
reached later and with a lower probability. In other words,
the latency will be longer and the amplitude will be smaller,
which is indeed what we found in the click responses.

B. Type II

The type-II FTCs have broad elevated tips and normal
thresholds to frequencies below CF, which is typical for

cochlear regions with OHC damage~Robertson, 1983; Liber-
man and Dodds, 1984b; Patuzziet al., 1989!. Our click
PSTHs from type II seem to be consistent with OHC dys-
function, since, first, Salviet al. ~1979! recorded similar
click PSTHs~normal latency, shorter response! in chinchilla
cochleas where they observed predominant damage to
OHCs, and, second, basilar membrane responses to clicks in
noise exposed cochleas reveal comparable features~Ruggero
et al., 1993!. We elaborate here on the latter point.

FIG. 11. Parameters of click PSTHs versus CF for normal and abnormal responses. The FTC types associated to the abnormal responses are I, II, and III. The
responses of low-SR fibers are excluded.~A! Latency for condensation clicks at 51 dB nSL. For type I and type III the latencies are significantly longer than
normal (P,0.05; multiple regression analysis with log~CF!, SR category and FTC type as independent variables!. ~B! Slope of latency-intensity function for
condensation clicks. For type I and type III the slopes are significantly shallower than normal (P,0.05). ~C! Difference between latencies to both click
polarities at 51 dB nSL. For type III the absolute difference is significantly larger than normal (P,0.001).~D! Amplitude of PSTH for condensation clicks
at 51 dB nSL. For type I and type III the amplitude is significantly smaller than normal (P,0.05).~E! Slope of amplitude-intensity function for condensation
clicks. For type III the slope is significantly larger than normal (P,0.05). ~F! Ratio of amplitudes to both click polarities at 51 dB nSL.
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In deteriorated cochleas which likely involve loss of ac-
tive transduction mechanisms~associated with dysfunction
of OHC! the mechanical response to CF tones is reduced at

low levels but is virtually the same as normal at high levels

~Sellick et al., 1982; Ruggeroet al., 1993!. One could say
that in a normal cochlea the OHC function is reduced at high
levels making the input to the IHC independent of the state

of OHCs. In agreement with this argument, the mechanical

click response in the pathological cochlea was very similar to

the early component of the normal response~Ruggeroet al.,

1993! and accordingly, we found for fibers with a type-II

FTC a normal latency and amplitude. However, the late

~nonlinear! component which Ruggeroet al. ~1993! distin

FIG. 12. Parameters of click PSTHs versus CF for normal and abnormal responses. The FTC types associated to the abnormal responses are IV and V. The
responses of type IV and V are plotted to the right as their CF is not known~except for one case!. ~A! Latency for rarefaction clicks at 71 dB nSL.~B! Slope
of latency-intensity function for rarefaction clicks.~C! Difference between latencies to both click polarities at 71 dB nSL.~D! Amplitude of PSTH for
rarefaction clicks at 71 dB nSL. The amplitude is significantly larger than normal for type V (P,0.05; multiple regression analysis with SR category and FTC
type as independent variables!. ~E! Slope of amplitude-intensity function for rarefaction clicks. For both type IV and V the slope is steeper than normal
(P,0.05).~F! Ratio of amplitudes to both click polarities at 71 dB nSL. For type IV the absolute ratio of amplitudes,u log(Ap(C)/AP(R))u, is smaller than
normal (P,0.05), and for type V the absolute ratio is larger than normal (P,0.05).

1005 1005J. Acoust. Soc. Am., Vol. 101, No. 2, February 1997 Versnel et al.: Click responses in damaged cochleas



guished in the normal click response has disappeared in the
abnormal cochlea, and accordingly, the duration of the
single-fiber click responses of type II was shorter than nor-
mal ~see also Salviet al., 1979!. This implies that OHCs

somehow play a role in the response to high-intensity tran-
sient sounds. We suggest that during the first oscillations the
cochlea is in a ‘‘high-intensity state’’ where the OHC con-
dition is not crucial, and that after a few oscillations the

FIG. 13. Magnitude of Fourier transform of difference PSTHs~response to rarefaction click subtracted from response to rarefaction click! and the corre-
sponding FTC~top!. Fourier spectra are shown in order of descending click intensity.~A! Spectra for a normal fiber with a CF of 1.1 kHz. The corresponding
PSTHs are shown in Fig. 2~C!. ~B! Spectra of fiber with a type-III FTC, a CF of 6.5 kHz and a tail frequency of 0.58 kHz@original PSTHs in Fig. 6~A!#.
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cochlea falls into a ‘‘low-intensity state,’’ in which the re-
sponse depends on the condition of the OHC.

C. Type III

Tuning curves of type III, i.e., W-shaped possibly in-
cluding a hypersensitive tail, have been found in cochleas
damaged by noise~Liberman and Kiang, 1978; Robertson,
1982; Salviet al., 1983; Liberman and Dodds, 1984b!, oto-
toxic drugs ~Schmiedtet al., 1980! or endolymphatic hy-
drops~Harrison and Prijs, 1984!. In agreement with the re-
ports of Liberman and colleagues we found that type-III
FTCs were far from exceptional and that they tended to have
a higher SR@Fig. 9~C!#. It has been suggested that hypersen-
sitivity is caused by selective severe damage to OHCs with
IHCs functionally intact~Liberman and Kiang, 1978; Liber-
man and Dodds, 1984b; Schmiedtet al., 1980; Smithet al.,
1988!. Various cochlear models support this suggestion as
they simulate hypersensitivity by manipulating OHC me-
chanics~Zwislocki, 1984; Geisler, 1991!.

Schoonhovenet al. ~1994! showed that if cochlear me-
chanics is simulated by two parallel linear filter components
mimicking the~elevated! tip and ~hypersensitive! tail of the
type-III FTC the single-fiber responses PSTHs could be pre-
dicted fairly well over a large intensity range: the simulated
response shows the multiple peak pattern with first peaks to
opposite polarities partly overlapping and shortest latency to
rarefaction polarity. Thus their model strongly suggests that
the aberrant click response patterns were primarily caused by
changes in the mechanics, which would imply damage to
OHCs. The drawback of a mechanical explanation of type-III
tuning is that such tuning has never been reported for basilar-
membrane recordings. This paradox might be explained by
the existence of a second filter, possibly provided by inter-
action of cilia and tectorial membrane, which gives rise to
the notch between tip and tail but the effect of which is not
present in the motion of the basilar membrane~Allen and
Fahey, 1993!. Irrespective of the precise type and location of

morphological changes underlying the pronounced double
tuning, the model of Schoonhovenet al. ~1994! demon-
strated that the increased sensitivity to low frequencies lead
to the aberrant response patterns. This notion is supported by
several response characteristics which are typical for low-CF
fibers: a multiple peaked click response pattern, power spec-
tra of click difference PSTHs corresponding to the tail~Figs.
13 and 14!, and a small decrease of latency with intensity
~Fig. 11!. Furthermore, the click threshold is lower than ex-
pected on the basis of the CF tone threshold@Figs. 6~B!, 10#
in cases of a low tail threshold.

D. Type IV

The type-IV FTC might be considered to be an extreme
form of type-I and/or type-II FTCs. The loss of tuning indi-
cates severe OHC damage and the elevated low-frequency
thresholds indicate IHC damage~Robertson, 1983; Liberman
and Dodds, 1984b; Patuzziet al., 1989!. In combined dam-
age it is more difficult to predict the effect on the click re-
sponses. IHC damage might have the effect as described for
type I ~longer latency and smaller amplitude!, and OHC
damage might have the effect as described for type II~nor-
mal at high levels, shorter response duration!. The features of
the type-IV responses pointed to the latter rather than to the
former. Several aspects of the type-IV click responses are
reminiscent of the postmortem basilar-membrane recordings
of Ruggeroet al. ~1992!. Like our single-fiber data, their
mechanical responses were asymmetric with largest ampli-
tude for either of the click polarities, their duration was short
~less than 1 ms! and they showed a larger increase with in-
tensity near threshold. The resemblance to responses in a
passive postmortem system supports that OHC damage was
the dominant cause for the type-IV responses.

E. Type V

Liberman and Dodds~1984b! found that FTCs only con-
sisting of a hypersensitive tail, like type-V, accompany co-
chlear regions which show a total loss of OHCs and intact
IHCs. With the active feedback system knocked out, one
would expect a mechanical response which is the same as in
a postmortem cochlea. However, this is obviously not true
since a postmortem response does not show significant hy-
persensitivity~e.g., Sellicket al., 1982; Ruggeroet al., 1992,
1993!. Moreover, our click responses confirm that type V is
not postmortem-like since, e.g., the response duration is
much longer than postmortem click responses~Ruggero
et al., 1992!.

As we saw for type III, the click responses in many
ways reflect low-CF response behavior: the peak of the
power spectrum of the click difference PSTH corresponds to
the tail over a large intensity range~Fig. 14!, the amplitude
versus intensity function is steep, and the amplitude~to the
rarefaction click! is larger than normal. The low-frequency
tuning is a plausible cause of the large amplitude since the
saturation level of the IHC receptor potential is larger for low
than for high frequencies~Palmer and Russell, 1986! allow-
ing a larger neural response~see also Schoonhovenet al.,
1994!. The same effect contributes to the larger slope of the
I/O function.

FIG. 14. Best frequency~BF! of Fourier power spectra of difference PSTHs
versus frequency of FTC tail for 20 fibers. The PSTHs are considered at
relatively low click levels, usually 5–20 dB above threshold, which can vary
from 31 to 61 dB nSL. FTCs are of type III and V, types with a relatively
sensitive tail. The dashed line represents BF equal to tail frequency.
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F. Relevance of click PSTHs for CAP and speech
processing

Our results can be related to certain features in CAPs
from abnormal cochleas. For instance, CAP latencies to
clicks at high intensities are often found to be normal in
pathology~Wang and Dallos, 1972; Eggermont, 1976; Elber-
ling and Salomon, 1976; Salviet al., 1979!, which can be
explained by our finding that for most abnormal response
types the click latencies are virtually normal. Abnormally
short latencies even in cochleas with a high-frequency loss
might occur if there is a significant number of fibers with
response types III or V. An example of abnormal CAPs in
humans which can be ascribed to such response types is re-
ported by Eggermont~1979! who found abnormally short
narrow-band derived CAP latencies to clicks in subjects with
a severe flat hearing loss.

The temporal pattern of the response to click showed
abnormal features especially in the type-III and type-V cases.
Single-neuron responses to complex sounds such as speech
may change accordingly. Temporal cues probably play a sig-
nificant role in speech processing~Young and Sachs, 1979;
Shamma, 1985!. Hence, it is conceivable that in cochlear
hearing loss including type-III like abnormalities, speech
processing is not only disturbed by a change in spatial re-
sponse patterns~resulting from threshold audiogram changes
and broadening of tuning! but also by a change in temporal
patterns, Whereas in the literature most attention is paid to
changes in tuning to account for impaired speech perception
~e.g., Tyler, 1986!, we suggest that temporal aspects as dis-
cussed in this paper might be considered as well.
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Masking of a brief probe by sinusoidal frequency modulation
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Contrary to level detection models, the thresholds for a brief-duration probe masked by a sinusoidal
frequency modulation~FM! masker increases as the modulation index~b! of FM increases
@Zwicker, Acustica 31, 243–256 ~1974!#. In this paper the reason for this phenomenon is
investigated. In experiment 1, a 10-ms, 1-kHz probe was detected in the presence of an FM masker
centered at 1 kHz and sinusoidally modulated at 16 Hz. Thresholds increased by over 15 dB with
increasingb, consistent with Zwicker’s findings. In experiment 2, the instantaneous frequency
changes of the masker used in experiment 1 were clipped and the resulting thresholds indicated that
detection was determined primarily by the masker’s total frequency excursion rather than by its
instantaneous sweep rate. In experiment 3, the FM maskers from the first two experiments were
passed through a roex filter centered at 1 kHz and the resulting envelope was used to amplitude
modulate a 1-kHz tone, producing approximately the same effective envelope at 1 kHz as the FM
maskers. Threshold functions for the amplitude modulated~AM ! maskers were similar to those for
their corresponding FM maskers. Thresholds increased by over 15 dB while the total energy of the
AM masker decreased by over 10 dB, again contrary to standard level-detection models. The results
from these experiments can be explained, at least qualitatively, by a model based on envelope shape
discrimination: similarities between the envelopes of the masker alone and masker-plus-probe at the
output of an auditory filter centered on the frequency of the probe are primarily responsible for the
observed masking, particularly at largeb’s. © 1997 Acoustical Society of America.
@S0001-4966~97!03902-7#

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Mk@LLF#

INTRODUCTION

An old, and common, assumption is that the detectabil-
ity of a pure-tone signal is determined by the amount of
masker passed by an auditory filter, or critical band, centered
at the frequency of the signal. This notion dates back at least
to Fletcher~1940! and is described in more recent formula-
tions such as the energy detector model~Green and Swets,
1966! and the power spectrum model~Moore, 1989!. There
is evidence that in certain circumstances this notion is incor-
rect, that information other than a simple change in the over-
all filter output ~‘‘level detection,’’ henceforth! is the basis
for monaural detection. For example, adding ‘‘comodu-
lated’’ noise to frequencies far removed from the signal fre-
quency can lead to an improvement in pure-tone detection in
narrow-band noise~Hall et al., 1984!. Until recently such
discrepancies generally have been considered minor and
level-detection schemes have been taken as useful approxi-
mate descriptions of the detection process. Indeed, psycho-
physical measurements of auditory frequency selectivity,
most of which rely heavily on such assumptions~e.g., Patter-
son and Moore, 1986!, are considered to be reasonably valid.

Recent evidence indicates, however, that level detection
may be the exceptional case. Several studies have shown, for
example, that randomizing the noise level over a wide range
has little effect on detection performance when the signal-to-
noise ratio is fixed~Gilkey, 1987; Kiddet al., 1989; Richards
et al., 1991!. Such presentation-by-presentation ‘‘roving’’

would wreak havoc on the performance of a simple single-
channel level detector. Current research has moved in the
direction of examining other possible cues used in detection
and has returned, in a more sophisticated way, to earlier con-
cerns about this fundamental problem~Jeffress, 1964; Ahu-
mada and Lovell, 1971!.

A striking discrepancy with the level-detection scheme
antedates many of these recent studies but, surprisingly, has
been addressed only in passing. The discrepancy is shown in
studies on the masking of a brief probe by sinusoidal fre-
quency modulation~FM! and by frequency sweeps. These
studies ~Zwicker, 1974; Smoorenburg and Coninx, 1980;
Kemp, 1982! show that when the instantaneous frequency of
the masker is equal to the probe frequency, an increase in the
sweep rate may cause anincreasein threshold.

Figure 1 plots a spectrographic representation of the
masker and probe for two conditions similar to those inves-
tigated by Zwicker. A 10-ms, 1-kHz probe is presented when
the instantaneous frequency of the masker increases through
1 kHz. The probe detection threshold when the masker’s
total frequency excursion~TFE! equals 1024 Hz@Fig. 1~a!#
is more than 15 dBhigher than when the TFE is 64 Hz@Fig.
1~b!#. Clearly, the masker energy in a narrow-band centered
at 1 kHz is less for the larger TFE. For example, the masker
energy, or average power, passed by a typical auditory filter
centered at 1 kHz is 10 dB less for the masker with a TFE of
1024 Hz than the masker with 64-Hz TFE. The simple level
detector therefore would show a 10 dB lower threshold for
the larger TFE; the discrepancy with the data is 25 dB.

Although Zwicker investigated the effects of modulation
a!Current address: ReSound Corp., 220 Saginaw Dr., Redwood City, CA
94063.
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frequency and later Kemp~1982! investigated the effects of
modulator phase, neither discussed the reason for the unex-
pected effect of increased thresholds with increased TFE.
This paper investigates this phenomenon and presents a pos-
sible explanation. In experiment 1, conditions similar to
those used by Zwicker~1974! and by Kemp~1982! are run
with a 16-Hz modulation frequency. Results from this ex-
periment are used as a comparison for the results obtained in
the next two experiments. In experiment 2, the FM masker is
processed to separate correlated characteristics of the
masker, specifically, the frequency sweep rate and TFE, and
to determine the relevancy of each to the masking of the
probe. In experiment 3, a filter model is used to account for
the data and thresholds are obtained with a single-channel
representation of the stimuli used in the first and second
experiments.

I. EXPERIMENT 1: SINUSOIDAL FM MASKER

A. Stimuli

The FM masker was 500 ms in duration with 20-ms
raised-cosine on and off ramps. The steady-state portion of
the masker was generated using

A sin@2p f ct2b cos~2p f mt !#, ~1!

where f c is the carrier frequency,f m is the modulation fre-
quency, andA is a constant set such that the level of the
masker was 60-dB sound-pressure level~SPL!. The TFE of
the masker is 2b f m . This dependence of the TFE on modu-
lation frequency is a result of the wayb is typically defined
and is one reason why FM detection thresholds decrease as a
function ofb but remain relatively constant as a function of
TFE ~for small f m!. Throughout the following experiments,
f m was fixed at 16 Hz and TFE was changed by varyingb.

The carrier frequency was 1 kHz for all experiments.
The probe was a 1-kHz tone with 5-ms raised-cosine

ramps and a total duration of 10 ms. Probe levels were de-
fined as the SPL at the maximum portion of the probe. The
temporal center of the probe coincided with the temporal
center of the masker, i.e., the onset of the probe was 245 ms
after the onset of the masker. The instantaneous frequency of
the masker was increasing through 1 kHz at the temporal
center of the probe~as shown in Fig. 1!. This condition pro-
vides maximum masking of the probe~Zwicker, 1974! and
was used for all of the present experiments.

Since the phase of the FM masker changes during pre-
sentation of the probe, it is not clear what probe phase should
be used. The problem is compounded because the phase
changes in the masker depend on TFE, a variable of primary
interest in the present studies. Therefore, to minimize sys-
tematic phase-related effects on probe threshold, the phase of
the probe was randomly chosen~rectangular distribution,
0–2p! for each probe presentation and for all conditions~in-
cluding TFE50!. Pilot data indicated that there was little
difference between threshold functions obtained with ran-
dom phases and threshold functions obtained with phase
fixed at 90°~the orthogonal condition for TFE50!.

The stimuli were generated digitally on a NeXT com-
puter using its 16-bit D/As and a sampling rate of 44.1 kHz.
The NeXT’s programmable attenuators were used to increase
the effective dynamic range of the D/A. Stimuli were pre-
sented monaurally using Sony MDR-V6 headphones.

B. Procedure

A 3IFC task was used, with each 500-ms observation
interval separated by 500 ms of silence. An identical masker
was presented in each interval, and the probe was added to
the masker in one of the intervals chosen at random with
equal probability.

A two-down, one-up tracking procedure was used to es-
timate the 70.7% correct point on the psychometric function.
The level of the probe was adjusted in 3-dB steps until four
reversals were achieved, then the probe was adjusted in 1-dB
steps. The procedure terminated after a total of 12 reversals;
the first four reversals were ignored and the levels of the last
eight reversals were averaged to estimate the threshold for
that block of trials. Threshold estimates were discarded if the
standard deviation of the reversals within a block exceeded 4
dB.

The masker was fixed within a block and the masker
TFE was randomized across blocks. Thresholds from four
blocks with the same TFE were averaged to estimate the
final threshold for a condition.

Visual cues denoted the observation intervals~for the
entire 500 ms! and provided correct answer feedback.

C. Subjects

The three subjects had normal hearing~within 10 dB of
laboratory norms!. S1 was an experienced subject; S2 and S3
received five hours of training using a variety of conditions
from experiment 1, during which their probe thresholds sta-
bilized.

FIG. 1. Spectrographic representations of stimuli demonstrating the mask-
ing phenomenon. The total frequency excursions~TFE! of the FM masker is
~a! 1024 Hz, and~b! 64 Hz. While the masker in~b! has 10 dB more energy
through a critical band centered at 1 kHz than the masker in~a!, 15 dB more
masking is produced by the masker in~a!.
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D. Results

Figure 2 shows the probe detection thresholds as a func-
tion of the masker TFE. Each panel represents a different
subject, and the dashed line represents detection threshold
when the masker is a 1-kHz tone, i.e., TFE50. Error bars
denote the standard deviation of the threshold estimates.

For the condition which results in the lowest threshold,
TFE532 Hz, the masker sweeps through less than 16 Hz in
the 10-ms window during possible probe presentation; for
the condition which results in the highest threshold, TFE
51024 Hz, the masker sweeps through more than 490 Hz
during this window. These results demonstrate the general
phenomena which is contradictory to the simple level-
detection scheme: probe-detection thresholds increase while
the masker energy near the frequency of the probe decreases.
The data are consistent with those of Zwicker~1974! and
Kemp ~1982! which demonstrate the same phenomenon at
different modulation frequencies.

II. EXPERIMENT 2: CLIPPED FM MASKER

While the results from the previous experiment indicate
that the masking of a tonal probe by an FM signal increases
as the TFE of the masker increases, it is unclear what under-
lying property of the masker causes the threshold increase.
Specifically, as the masker TFE increases, so does the rate of
change of frequency during the probe presentation. When the
instantaneous frequency of the masker is 1 kHz, occurring at
the temporal center of the probe, the rate of change of the
masker’s frequency, or sweep rate, is proportional to the TFE
of the masker:

d

dt
f ~ t !u1000 Hz52p f m

2b Hz/s

5p f m3TFE Hz/s. ~2!

The results from experiment 1 demonstrate that thresh-
olds increase as masker TFE increases. Because of the rela-
tionship between masker TFE and sweep rate shown in Eq.
~2!, it is unclear if the increase in threshold is due only to the
TFE per seor, as hypothesized by Smoorenburg and Coninx
~1980! for linear-sweep FM, results from the increase in the
masker’s sweep rate during the probe presentation. Experi-
ment 2 was intended to isolate these two effects.

A. Stimuli

The probe and masker were similar to those in the pre-
vious experiment except that the instantaneous frequency of
the masker was ‘‘clipped’’ such that the masker’s instanta-

neous frequency deviation from 1 kHz did not exceed a pre-
defined limit, f cl . Before clipping, the masker was defined in
the same manner as experiment 1. For a fixed TFE~or fixed
b!, the instantaneous frequency of the masker was then re-
stricted such that

f ~ t !5 f c1 f cl , for f c1 f mb sin~2p f mt !. f c1 f cl ,

5 f c2 f cl , for f c1 f mb sin~2p f mt !, f c2 f cl ,

5 f c1 f mb sin~2p f mt !, otherwise. ~3!

By fixing f cl , the masker’s actual TFE was held constant
while the sweep rate was changed by varyingb in Eq. ~3! @or
by varying the TFE before clipping; see Eq.~2!#. Figure
3~a!–~c! demonstrates this situation: the sweep rate during
the probe presentation in each figure is different while the
masker TFE is the same. Figure 3~d!–~f! displays the oppo-
site case, where the TFE in each figure is different while the
sweep rate during probe presentation remains unchanged. It
should be noted that clipping the instantaneous frequency did
not result in the spectral splatter that would result from a
similar clipping of the envelope. In addition, care was taken
not to introduce any discontinuities in the phase of the
stimuli which would result in splatter and noticeable clicks.

B. Procedure

The procedure was the same as in experiment 1, with the
following exceptions. Within a set of blocks, the masker al-
ways had the same TFE. Different blocks within a set had
different masker sweep rates. TFE and sweep rate were var-
ied in a pseudorandom manner and at least four threshold

FIG. 2. Probe threshold as a function of masker TFE for experiment 1.

FIG. 3. Panels~a!–~c! demonstrate stimuli conditions for experiment 2
where the masker TFE is held constant while the sweep rate during probe
presentation varies; panels~d!–~f! demonstrate conditions where the masker
sweep rate is held constant while the TFE varies.

1012 1012J. Acoust. Soc. Am., Vol. 101, No. 2, February 1997 B. W. Edwards and N. F. Viemeister: Masking by FM



estimates were obtained for each condition. Final thresholds
were obtained for each condition by averaging the four
threshold estimates.

C. Subjects

The subjects from experiment 1 participated in this ex-
periment.

D. Results

The results are shown in Fig. 4, which plots probe
threshold versus actual~post-clipped! masker TFE. The pa-
rameter is the masker sweep rate when the frequency is in-
creasing through 1 kHz. Also shown in Fig. 4 with the
dashed lines are the thresholds from Fig. 2, i.e., thresholds
when the masker was unclipped. To simplify the figures,
standard deviations are not shown, but were all less than 3
dB.

One result obvious from Fig. 4 is that when the masker
sweep rate is fixed, thresholds still increase with increasing
masker TFE. The thresholds are similar to the thresholds
obtained using unclipped maskers with the same TFE
~dashed line!. If thresholds from experiment 1 were depen-
dent upon the sweep rate and not the TFE, then~1! the lines
would be flat as a function of TFE, and~2! the lines would
be ordered according to the sweep rate they represent, with
lines corresponding to higher sweep rates falling above lines
corresponding to lower sweep rates. This last property is
only seen with a single-condition for subject 1, where thresh-
olds from the fastest sweep rate are higher than all the
thresholds from all the other sweep rates.

Figure 5 further demonstrates the roles of TFE and
sweep rate. Here, the thresholds from Fig. 4 are replotted as
a function of sweep rate, with masker TFE as the parameter.
If the data were dependent upon sweep-rate and not post-
clipped TFE, then all of the lines would coincide. Instead,
thresholds for a given post-clipped TFE are nearly constant;
the lines are separated and ordered, with a few exceptions,
such that lines corresponding to higher clipped TFEs have
higher thresholds. This figure further illustrates that the
sweep rate has little effect on threshold.

III. EXPERIMENT 3: EQUIVALENT AM MASKERS

The results of experiment 2 indicate that the masker’s
TFE, and not the masker’s sweep rate, is the primary factor
in determining the amount of masking of the probe. Why
thresholds increase with increasing TFE, the fundamental
problem motivating this paper, is still not clear.

One possible explanation is based on the following. As
the masker sweeps through an auditory filter, a brief increase
occurs in the envelope of the signal at the output of the filter.
This envelope ‘‘pulse’’ is similar to that caused by a brief
probe whose frequency is at the center frequency of the filter.
It is possible that the listener has difficulty detecting the
envelope fluctuation produced by adding the probe because
the masker is causing similar fluctuations. That is, we hy-
pothesize that the subject is basing decisions on differences
between the temporal structure of the envelopes; the task is
effectively envelope-shape discrimination. As the envelope
of the filtered masker becomes more similar in shape to that
of the probe, the envelope of the masker-plus-probe will be,
at least roughly, more similar to that of the masker and de-
tectability will deteriorate.

To examine this hypothesis, the FM maskers from the
previous two experiments are transformed into AM maskers
to simulate the form of the envelope fluctuations that the
masker produces at the output of an auditory filter. A carrier
of 1 kHz is used so the envelope seen at the output of an
auditory filter due to the AM masker will be approximately
the same as that due to an FM masker.

A. Stimuli

The probe was the same as in the previous two experi-
ments. The masker was obtained by passing the FM maskers
from the previous two experiments through a roex filter
~Pattersonet al., 1982! with a transfer function defined by

H~ f !5~11pu f c2 f u/ f c!exp~2pu f c2 f u/ f c!, ~4!

where f c is the center frequency of the filter~1 kHz!, andp
is a constant which determines the attenuation rate of the
filter ~fixed here at 30; Rosenet al., 1992!.

Figure 6 demonstrates the signal processing of the
masker. Once an FM signal was filtered, the envelope was
extracted using a Hilbert transform. The envelope was then
used to amplitude modulate a 1-kHz tone, creating an AM
signal with no frequency modulation. The envelope of the

FIG. 5. The data from Fig. 4, replotted in a different manner. The abscissa
represents the frequency sweep rate of the masker during probe presentation.
The parameter is the actual masker TFE: 16~circles!, 32 ~squares!, 64 ~up-
triangles!, 128 ~diamonds!, 256 ~down triangles!, and 512~crosses! Hz.
Different data points but with the same symbol correspond to~a!–~c! in
Fig. 3.

FIG. 4. Data for the conditions shown in Fig. 3. Each symbol represents a
different sweep rate during the probe presentation: 1024~circles!, 2048
~squares!, 4096 ~up-triangles!, 8192 ~diamonds!, and 16 384 ~down-
triangles! Hz/s. The abscissa represents the TFE of the masker after its
instantaneous frequency has been clipped. Thus, different data points but
with the same symbol correspond to panels~d!–~f! in Fig. 3. The dashed
line plots the data from Fig. 2 as a function of sweep rate.
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AM signal ~point D in Fig. 6! is identical to the envelope of
the FM masker after it is filtered~point B!. Finally, the AM
signal was filtered by the inverse of Eq.~4! to negate the
effect of further filtering by the listener’s own auditory filter.
The intent of this processing scheme is that the envelope at
the output of the listener’s auditory filter due to the AM
masker will be similar to the envelope of the auditory filter’s
output due to the corresponding FM masker. After the AM
masker was generated, the probe was then added such that
the temporal center of the probe corresponded to the tempo-
ral center of the masker, i.e., the point equivalent to the
probe’s location in the previous two experiments.1

Again, the general goal is to evaluate whether the ob-
served increases in probe threshold with increasing TFE are
at least qualitatively consistent with a single-channel,
envelope-extraction scheme. Although it might be desirable
to measure filter functions for each subject and to use those
in the processing, such an effort seems unnecessary at this
stage of inquiry. Thus, the simulated auditory filter and sub-
sequent processing were the same for all subjects.

B. Procedure

The procedure was similar to that of experiments 1 and
2, and the same subjects participated.

C. Results

Figure 7 shows the results obtained when the sinusoidal
FM maskers from experiment 1 were used to generate the

AM maskers. The abscissa represents the TFE of the masker
before it was transformed to an AM signal~i.e., the TFE at
point A in Fig. 6!; the actual masker presented to the subjects
had no instantaneous frequency fluctuations.2 The dashed
line represents threshold when the masker is an unmodulated
tone, i.e., TFE50. The dotted line represents the average of
the data from Fig. 2, i.e., data from the FM maskers used to
create the AM equivalents. The relationship between this line
and the data from experiment 3 will be discussed in the next
section.

As can be seen, thresholds increased as the pre-
processed3 TFE of the masker increased. It should be noted
that the total energy of the masker decreased as the pre-
processed TFE increased. This is because more of the FM
signal is filtered by the roex filter as more of the FM signal’s
energy occurs outside of the filter’s bandwidth. Thus, thresh-
olds in Fig. 7 are increasing while the total energy of the AM
masker is decreasing, once again contradictory to the level-
detection scheme.

Figure 8 shows the thresholds obtained when the
clipped-FM maskers of experiment 2 are used to generate the
AM masker. The TFE of the post-clipped, pre-processed
masker is plotted along the abscissa; the pre-processed sweep
rate is the parameter. The dashed line is the data from Fig. 7.
Most of the lines tend to coincide, except for S1’s where the
data parallel the dashed line but are shifted to the left. Con-
sistent with experiment 2, the results indicate that the TFE of
the FM masker has more effect on probe threshold than the
sweep rate.

This is confirmed in Fig. 9, which replots the data from

FIG. 6. Processing done on FM maskers from experiments 1 and 2 to obtain
their equivalent AM maskers for experiment 3.

FIG. 7. Probe detection thresholds for AM maskers that were created by
processing the FM maskers used in experiment 1. The abscissa represents
that TFE of the masker before it was processed. The AM maskers have the
same envelope fluctuations at 1 kHz as their FM equivalents from experi-
ment 1. The dashed line represents threshold when the masker was a 1-kHz
pure tone. The data from Fig. 2 are replotted with dotted lines.

FIG. 8. Probe-detection thresholds for AM maskers that were created by
processing the FM maskers used in experiment 2. The abscissa represents
the TFE of the FM masker after its frequency was clipped but before it was
processed. The symbols represent the same frequency sweep rates as in Fig.
4. The data from Fig. 7 are replotted with the dashed line. The averages of
the data in Fig. 4 are plotted with dotted lines.
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Fig. 8 using pre-processed sweep rate as the abscissa and the
post-clipped, pre-processed TFE as the parameter; this plot is
similar to the plot in Fig. 5. As in Fig. 5, the data indicate the
dominance of FM TFE over FM sweep rate. The dotted lines
in Figs. 8 and 9 represent the average of the data in Figs. 4
and 5, respectively.

IV. DISCUSSION

Experiment 1 replicated the phenomenon that is the fo-
cus of this paper: the increased masking of a probe with
increased masker TFE. The results are consistent with those
of Zwicker.

Experiment 2 was designed to determine which proper-
ties of the masker were related to the increased thresholds.
Two previously correlated properties of the masker, sweep
rate during probe presentation and TFE, were independently
manipulated and thresholds were found to be much more
dependent upon TFE than sweep rate. This is somewhat sur-
prising since it had been previously thought that increased
sweep rate was responsible for the increased thresholds.
Smoorenberg and Coninx~1980! noted that the increased
sweep rate increased the frequency region which is excited
by the masker during the probe presentation; since they dem-
onstrated that the loudness of a frequency sweep increases
with the width of the region swept~Coninx and Smooren-
burg, 1979!, they suggested that the increased thresholds
were due to the increased loudness of the masker.

Since thresholds are relatively unaffected by the sweep
rate of the masker during probe presentation, the properties
of the masker either before or after probe presentation are
responsible for the increased thresholds, possibly suggesting
forward or backward masking. The results are in contrast to
standard frequency effects for these types of masking, how-
ever, in that the most masking in our experiment is produced
for maskers that reach frequencies most distant from the
probe’s frequency.

A. Detection of energy splatter

Although a simple account in terms of masking seems
untenable, a consideration of the possible role of energy
splatter may make such an account more plausible. Specifi-
cally, it may be that the thresholds obtained at small-masker
TFEs are relatively low because the subject is listening ‘‘off
frequency’’ and is detecting energy splatter produced by add-
ing the probe. As the TFE increases this strategy becomes
less advantageous, partly because the signal-to-masker ratio

at the nominal frequency of the probe becomes increasingly
large, and partly because the splatter is being masked. We at
first discounted this possibility because, even though the
probe is brief~10 ms!, its equivalent rectangular bandwidth
is only 150 Hz and all but 1 dB of its energy is in a 146-Hz
band centered at 1 kHz. However, subsequent observations
seem consistent with splatter detection at low TFEs. First,
varying the phase of addition of the probe to a zero-TFE
masker~increment detection! had little effect on threshold. If
the subject was basing decisions on the output of a filter
centered at the probe frequency, this phase manipulation
might be expected to produce a significant change in thresh-
old; the task would be increment detection, a situation where
the relative phase of addition would have a large effect. If,
however, the subject were detecting splatter then, because of
the similarity in the spectra, little phase effect might be seen.
Second, adding a broadband noise whose level was sufficient
to raise the probe-alone threshold by 20 dB, and thus pre-
sumably to mask the splatter, raised the probe threshold
more at low masker TFEs than at high. This is also consis-
tent with the detection of splatter at low TFEs. Finally, re-
ducing the masker level from 60 to 35 dB reduced the probe
threshold less at low TFEs than at high. Again this is con-
sistent with the splatter hypothesis: the thresholds are ‘‘arti-
ficially’’ low at the higher masker level and low TFE be-
cause of splatter detection.

The question raised by these observations is whether the
splatter detection at low TFEs, together with simple level
detection at large TFEs, can account for all of the TFE effect.
This is very unlikely. In both the noise and 35-dB masker
conditions, the threshold at a TFE of 512 Hz was still at least
10-dB higher than at a TFE of zero. Thus, there is still a
substantial effect of TFE even when splatter detection is al-
most certainly not involved.4 Also, it seems that level detec-
tion cannot account for the basic phenomenon: the large
amount of masking seen for FM maskers with large TFEs.
Even with no auditory filtering, the average level of the
masker is approximately 5–7 dB lower than that expected
based on level detection.5 In summary, splatter detection
may be involved in the present experiments, but we think
that it affects only the magnitude of the TFE effect, not the
presence of the effect itself.

B. Envelope fluctuations

The results from experiment 2 discounted some possible
causes of the general masking phenomenon shown in experi-
ment 1, but they did not suggest an account for the data.
Experiment 3 examined the hypothesis that the TFE effect
reflects changes in the envelope fluctuations at the output of
an auditory filter centered at the frequency of the probe. The
AM maskers used in experiment 3 attempted to simulateonly
the envelope fluctuations due to the masker that might occur
at the output of such a filter.

Threshold changes obtained with AM maskers in experi-
ment 3 were similar to those obtained with their correspond-
ing FM maskers. Thresholds increased by as much as 20 dB
and the slopes of the threshold functions were similar to
those found in experiments 1 and 2. We have suggested that
detection of energy splatter may partially account for the

FIG. 9. Replotting of data in Fig. 8, but with the pre-processed frequency
sweep rate as the abscissa and the pre-processed TFE as the parameter; the
symbols represent the same TFEs as in Fig. 5. The dashed line replots the
data from Fig. 7.
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relatively low thresholds at small TFEs. Such would also be
the case in experiment 3: In the limiting case of TFE50,
where splatter detection is most likely, the maskers used in
all the experiments are identical.

It should be noted that the point at which the thresholds
begin to increase above the pure-tone masker threshold is at
a larger TFE in experiment 3 than experiment 2~compare
data with dotted lines in Figs. 7–9!, i.e., the thresholds ob-
tained with the AM masker are generally lower than those
obtained with the FM masker. This could be for a number of
reasons. Although the masker energy at 1 kHz is the same for
both the FM masker and its AM equivalent, the AM masker
has less energy at the frequency locations above and below 1
kHz because of the processing done to transform the masker
from a wideband FM signal to a narrow-band AM signal.6

Thus, excitation or splatter from the probe that has spread to
these other frequency regions is not masked as well by the
AM masker and thresholds will be lower than for the FM
masker. Another possibility, of course, is that the roex filter
used to obtain the AM equivalent is not correct. At this point,
we consider the discrepancy in thresholds to be of secondary
importance: the important aspect is the similarity in the form
of the functions for FM and the AM equivalent, specifically
those relating probe threshold to TFE and to pre-processed
TFE.

C. Envelope-shape discrimination

Consistent with the hypothesis that motivated experi-
ment 3, we propose that in the present experiments detection
of the probe, particularly at large TFEs, involves detecting
differences between the envelopes produced by the masker
and the masker-plus-probe. Such envelope-shape discrimina-
tion qualitatively accounts for the differences in detectability
shown for maskers with different TFEs. Figure 10 illustrates
the notion of envelope-shape discrimination, here when
clipped FM was used to produce the AM masker. In Fig. 10
the envelopes have been normalized to have equal total areas
and a dc shift has been added in the upper panel~one of the
curves was lowered! to facilitate comparison of the envelope
shapes. The solid lines show one period of the envelopes of
two different AM maskers used in experiment 3; the dashed
lines show the envelopes of the masker plus probe7 over the
same interval. Clearly, the addition of the same probe pro-
duces a larger change in envelope shape for the masker with
the smaller TFE~upper panel!. This should lead to higher
detectability of the probe or, consistent with the data, a lower
probe threshold.

D. Envelope spectra

Another possibility is suggested by Greenet al. ~1992!
who argue that in certain circumstances detection may be
based on differences in the amplitude spectrum of the enve-
lope. Envelope spectral-shape discrimination also provides a
qualitative account of the present data. Figure 11 shows the
normalized spectra of the envelopes from Fig. 10. Clearly,

the spectra shown in the upper figure differ more than those
shown in the lower figure and, consistent with the data,
should yield lower probe thresholds.

Although both the envelope-shape and the envelope
amplitude spectrum provide a basis of accounting for the
present data, we believe that waveshape is more realistic.
The argument against a role for envelope spectrum is similar
to that regarding the long-term amplitude spectrum of
sounds. For example, sounds with identical amplitude spec-
tra, such as a waveform and its time-reversed version, gen-
erally sound considerably different. Similarly, sounds with
identical envelope-amplitude spectra but different phase

FIG. 10. The response of a roex filter centered at 1 kHz to stimuli used in
experiments 1 and 2. The lines represent one period of the response’s enve-
lope. The solid lines are responses to only maskers. The dashed line repre-
sents the average response to masker1probe, where the envelopes were
averaged across probe phase. The probe in both panels was at 65 dB. The
pre-clipped TFE for both panels is 1024 Hz. The masker in the upper panel
has an actual TFE of 64 Hz while the masker in the lower panel has an
actual TFE of 512 Hz. The envelopes have been normalized to unit area for
comparison purposes.

FIG. 11. The spectra of the envelopes in Fig. 10. The solid line corresponds
to the spectra of the masker envelope; the dashed line corresponds to the
spectra of the masker1probe envelope.
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spectra may sound considerably different. A concrete ex-
ample is the recent work by Patterson~1994a,b! on ramped
versus damped sinusoids in which the envelopes are time-
reversed versions of each other. The envelope amplitude
spectra are thus identical but the sounds can be readily dis-
criminable. We argue that this indicates sensitivity to the
temporal structure of the envelope.

E. Final observations

The envelope-shape model is preliminary and needs
considerable refinement and quantitative implementation. In
a sense the present model is rather trivial: It argues that the
more dissimilar the envelopes of the waveforms, the more
discriminable they will be. A visually based argument, such
as we have done in discussing Fig. 10, is not satisfactory.
Clearly, ‘‘envelope shape’’ needs more precise specification.
One difficulty in such refinement stems from the nonadditiv-
ity of envelopes: the envelope of the masker-plus-probe is
generally not the sum of the envelopes of the masker and of
the probe. This appears to preclude an analytic examination
of various decision strategies, such as envelope cross-
correlation, and thus makes such an examination a rather
tedious simulation exercise. More importantly, the data from
the present experiments are not ideal for developing the
model. First, there is the complication of splatter detection.
Second, the envelopes used in experiment 3 are not simple
and, in the context of a model, derivation of the envelopes,
especially for the FM maskers, requires assumptions about
the characteristics of the auditory filter. This is somewhat
secondary to the basic notion of the model. Other experi-
ments, perhaps using amplitude modulated broadband noise,
may provide a basis for examining envelope-shape discrimi-
nation models with minimal dependence on assumptions
about the shape of the auditory filter.

As a qualitative account, however, envelope-shape dis-
crimination is quite appealing. It provides a description of
the counter-intuitive results of the present experiments. It
also offers the possibility of describing the problematic re-
sults, described in the Introduction, obtained with swept-
frequency maskers. Finally, the basic notion of the impor-
tance of envelope shape generalizes to other detection and
discrimination tasks and, using the strategy of experiment 3,
provides a testable alternative hypothesis.

lead;1V. SUMMARY AND CONCLUSIONS

~1! Probe detection thresholds increased substantially as
the amount of FM in the masker increased, consistent with
Zwicker’s ~1974! findings.

~2! Thresholds increased in the same manner when
masker frequency sweep rate was fixed and the total fre-
quency excursion~TFE! increased, while thresholds re-
mained approximately constant when TFE was fixed and
sweep rate increased. Thus, TFE, not sweep rate, primarily
determines the amount of masking.

~3! Detection of energy splatter at small TFEs appears to
account for part of the TFE effect. When splatter detection is
unlikely, however, the thresholds at large TFEs were still

substantially higher~10 dB! than those at small TFEs and
were too large to be explained by simple level detection.

~4! When the FM maskers from the first two experi-
ments were transformed to AM maskers in such as way that
the simulated envelope fluctuations at 1 kHz were the same
for both, thresholds increased similarly with TFE.

~5! The results are consistent with the concept that de-
tection of a brief probe in an FM masker involves envelope-
shape discrimination.
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1The probe was added at the end of the processing and not at the beginning
because the inverse filter would improve the ability of the listener to use
off-frequency masking: Significant energy in the signal interval would exist
distant from 1 kHz, and since the gain of the inverse filter is much larger
for these frequencies, the probe would be enhanced at frequencies distant
from 1 kHz.
2The inverse filter does not introduce any instantaneous frequency fluctua-
tions in the AM signal because the filter is symmetric around 1 kHz and has
zero phase response.
3The term ‘‘pre-processed’’ will be used from here on to indicate the FM
signal that is used to generate the AM masker before filtered by the roex
filter, i.e., at point~A! in Fig. 6.
4There are two strong indications that splatter detection was not occurring
when the masker level was 35 dB. First, the expected change in threshold
with probe phase~approximately 7 dB! was observed with a TFE of zero,
indicating that simple level detection~or envelope-shape discrimination!,
and not splatter detection, was occurring. Second, the probe threshold ob-
served with zero-TFE, 90° probe phase, was only 6 dB above detection
threshold for the probe in quiet. At such a relatively low probe level,
splatter almost certainly would have been inaudible.
5The prediction based on level detection requires an estimate of the Weber
fraction obtained when splatter detection is not involved. The estimates
used were based on:~1! increment detection in the 20-dB noise~10 logDI /
I55 dB!; ~2! intensity discrimination with a pedestal gated identically to
the 10-ms probe~10 logDI /I54 dB!, which was corrected for the effects
of gating with the raised-cosine window;~3! increment detection with a
35-dB masker~10 logDI /I53 dB!. With TFE5512 Hz the observed
threshold for this subject was 68 dB. Thus, assuming level detection, the
effective masker level was 65–67 dB. The level of the~unfiltered! masker
was 60 dB, 5–7 dB lower than that based on level detection. The discrep-
ancy will increase, of course, if the masker is filtered, as it certainly is by
the auditory system.
6The inverse filter was bandlimited around 1 kHz because the enormous gain
of the inverse filter at frequencies distant from 1 kHz would unnecessarily
amplify noise and negligible frequency components.
7Since phase of the probe was randomized during the experiments, the probe
and masker were added 72 different times, with the phase of the probe
incremented by 5° each time, spanning the full range of 360°. The enve-
lopes of each summation were calculated using the Hilbert transform and
the 72 envelopes were averaged to produce the envelopes displayed with
the dashed lines in Fig. 10.
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The purpose of this communication is to describe a new method for predicting masking level
differences~MLDs! as a function of the interaural correlation of the masking noise. The general idea
is to decompose a binaural noise masker having an arbitrary value of interaural correlation into two
parts: anNo constituent and anNp constituent. It is shown that the amount of masking produced
by a noise having an arbitrary interaural correlation is equal to theaddition of the masking effects
produced by theNo andNp constituents that compose the masker. The new approach was used to
generate predictions of MLDs forNrSp andNrSo conditions. Those predictions accounted for
98% of the variance in the classical data of Robinson and Jeffress@J. Acoust. Soc. Am.35,
1947–1952~1963!#. Finally, it is shown that the ‘‘additivity of masking’’ method is mathematically
equivalent to assuming that binaural detection consists of a stage of errorless binaural processing
preceded by a corrupted representation of the stimulus. ©1997 Acoustical Society of America.
@S0001-4966~97!04202-1#

PACS numbers: 43.66.Ba, 43.66.Pn, 43.66.Rq@RHD#

INTRODUCTION

The binaural detectability of tones masked by noise is
known to be strongly dependent on the interaural correlation
of the masking noise. For example, a signal presented in the
interaurally phase-reversed (Sp) configuration is easy to de-
tect against a background of diotic noise~No, interaural cor-
relation of one!, yet difficult to detect against a background
of noise that is also interaurally phase-reversed~Np, inter-
aural correlation of minus one!. The converse relation holds
when the signal is presented interaurally in-phase (So). The
differences in thresholds of detectability among such condi-
tions ~i.e.,NoSp vsNpSp andNoSovsNpSo! are called
masking level differences or MLDs. The size of the MLD
depends on details concerning the stimuli, but MLDs of
15–25 dB are often reported~Jeffresset al., 1956; Durlach
and Colbum, 1978!.

The purpose of this communication is to describe a new
method for predicting the size of the MLD for intermediate
values of interaural correlation of the masking noise. The
general idea is to decompose a binaural noise masker having
an arbitrary value of interaural correlation~r! into two parts:
anNo constituent and anNp constituent. We will show that
the amount of masking produced by a noise having an arbi-
trary interaural correlation is equal to theaddition of the
masking effectsproduced by theNo and Np constituents
that compose the masker. Stated in terms of MLDs, we will
show that the MLD produced by a noise having a given
interaural correlation reflects the additivity of masking of the
signal by the~separate! No and Np constituents that are
conceived of as making up the total masking noise.

After describing the approach, we generate predictions
of MLDs for NrSp andNrSo conditions and compare the
predictions to the classical data of Robinson and Jeffress
~1963!. We then show that this approach utilizing an ‘‘addi-
tivity of masking’’ method is consistent with common con-

ceptions of the processing of binaural information.

I. ADDITIVITY OF BINAURAL MASKING

We assume the masker is a Gaussian noise having equal
power at the two ears and an interaural correlationr. We
begin by noting that such a stimulus (Nr) can always be
decomposed into two components: one component having an
interaural correlation of11 (No) and a second component
having an interaural correlation of21(Np).1 We write this
decomposition symbolically as

Nr5No1Np.

The powers ofNo andNp, in each channel, respectively,
add up to the total power of the noise~Ntotal! in that channel.
Different values ofr correspond to differentrelativepowers
of componentsNo and Np. If we denote the powers of
componentsNo and Np at each ear, expressed as ratios
relative to thetotal noise power at each ear, byNo/Ntotal and
Np/Ntotal respectively, then the relation between these power
ratios and interaural correlationr is given by @see the Ap-
pendix, Eqs.~A1a! and ~A1b!#

No/Ntotal5
1
2~11r!, Np/Ntotal5

1
2~12r!.

The ability to decomposeNr into No andNp components
suggested to us that it might be possible to regard MLDs
obtained as a function ofr as stemming from an ‘‘addition’’
of the masking effects produced by each of the separate com-
ponents. That is, it occurred to us that the power of the signal
required for detection in the presence of a noise having an
interaural correlationr could be equal to the sum of the
powers of signals that would be required for detection in the
presence of the underlying componentsNo andNp. Denot-
ing the signal power at threshold byT, with an appropriate
subscript to specify the masker configuration, this additivity
is expressed by
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TNr5 1
2~11r!TNo1

1
2~12r!TNp . ~1!

The factors12~11r! and 1
2~12r! are weights that reflect the

relative amounts of theNo andNp components, as shown
immediately above.

Equation ~1! states a linear relation between signal
power at threshold~plotted in linear units! and interaural
correlation of the masking noise~also plotted in linear units!.
Figure 1 shows how one can obtain a prediction of threshold
for any value of interaural correlation by simply reading off
values from a line drawn between the two thresholds ob-
tained with interaural correlations of11 and21, respec-
tively.

We compared predictions of MLDs obtained with Eq.
~1! to data obtained in the classic study of Robinson and
Jeffress~1963!, who measured thresholds for several values
of interaural noise correlation. In order to facilitate a com-
parison between predictions and data, it is useful to restate
Eq. ~1! in terms of MLDs. When the stimuli are presented in
an NrSp configuration, the MLD,re: NpSp, is given by
the ratio of the signal powers at threshold,TNp/TNr . Ex-
pressing this MLD in dB, we obtain

MLDNrSp5210 log@ 1
2~12r!1 1

2~11r!TNo /TNp#. ~2!

The ratio TNo/TNp in this equation reflects the MLD ob-
tained with theNoSp stimulus configuration~again, re:
NpSp) and can be expressed in dB as

10 log@TNo /TNp#52MLD @NoSp re: NpSp#. ~3!

The analogous equations for theNrSo configuration are

MLDNrSo5210 log@ 1
2~11r!1 1

2~12r!TNp /TNo#, ~4!

with

10 log@TNp /TNo#52MLD @NpSo re: NoSo#. ~5!

A comparison of the predictions with the data of Robin-
son and Jeffress is presented in Fig. 2. The predictions ac-

count for 98% of the variance in the data.2 The predictions
are remarkably accurate considering that the only parameters
determined by the data were the two MLDs appearing in
Eqs.~3! and ~5!.

Accounting for binaural detection thresholds in terms of
additivity of masking, as described above, may seem to be
ad hoc. This is not the case, as will be demonstrated in the
next section where we relate our additivity of masking ap-
proach to common conceptions of the processing of binaural
information.

II. INTERPRETING ADDITIVITY OF MASKING AS
RESULTING FROM AN ERRORLESS BINAURAL
PROCESSOR DEALING WITH AN IMPERFECT INPUT

We consider binaural processing to be a stage of internal
processing that is optimal. Optimal processing in theNoSp
condition would result in a cancellation of the masking noise
~say by subtraction! without any loss of information concern-
ing the signal. As a result of such optimal binaural process-
ing, the masked threshold of theSp signal would be the
same as its unmasked threshold. In fact, masked thresholds
obtained with theNoSp condition are much higher than
their unmasked counterparts. We account for those masked
thresholds by assuming that a stage of errorless cancellation
is preceded by some other, imperfect, transformation of the
input that effectively corrupts the information available in
the stimulus. Although this assumption is reminiscent of, and
conceptually similar to, assumptions within Durlach’s model
~Durlach, 1963; Durlach, 1972!, we wish to make it clear
that it is not the case that our approach and his are equiva-
lent. Our assumptions are quite general and quite few. The
corruption of the stimuli is assumed to be relatively small
and to be independent of the binaural configuration of the
external stimulus including its interaural correlation. We
make no further assumptions concerning the nature of the

FIG. 1. A way of relating binaural thresholds to interaural noise correlation.
The amount of power required to reach threshold~in arbitrary units of
power! is plotted against interaural noise correlation. As indicated by the
dotted lines in the figure and as discussed within the text, the straight line
joining thresholds measured with an interaural correlation of21 and an
interaural correlation of11 can be used to predict thresholds for all inter-
mediate interaural correlations by simple interpolation.

FIG. 2. Comparison of masking data reported by Robinson and Jeffress
~1963, Fig. 3! with predictions obtained resolvingNr into componentsNo
andNp as expressed by Eqs.~2!–~5!. Robinson and Jeffress used continu-
ous wide-band~100–3000 Hz! noises as maskers. Interaural correlation,r,
was manipulated by suitably mixing three independent sources of noise. The
signal was a 150-ms tone at 500 Hz presented either interaurally in-phase
~So, circles! or interaurally out-of-phase~Sp, squares!. TheNrSp MLDs
are referenced toNpSp, and theNrSoMLDs are referenced toNoSo. The
ascending and descending lines in the figure depict the predictions for the
NrSp andNrSo conditions, respectively.
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corruption including its realization as an additive and/or mul-
tiplicative ‘‘internal noise.’’ In contrast, Durlach’s model is
quite precise regarding the specification of internal noise and
contains many more parameters. With regard to stating
whether our approach is compatible with or mathematically
equivalent to other models of binaural hearing, we choose to
refrain. We do so in light of Domnitz and Colburn’s~1976!
arguments and demonstrations concerning conditions under
which different-appearing models of binaural processing
make mathematically identical predictions.

Our intent is to show that a model incorporating a cor-
ruptive stage of processing preceding an optimal stage of
binaural processing is mathematically equivalent to the ‘‘ad-
ditivity masking method’’ described in Sec. I. In order to
succeed, we need to compute the ‘‘effective’’ interaural cor-
relation of thecorrupted stimulusthat serves as input to the
cancellation device. Unfortunately, we do not have detailed
knowledge concerning the corruption of the stimulus. There-
fore, we cannot precisely convert the actual correlation of the
stimulus,r, to its effectiveinteraural correlation,r8. How-
ever, all is not lost. We can obtain a useful estimate ofr8 by
employing the following reasoning. First, large MLDs com-
monly obtained with the standardNoSp configuration could
only have occurred if the interaural correlation of the stimu-
lus were not unduly diluted. Second, given that fact, it is
reasonable to assume that the corruption of the stimulus is of
such relative small magnitude that it can be adequately mod-
eled as though it resulted from an additive process.3 A
straightforward calculation~described in the Appendix! then
leads to the simple rule@see the Appendix, Eq.~A2!#

r85rrD ,

whererD is the effective correlation that would result from a
diotic stimulus.

Within our scheme, the external noise is transformed by
the initial stage of corruptive processing to have an ‘‘effec-
tive correlation,’’ r8. Using the method described in Sec. I,
the effective masker having a correlationr8 is decomposed
into anNo component and anNp component. The optimal
processor cancels theNo component, but is unable to cancel
the Np component without also canceling theSp signal.
Therefore, binaural detection of theSp signal is constrained
by the Np component of the internal, corrupted stimulus.
Functionally, the effect of having the optimal binaural pro-
cessor is to cancel theNo component of the noise, thereby
transforming the actual stimulus configuration into a new
one, NpSp. Analogously, the detection of anSo signal
would be constrained by theNo component of the internal,
corrupted stimulus. For anSosignal, the effect of having the
optimal binaural processor is to cancel theNp component,
thereby transforming the actual stimulus configuration into
NoSo. In the case of theNrSp configuration, the relative
power of the effectiveNp component is equal to12~12rrD!;
in the case of theNrSo configuration, the relative power of
the effectiveNo component is equal to12~11rrD!.

We are now in a position to evaluate the predictions of a
model that incorporates a corruptive stage of processing hav-
ing an output that serves as input to an optimal stage of

binaural processing. We will use the detection of anSp sig-
nal for our discussion.4

The signal power at threshold for anSp signal masked
by a noise having an interaural correlation,r, is denoted by
TNr and, according to our scheme, is expected to be propor-
tional to the power of theNp component:

TNr5~C/2!~12rrD!.

The two unknownsC andrD can be eliminated by evaluat-
ing this equation for two special cases:r51 andr521. The
r51 case corresponds to the stimulus conditionNoSp,
while ther521 case corresponds to the stimulus condition
NpSp:

TNo5~C/2!~12rD!, TNp5~C/2!~11rD!.

The elimination ofC and rD immediately leads to Eq.~1!,
previously introduced in Sec. I in the context of ‘‘addivity of
masking.’’
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APPENDIX

1. Notation

Given a waveformx(t) having durationT, we use the
following notation:

x̄5
1

T E dt x~ t !.

Note thatx2 is the total power of waveformx(t). Using this
notation, the normalized cross correlation between two
waveformsx(t) andy(t) is

r5xy/Ax2 y2.

Note that if x and y have equal power, the denominator in
this expression is equal to this power.

2. Decomposition of a binaural stimulus into diotic
and phase-reversed components

Consider a binaural stimulus consisting of two wave-
formsnL ~left ear! andnR ~right ear! having equal powerP.
The interaural correlationr of the stimulus is

r5nLnR/P.

Now we construct waveformsa andb as follows:

a5 1
2~nL1nR!, b5 1

2~nL2nR!.

Using these definitions, we can express the original stimulus
in terms of waveformsa andb:

nL5a1b, nR5a2b.

These equations provide a decomposition of the original bin-
aural stimulus~nL andnR! into a diotic component (a) and
an interaurally phase-reversed component (b). Components
a andb are uncorrelated, because:
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ab5 1
4~nL1nR!~nL2nR!5 1

4~nL
22nR

2 !50.

The powers of each of the componentsre the total powerP
are given by

a2/P5 1
4~nL1nR!2/P

5 1
4~nL

21nR
212nLnR!/P5 1

2~11r!, ~A1a!

b2/P5 1
4~nL2nR!2/P

5 1
4~nL

21nR
222nLnR!/P5 1

2~12r!. ~A1b!

3. Effect of additive uncorrelated noise on the
interaural correlation of a stimulus

Given a binaural stimulus consisting of waveformsnL
~left ear! and nR ~right ear! having equal powerP and an
interaural correlationr, let us consider the effect of adding
other noise waveformsuL ~left ear! and uR ~right ear! to
form

nL85nL1uL , nR85nR1uR .

Further assume thatuL anduR have equal powerU and that
they are uncorrelated with each other and withnL andnR .
The purpose of addinguL anduR is to evaluate effects due to
corruption of the information in the external stimulus, as
described in the text.

The interaural correlation ofnL8 andnR8 is

r85nL8nR8 /P85~nL1uL!~nR1uR!/~P1U !

5nLnR/~P1U !

5nLnR/P•P/~P1U !

5r@P/~P1U !#.

For the purpose of measuring effects solely due to
changes in stimulus correlation,r, it is important to note that
r can be manipulated without affecting the overall stimulus
powerP. Under these conditions,r8 is linearly related tor
because the factorP/(P1U) does not depend onr. Now, by

substitutingr51 into the above equation, we can see that the
factor P/(P1U) is the effective binaural correlation that
would result if the external stimulus were diotic. Denoting
this quantity byrD , we arrive at the following relation be-
tween thestimulusinteraural correlationr and theeffective
correlationr8:

r85rrD . ~A2!

1The mathematical explanation of this decomposition is given in the Appen-
dix. The Appendix also includes other derivations and arguments that
clarify and justify our main points. It appears to be worth noting that one
could reverse the process and produce a desired interaural correlationr by
mixing suitable amounts ofNo andNp, given that those two components
are taken from independent sources.
2The amount of variance accounted for could be considered artificially high
because the predictions guarantee an exact match at the endpoints of the
curves. In that regard, it is important to note that ‘‘predictions’’ obtained by
drawing a straight line between the endpoints accounts for only 44% of the
variance in the data.
3This is not to imply that the internal decorrelation results from an additive
‘‘internal noise’’ whose presence and characteristics are independent of the
stimulus. As a matter of fact, in the present approach, such an assumption
would once again lead to the equality ofNoSp and absolute thresholds! If
one prefers to think of the internal decorrelation as stemming from ‘‘inter-
nal noise,’’ then one has to assume that the internal noise depends on the
external stimulus.
4The choice of anSp signal in the derivation is not essential. AnSo signal
leads to the same logical conclusion.
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A band of noise masked by a tone is audible at a much lower intensity increment between masker
alone and masker plus just-detectable probe than is a tone masked by a band of noise. To better
understand the mechanisms responsible for this asymmetry of masking, we measured thresholds of
probe signals ranging in bandwidth from 0 to 256 Hz in the presence of masking signals also
ranging in bandwidth from 0 to 256 Hz. Masker and probe center frequencies were 1 kHz in all
cases. Two versions of the experiment are reported:~1! masker intensity constant at 70 dB SPL and
~2! masker intensity roved over the range 65–75 dB SPL. The results confirm and extend previous
results. For a fixed masker bandwidth, threshold intensity increments are essentially constant, and
accounted for by a model based on long-term average energy, so long as probe bandwidth does not
exceed masker bandwidth. If probe bandwidth exceeds masker bandwidth, threshold intensity
increments decrease sharply for all masker bandwidths tested. Roved-intensity results are consistent
with the hypothesis that detection is based on long-term average energy for probe bandwidth equal
to or less than masker bandwidth, but that for probe bandwidth greater than masker bandwidth other
cues are utilized. In addition, we investigated the possible contribution of off-frequency listening by
developing and presenting results from a frequency-selective model of peripheral masking. Model
results argue against detection based on spectral cues associated with off-frequency listening for
signal bandwidths less than a critical band. The conclusion is that detection must utilize the temporal
structure of the signal for probe bandwidth greater than masker bandwidth. ©1997 Acoustical
Society of America.@S0001-4966~97!03102-0#

PACS numbers: 43.66.Dc, 43.66.Ba, 43.66.Fe@WJ#

INTRODUCTION

A problem that arises for models of masking and sound
quality based on long-term average energy of the stimulus is
that a band of noise and a tone have quite different masking
properties. As pointed out by Hellman~1972!, a tone probe
masked by a narrow~one critical band or less! band of noise
is audible only at high probe-to-masker ratios, as high as24
dB. If the roles of masker and probe are reversed, so that the
tone is masker and the noise is probe, the noise is audible at
probe-to-masker ratios as low as220 to230 dB. For per-
ceptual coders, the coding noise being masked is audible at
lower probe-to-masker ratios when the signal being encoded
is tonelike than when it is noiselike in nature. Johnston, for
example~1988!, finds it necessary to compute the ‘‘tonality’’
of the masking signal as well as its long-term average spec-
trum and to vary the masking criterion accordingly.~By
‘‘long-term,’’ we are referring to integration times in the
range of a few tens of milliseconds.! While this empirically
based procedure gives useful results in most cases, it would
be desirable to have an improved understanding of the
mechanisms of hearing responsible for this asymmetry.

Studies of this asymmetry of masking have concentrated
on the extreme cases of noise masking tone and tone mask-
ing noise. These studies leave unanswered the question of
whether the essential distinction is tone versus noise or
whether the effect is in fact graded and changes in some
smooth manner with bandwidth of masker and of probe. The
answer to this question would put some important constraints
on modeling efforts and would be useful in attempting to

understand the underlying mechanisms. To this end, we have
carried out a series of psychophysical listening experiments
with five stimuli ranging in bandwidth from 0 to 256 Hz
~pure tone to substantially greater than a critical band at the
center frequency of 1 kHz!. Each of the five stimuli served as
masker for each of the five stimuli as probe, so that all 25
combinations of masker and probe bandwidth were tested.
The stimulus conditions can be visualized as lying on a 535
matrix with noise masking tone at one corner, tone masking
noise at the opposite corner, and intermediate conditions in
between. Conditions on the main diagonal of this matrix, in
which masker and probe are identical, can be interpreted as
intensity difference limens as a function of stimulus band-
width.

We ran two versions of this experiment. In the first ver-
sion, intensity of the masker was held constant at 70 dB SPL.
In the second version, intensity of the masker varied ran-
domly from presentation to presentation over the range
65–75 dB SPL, so that the intensity of the masker in a
‘‘masker only’’ presentation and in a ‘‘masker plus probe’’
presentation could differ by as much as 10 dB. This proce-
dure, known as ‘‘roving level,’’ weakens the salience of
overall intensity as a cue and thus puts additional constraints
on possible underlying mechanisms of hearing involved in
the detection task.

Two subjects participated in the experiment. While there
are quantitative differences between the two subjects, the
overall trends for the two subjects are similar. In agreement
with results in the literature, the threshold intensity incre-
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ment for 256-Hz bandwidth noise masked by a pure tone is
approximately223 dB, while the threshold intensity incre-
ment for a pure tone masked by 256-Hz bandwidth noise is
much higher:24 dB for one subject and211 dB for the
other. More interestingly, for unroved stimuli it appears that
the essential distinction is not whether the stimuli are tones
or noises, but rather whether or not the bandwidth of the
probe is greater than the bandwidth of the masker. For a
given bandwidth of masker, the threshold intensity increment
does not depend strongly on probe bandwidth as long as
probe bandwidth is equal to or less than masker bandwidth.
However, the threshold intensity increment drops sharply
when probe bandwidth exceeds masker bandwidth.

Roving the intensity of the masker had surprisingly little
effect on performance. When masker and probe are identical
except for amplitude, roving the intensity of the masker se-
verely degrades performance, as indeed it must because in
this case overall intensity is the only available cue. Roving
also degrades performance, although to a lesser extent, when
probe bandwidth is slightly greater than masker bandwidth.
For all other cases, roving has little effect. It is possible to
predict from the unroved thresholds what the roved thresh-
olds would be if the subject were responding solely on the
basis of change of overall intensity. For masker bandwidth
less than probe bandwidth, and for masker bandwidth much
greater than probe bandwidth, roved thresholds are closer to
unroved thresholds than to the thresholds that are predicted
under this assumption.

It can be argued that the low intensity increments at
threshold for probe bandwidth greater than masker band-
width are the result of off-frequency listening: The probe
excites regions of the basilar membrane that are not excited
by, and not masked by, the masker. In order to test this
hypothesis, we adapted an existing frequency-selective
model of peripheral masking based on long-term average
energy to the present experiment. While the model accounts
very satisfactorily for published results on masking of tones
and accounts reasonably well for results observed in the
present experiment with masker bandwidth at least as wide
as probe bandwidth, it does not account for results observed
in the present experiment with masker bandwidth narrower
than probe bandwidth. We conclude that a model based on
long-term average energy is inadequate for these stimuli, and
that something else, such as a waveform-based model, is
required.

The results presented here should be useful in improving
our understanding of masking. A comprehensive model of
masking should be able to account for these results, and in
addition these results point up the shortcomings of some ex-
isting models of masking. The primary purpose of this paper
is to make these results accessible. Modeling efforts using
these results are currently in progress~Goldstein, 1995;
Goldstein and Hall, 1995!.

I. PROCEDURES

A. Stimuli

A 16 384-point FFT with a sampling rate of 16 384 Hz
was used to generate three groups of five 1-s long stimuli, to

be used in three replications of the experiment, with a fre-
quency resolution of 1 Hz. All stimuli had an arithmetic
center frequency of 1 kHz, and the five stimuli in each group
had bandwidths of 0, 4, 16, 64, and 256 Hz. Each stimulus
had equal-intensity components over the specified band-
width. The 0-Hz bandwidth signal, for example, consisted of
a single component at 1 kHz, and the 256-Hz bandwidth
signal consisted of 257 equal-intensity components at 872,
873, ..., 1128 Hz. The phasef of each component was cho-
sen at random over the interval2p,f<p subject to the
constraint that the phase at a particular frequency was the
same for each of the five stimuli in a group. Consider the
stimulus of groupg ~g51, 2, 3! and bandwidthb ~b50, 4,
16, 64, 256 Hz!. Designate the amplitude of its component at
frequency f ~f5872, 873, ..., 1128 Hz! by ag,b, f and the
phase of that component byfg,b, f . Thenag,b, f depends only
on b, so thatag,b, f5ab for 10002b/2< f<10001b/2 and
ag,b, f50 otherwise.fg,b, f depends only ong and f , so that
fg,b, f5fg, f . Figure 1 shows the analytic envelopes of the
five stimuli in one group.

The effect of this phase assignment is that, although
each stimulus in a group is noiselike in that the phases of its
frequency components are chosen at random, still when two
stimuli of the same group are added together all common
frequency components add in phase. If the phase of common
frequency components of masker and probe are not con-
strained to be equal~as is the case in analog-controlled mask-
ing experiments in which a tone generated by one piece of
equipment is masked by noise generated by another piece of

FIG. 1. Representative analytic envelopes for the five stimulus bandwidths.
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equipment!, then an uncontrolled source of variability is pro-
duced~Jeffress, 1970; Sydorenko and Allen, 1994!. It may
very well be that in the practical case we do not have control
over phase to this extent, so that the statistics of random
phase assignments would have to be taken into consider-
ation; for the present case we regard this variability as a
property of the stimulus, rather than of the auditory system,
and choose to eliminate it.

In addition to using the same phase assignments for
masker as for probe, we used the same phase assignments in
each block of trials, so that only three sets of phases were
tested. Another way to design the experiment would have
been to randomly vary the phases on each trial, so that the
results would have been an average over many different
phases. Each experiment is perfectly valid, but they measure
two different things. Our goal in the present study is to mini-
mize stimulus variability so as to concentrate on limitations
of the auditory systemper se. It is not even clear that we
could relate results from the two experiments by repeating
the measurements made in the present study with many dif-
ferent phase assignments and looking at the statistics of the
experimental results, because the design of the present study
facilitates the subject’s use of the most effective cue in a
complex percept. This point is discussed further in Sec. III.

After the time waveforms were computed, their leading
and trailing edges were windowed with 50-ms raised cosines
to eliminate audible transients. This windowing introduces
some irregularities into the spectra. Each stimulus functioned
interchangeably as masker and probe. In the nonroved ver-
sion of the experiment, the masker was always at 70 dB SPL.
This means that for the masker stimuliab 5 a0 /Ab11, with
appropriately chosena0.

B. Stimulus presentation

Stimuli were generated and controlled by a Concurrent
MC5400 computer fitted with a DA04H 16-bit digital-to-
analog converter operating at a sampling frequency of
16 384 Hz. The D/A output passed through two sections of a
Wavetek 552A low-pass filter with a rolloff of greater than
53 dB/octave/section above the cutoff frequency of 5 kHz
and a Crown D-75 power amplifier. The amplifier output was
fed into a double-walled Industrial Acoustics Company
soundproof booth. Inside the booth, the signal passed
through a fixed 5-dB pad~to reduce line noise!, a 1

8-A fuse
~to protect the ER-2 earphone!, and an Etymotic ER-2 insert
earphone with an ER1-14 foam eartip.

The ER-2 earphone was calibrated with a DB-100
~Zwislocki! coupler. The frequency response of the acoustic
system agreed with the manufacturer’s specifications for the
ER-2 earphone: essentially flat up to the cutoff frequency of
the low-pass filter.

Stimuli were presented with a four-alternative forced-
choice paradigm. Atrial consisted of four stimuluspresen-
tations, each 1 s long, separated by silent intervals of ap-
proximately 200 ms.1 Three of the four presentations
consisted of masker alone. One of the four, selected at ran-
dom, consisted of masker plus probe. The subject sat inside
the booth holding a button box with lighted pushbuttons for

communicating with the computer. Each of the four buttons
corresponding to the four alternatives lit up in turn during the
four stimulus presentations. At the end of each trial, the sub-
ject pushed the button corresponding to the stimulus that was
judged different from the other three stimuli. The subject
was given feedback: When the subject pushed one of the
four buttons, the button corresponding to the correct re-
sponse lit up. The subject was not allowed to repeat a trial.

This procedure, in which multiple presentations of
masker alone provide a reference, eliminates problems that
can arise in a two-interval forced-choice paradigm in which
the subject has to be given instructions along the line of
‘‘select the louder stimulus’’ or ‘‘select the stimulus that has
more noise added to it.’’ We do not necessarily knowa
priori what the subjective attribute corresponding to addition
of probe is, so instructions that specify a subjective attribute
to listen for can introduce problems.

A run consisted of 42 trials. All 42 trials in a run used
the same masker and the same probe. We used a maximum-
likelihood psychophysical procedure~Hall, 1981! to control
probe intensity and to estimate thresholds. Probe intensity
relative to masker was controlled by the PEST adaptive pro-
cedure~Taylor and Creelman, 1967! with a target perfor-
mance level of probability of correct responsePc50.625
~halfway between chance level ofPc50.25 and perfect per-
formance ofPc51!. At the end of each run, an estimate of
Pc was obtained by fitting an assumed parametric form of
the psychometric function to the data.

Monaural measurements were made on two subjects, JH
and MS. Subject MS is a male in his twenties, subject JH is
a male in his fifties. While both subjects have audiologically
normal hearing according to the 1969 ANSI reference~aver-
age hearing level at 500, 1000, and 2000 Hz less than 26 dB!
~Green, 1978! in the ear used for the tests, subject JH has
presbycusis resulting in a threshold elevation of approxi-
mately 18 dB at 1 kHz. This threshold elevation is essentially
constant over the range of frequencies of interest in this ex-
periment. Some of the differences in results obtained for the
two subjects~for example, the difference between the two
subjects in threshold intensity increment for a pure tone
masked by 256-Hz bandwidth noise seen in Fig. 2! may be
attributable to this presbycusis. Results from the two subjects
are similar in all respects that are central to the thesis of this
paper.

For each of the two versions of the experiment~unroved
and roved!, each of the 25 combinations of masker band-
width and probe bandwidth were measured three times, once
with phase assignments from each of the three groups de-
scribed above. The exception to this is that for the roved
version with subject MS the only masker and probe band-
widths used were 0, 16, and 256 Hz, so that only 9 combi-
nations of masker bandwidth and probe bandwidth were
measured. The unroved version of the experiment was done
first for both subjects.

II. RESULTS

A. No intensity rove

As described above, the independent variables con-
trolled during an experimental run were masker intensityI m
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and probe intensityI p . Results are presented in units of
masker intensityI m and intensity increment at threshold
DI5I m1p2I m . ~See Appendix A for a discussion of com-
putation and presentation of experimental results.! Figure 2
shows experimental results for the no intensity rove condi-
tion. Masker bandwidth appears on the abscissa, intensity
incrementDI re: masker intensityI m ~in dB! appears on the
ordinate, and probe bandwidth appears as a parameter. The
dotted lines connect points for which masker and probe
bandwidth are equal. The upper panel shows results for sub-
ject JH and the lower panel shows results for subject MS.
Each point is the average of three measurements, one for
each of the three phase-assignment groups described in Sec.
I A. A simple analysis of variance gives a 90% confidence
interval of61.1 dB for subject JH and61.4 dB for subject
MS. Since we made only one measurement for each phase-
assignment group, we do not have enough degrees of free-
dom to determine if there was a group effect for any of the
masker/probe combinations.

The asymmetry between masking of a tone by a band of
noise and masking of a band of noise by a tone is apparent in
the two extreme conditions. For subject JH, a 256-Hz band
of noise masked by a tone is audible at an intensity incre-
ment of 222.3 dB re: masker, while a tone masked by a
256-Hz band of noise is audible at an intensity increment of
24.4 dBre: masker. For subject MS, a 256-Hz band of noise
masked by a tone is audible at an intensity increment of

223.2 dBre: masker, while a tone masked by a 256-Hz band
of noise is audible at an intensity increment of210.9 dBre:
masker. These values are in general agreement with results in
the literature~Hellman, 1972; Zwislocki, 1965!.

The crucial feature of Fig. 2 is the transition between the
two extreme conditions. Note that, for each subject, thresh-
olds are approximately constant as long as masker bandwidth
is at least as great as probe bandwidth. Forbp50 Hz ~points
labeled ‘‘A’’ !, data points are in almost every case within 1
dB of points for which masker and probe bandwidth are
equal~points connected by the dotted line!. This is also the
case forbp54 Hz ~points labeled ‘‘B’’!, except for a slight
departure for subject MS forbm50 Hz. As probe bandwidth
increases still further, the departure from the equal-
bandwidth case becomes more pronounced. However, for
any fixed value of probe bandwidth greater than 4 Hz,
thresholds increase toward the equal-bandwidth thresholds
monotonically as masker bandwidth increases, up until the
point where masker and probe bandwidths are equal.@An
exception to this last statement is a slight decrease in inten-
sity increment at threshold forbp5256 Hz ~points labeled
‘‘E’’ ! as masker bandwidth increases from 0 to 4 Hz. This
effect is seen for both subjects, but it is on the edge of sig-
nificance. It may be a real effect caused by detection of the
256-Hz probe in minima of the slowly varying envelope of
the 4-Hz masker~see Fig. 1!.#

An interesting effect in Fig. 2 that appears for both sub-
jects is the nonmonotonic intensity jnd as signal bandwidth
increases from 0 to 256 Hz with probe and masker band-
widths equal. For both subjects,DI /I m is largest for signal
bandwidths equal to 4 and 16 Hz and decreases for lower and
higher signal bandwidths. For subject JH, the corresponding
intensity jndI m1p/I m is at a minimum of approximately 0.8
dB for 0-Hz bandwidth, increasing to a maximum of ap-
proximately 2.5 dB for 4- and 16-Hz bandwidths, and de-
creasing to approximately 1.2 dB for 256-Hz bandwidth. For
subject MS, the intensity jnd is approximately 0.6 dB for
0-Hz bandwidth, increasing to a maximum of approximately
1 dB for 4- and 16-Hz bandwidths, and decreasing to a mini-
mum of approximately 0.4 dB for 256-Hz bandwidth. The
interpretation of this effect is beyond the scope of the present
study. Our speculation is that for these long-duration stimuli
the 0- and 256-Hz bandwidth signals are in some sense
steady-state signals, while the 4- and 16-Hz bandwidth sig-
nals are not~Fastl, 1992!, and the fluctuation of loudness at
4- and 16-Hz bandwidths results in increased intensity jnds.

B. 65-dB intensity rove

For this version of the experiment, we reduced the in-
fluence of overall level as a cue by randomly varying the
intensity of the stimulus from presentation to presentation
over a65-dB intensity range. As before, a trial consisted of
four stimulus presentations. For each of the four presenta-
tions, the masker intensity was, with equal probability, 65,
66, ..., 75 dB SPL. As before, three of the presentations
consisted of masker alone, while one of the four consisted of
masker plus probe. The probe level relative to the masker
was the experimentally controlled variable. This version of
the experiment is conceptually equivalent to the nonroved

FIG. 2. Threshold intensity incrementDI in dB re: masker intensityI vs
masker bandwidth in Hz, with probe bandwidth as parameter. A: 0 Hz; B: 4
Hz; C: 16 Hz; D: 64 Hz; E: 256 Hz. The dotted line connects points for
which masker and probe bandwidths are equal. No intensity rove. Upper
panel: Subject JH. Lower panel: Subject MS.
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version with the addition of a gain element in the signal path
that varies from one stimulus presentation to the next over
the range25 to 15 dB, in 1-dB steps.

Figure 3 shows experimental results for this version of
the experiment. The results are shown in the same format as
in Fig. 2: incrementDI in dB re: masker intensityI m . As in
Fig. 2, each point is the average of three measurements, one
with each of the three phase assignment groups described in
Sec. I A. We did not make a complete set of measurements
with subject MS. Instead of the complete set of five band-
widths, we used only bandwidths of 0, 16, and 256 Hz.

Figure 4 shows the difference between thresholds ob-
tained with a65-dB intensity rove and thresholds obtained
with no rove. For masker and probe identical, the differences
are substantial. The incrementDI increases by amounts
ranging from 4.9 to 14.2 dB. This large effect is to be ex-
pected. For these conditions overall intensity is the only cue
available to the subject, so the change of intensity produced
by addition of the probe has to be great enough to override
the 65-dB intensity rove. For masker bandwidth less than
probe bandwidth, intensity roving has almost no effect.
There is only one condition, probe bandwidth 4 Hz and
masker bandwidth 0 Hz for subject JH, for which the differ-
ence between roved and unroved thresholds exceeds 0.0 dB.
For masker bandwidth greater than probe bandwidth, the in-
tensity rove produces an elevation of threshold that decreases
as difference between probe and masker bandwidth in-
creases.

It is instructive to compare thresholds in the rove case

with thresholds predicted from the no-rove case under the
assumption that judgments are made solely on the basis of
average level. This prediction is based on the standard
detection-theory model applied to stimulus intensity~Green,
1988!. In this model, presentation of masker alone elicits an
internal decision variable drawn from a distributionDm with
meanmm5I m and standard deviationsm ~mm andsm in dB!,
while presentation of masker plus probe elicits an internal
decision variable drawn from a distributionDm1p with mean
mm1p5I m1p and standard deviationsm1p . For simplicity
we will assumesm5sm1p5s. The subject’s response is
based on a comparison of these decision variables. For a
two-interval forced-choice paradigm, the subject’s response
is correct if and only if the sample drawn from distribution
Dm1p is greater than the sample drawn from distribution
Dm . For the four-interval forced-choice paradigm used here,
the subject’s response is correct if and only if the sample
drawn from distributionDm1p is greater than the greatest of
three independent samples drawn from distributionDm . We
first computed values ofs for each stimulus condition that
would give the results shown in Fig. 2 for the no-rove case
under the above model. We then convolved the resulting
distributionsDm andDm1p with a distribution flat over the
range25 to15 dB to obtain the distributions of the hypoth-
esized decision variables in the roved-intensity case. From
these distributions, we computed values ofDI that would
result in the target probability of correct responsePc50.625.

The predicted results are thus influenced by two compo-
nents: One is uncertainty caused by variability of the internal

FIG. 3. Identical to Fig. 2, except that masker is presented with65-dB
intensity rove.

FIG. 4. Difference between threshold intensity increment with65-dB in-
tensity rove~Fig. 3! and threshold intensity increment with no intensity rove
~Fig. 2!.
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decision variable over an ensemble of identical stimulus pre-
sentations, and the other is uncertainty introduced by the
65-dB intensity rove. This analysis establishes that the
65-dB intensity rove is large enough to be the dominant
component if judgments are actually made on the basis of
intensity. In the limiting case, as the unroved intensity dif-
ference limen approaches 0 dB, the intensity difference
limen I m1p/I m with a 65-dB intensity rove approaches 3.8
dB, which corresponds to an incrementDI /I m of 1.4 dB.
This means that a 1.4-dB intensity increment will result in
masker plus probe being more intense than the most intense
of three samples of masker alone with probability 0.625.

The 65-dB intensity rove is large enough to be the
dominant component of the predicted results for subject MS.
His no-rove thresholds are all small enough that the pre-
dicted increments range from a minimum of 1.4 dB to a
maximum of 1.7 dB. Subject JH’s no-rove thresholds are in
some cases high enough to have an appreciable influence on
predicted thresholds. Predicted difference limens for subject
JH range from 1.4 to 2.6 dB. Still, in every case the predicted
threshold is dominated by the intensity rove.

Figure 5 shows, for the two subjects, actual threshold
increments obtained with a65-dB rove minus threshold in-
crements predicted from the no-rove case under the assump-
tion that intensity is the only cue. For probe and masker
identical except for intensity, when in fact intensityis the
only available cue, roving increases threshold increments by
a small amount, 0.3–1.9 dB, above the increase predicted
from the no-rove case. This result is to be expected: Because

of the additional burden placed on higher processes such as
memory, we would expect it to be more difficult to pick out
the most intense of four stimuli if the other three were at
widely differing intensities than it would be if the other three
were all at the same intensity. For all conditions where probe
and masker bandwidths are different, roving increases
thresholds by less than would be predicted from the no-rove
case. The curves drop off steeply for masker bandwidth less
than probe bandwidth, less steeply for masker bandwidth
greater than probe bandwidth.

III. DISCUSSION OF EXPERIMENTAL RESULTS

The most significant finding of this investigation is that
the essential distinction that must be made with reference to
asymmetry of masking is not tone versus noise but rather the
apparent qualitative difference between the two cases of~1!
probe bandwidth equal to or less than masker bandwidth and
~2! probe bandwidth greater than masker bandwidth. For the
first case, results are consistent with the idea that judgments
are based in large part on change of overall level. For masker
and probe identical, there is a variation of threshold intensity
incrementDI with stimulus bandwidth that is presumably a
central effect and is beyond the scope of this paper, but for
any fixed masker bandwidth, threshold intensity increment
DI is approximately equal for all probe bandwidths equal to
or less than masker bandwidth. Intensity roving produces an
elevation of threshold if probe bandwidth is equal to or
slightly smaller than masker bandwidth, which would occur
only if judgments were based at least in part on overall level.
Interestingly, if probe bandwidth is much less than masker
bandwidth, the effect of roving decreases, which implies that
judgments are being made on something other than overall
level. This is true even though in the unroved case the
threshold intensity increment for probe bandwidth much less
than masker bandwidth was approximately equal to the
threshold intensity increment for probe bandwidth equal to
or slightly less than masker bandwidth, where the effect of
intensity roving implies that judgments are based on overall
intensity.

It has been established~Zwislicki et al., 1958! that sub-
jects can, with practice, use more than one qualitative cue in
a detection task. The stimulus percept in the present experi-
ment is complex, and the experimental design~same masker
and probe used in all 42 trials in a run, feedback to the
subject after each trial! facilitates the subject’s use of the
most effective cue. The naive interpretation, which is all we
have to offer at the present time, is that the cue used when
probe bandwidth is much less than masker bandwidth is not
intensity, but by coincidence it gives results that in the un-
roved case are indistinguishable from judgments based on
intensity. This interpretation is unsatisfactory, and the situa-
tion needs to be investigated further.

For the second case, probe bandwidth greater than
masker bandwidth, results both with and without an intensity
rove indicate very strongly that judgments are made on the
basis of something other than overall level. Unroved thresh-
old intensity increments are much smaller in this stimulus
region, and intensity roving has virtually no effect on thresh-
old. Goldstein~1995! has been successful in modeling some

FIG. 5. Difference between threshold intensity increment with65-dB in-
tensity rove~Fig. 3! and threshold increment predicted from no-rove case
~Fig. 2! under the assumption that judgments are based on intensity alone.
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of these effects with a model that operates on maxima of the
temporal waveform. This work will be the subject of a future
paper.

IV. POSSIBLE EFFECT OF OFF-FREQUENCY
LISTENING

Our thesis in this paper is that a model based on long-
term average spectrum is inadequate to account for the ob-
served asymmetry of masking. A counterargument that could
be made is that the reduced threshold observed when probe
bandwidth is greater than masker bandwidth results from off-
frequency listening. That is, the masker plus probe, being of
wider bandwidth, excites a broader region of the basilar
membrane than does the masker alone. According to this
argument, the difference between masker plus probe and
masker alone is detected at the edges of the region excited by
masker plus probe.

In order to evaluate the possible effect of off-frequency
listening, we modified a model previously used by Schroeder
et al. ~1979!. In this model, the masking stimulus, on a
critical-band scale, was convolved with a ‘‘spreading func-
tion’’ obtained from masking data to produce an ‘‘excitation
pattern’’ supposed to be thought of as ‘‘... energy distribu-
tions along the basilar membrane’’~Schroederet al., 1979,
p. 1648!. Through a series of nonlinear operations on this
excitation pattern, an estimate could then be obtained of the
loudness of a probe signal. Our modification differs from this
model in several respects.~1! Rather than the spreading func-
tion used by Schroederet al. ~lower and upper skirts asymp-
totically 125 and210 dB per critical band, respectively!,
we used two more recently suggested filters. One was the
gammatone filter, defined by Patterson~1994! in the time
domain by its impulse response

g~ t !5at~n21! exp~22pbt!cos~2p f 0t1f! ~ t.0!.
~1!

This function has been designed to provide a reasonable
approximation to a variety of physiological and psychologi-
cal data. We generated the impulse response forf 051 kHz in
the time domain, determined its magnitude in the frequency
domain uG̃( f )u, and mapped fromuG̃( f )u on a frequency
scale touG(x) u on a Bark~critical band! scale using the rela-
tionshipx5 73 ln(f/650)1 A( f /650)211 ~Schroederet al.,
1979, p. 1648!. n was set equal to 4 andb was set equal to
147.1~values recommended by Patterson!. We set the scale
factora to make the maximum magnitude ofuG(x) u be equal
to one. The phasef is immaterial since we are interested
only in the magnitude. The other filter we used was Allen’s
two-dimensional resonant tectorial membrane~2-D RTM!
filter ~Allen, 1980! which at 1 kHz has a steeper high-
frequency slope and a less steep low-frequency slope than
the gammatone filter. The two filters are compared in Fig. 6.
~2! Rather than the approach used by Schroederet al. of
considering masker and probe separately to determine if the
probe is detectable in the presence of the masker, we com-
pared excitation patterns obtained from the power spectrum
of the masker and from the power spectrum of probe plus
masker to determine if the difference is detectable, as de-
scribed in Appendix B. This is an important distinction, be-

cause treating masker and probe independently ignores the
influence of phase relationships between probe and masker.
~3! The criterion for determining that probe plus masker was
distinguishable from probe alone was that the excitation pat-
tern resulting from probe plus masker differed by at least one
intensity jnd from the excitation pattern resulting from probe
alone at some place along the length of the model basilar
membrane. The excitation pattern comprises a response with
the units of stimulus intensity at each place on the model
basilar membrane. We know from psychophysical measure-
ments what change of intensity of a stimulus presented to the
ear is detectable. The crucial assumption for this criterion is
that intensity jnd’s as measured for a stimulus presented to
the ear can be applied to differences of excitation patterns at
a single point along the length of the model basilar mem-
brane.

There are various ways in which this model could be
implemented. One way, which is influenced by Hellman and
Hellman’s ~1990! generalization of the McGill–Goldberg
~1968! counting model, is described in Appendix B. When
we apply this model with the two different filters to the
present data, the results are as shown in Fig. 7. The gamma-
tone filter, shown in the upper panel, fails completely. Pre-
dicted thresholds are almost totally independent of masker or
probe bandwidth unless at least one of the two bandwidths is
equal to 256 Hz. Furthermore, the change of threshold with
change of masker bandwidth for the 256-Hz-wide probe is
much less than was observed experimentally. The 2-D RTM
filter, shown in the lower panel, predicts results very close to
the experimental results for the 256-Hz-wide probe, but it
still fails completely for all narrower probes.

It is difficult to prove a negative, but these results
strongly suggest that a model based on long-term average
spectrum is inadequate to account for the experimentally ob-
served asymmetry of masking. The gammatone filter, which
accounts reasonably well for masking of tones, does not pro-
vide anything near the required frequency selectivity for the
present data. The 2-D RTM filter is at the same time too
sharply tuned to account for masking of tones and too
broadly tuned to account for the present data for probe band-
widths less than one critical band. We do not claim that we

FIG. 6. Frequency response of gammatone and 2-D RTM filters centered at
f 051 kHz.
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have used the ‘‘best’’ possible filter. We claim that it is
impossible to find a filter, any filter, that could account for
these experimental results in a model based on long-term
average spectrum.

V. CONCLUSIONS

Results presented here confirm and expand on results
already in the literature. A band of noise masked by a tone is
audible at a much lower probe-to-masker ratio than is a tone
masked by a band of noise, as was already known. A more
general statement is that over the range of bandwidths ex-
plored here, probe-to-masker ratios are only weakly depen-
dent on bandwidth as long as the bandwidth of the probe
does not exceed the bandwidth of the masker. When the
bandwidth of the probe does exceed the bandwidth of the
masker, threshold probe-to-masker ratios decrease sharply.

These results are consistent with the hypothesis that de-
tection is based on long-term average energy as long as the
bandwidth of the probe is equal to or is slightly less than the
bandwidth of the masker, but that other cues are utilized for
probe bandwidth greater than masker bandwidth or probe
bandwidth much less than masker bandwidth. This hypoth-
esis is strengthened by the observation that random variation
of masker intensity~‘‘level roving’’ !, which reduces the sa-
lience of long-term average energy, degrades performance
for probe bandwidth equal to or slightly less than masker
bandwidth but has almost no effect on performance for probe
bandwidth greater than masker bandwidth. Level roving also

has little effect on performance for probe bandwidth much
less than masker bandwidth, which is puzzling because it
suggests that long-term average energy is not the relevant
cue even though results for this condition in the absence of
level roving can be described accurately in terms of long-
term average energy.

It would be useful to repeat these experiments with a
larger number of subjects and with a larger number of phase
assignments. Because of the small number of subjects~two!
and of phase assignments~three!, we are unable to make
some potentially interesting statistical decisions. Another ex-
tension would be to repeat these experiments at other inten-
sities: Hellman’s 1972 results show that the asymmetry of
masking can be dependent on stimulus level.

Results from a frequency-selective model based on long-
term average energy argue against spectral cues associated
with off-frequency listening as a cue for the condition of
probe bandwidth greater than masker bandwidth. The gam-
matone filter, which was designed to provide a reasonable
approximation to a variety of physiological and psychophysi-
cal data, does not provide the required frequency selectivity.
The 2-D RTM filter, which was derived from a physical
model of the cochlea, provides reasonable predictions for the
widest probe signal but it is too sharply tuned to account for
tone masking data and too broadly tuned to account for the
data reported here. The conclusion is that a perceptual coder
should consider some stimulus measure other than long-term
spectral content, such as the temporal structure of the signal.
Goldstein’s theoretical analysis of these data~Goldstein,
1995; Goldstein and Hall, 1995!, in which he has been able
to reproduce many of these experimental results with a
model that operates on maxima of the temporal waveform,
provides support for this view.

APPENDIX A: COMPUTATION AND PRESENTATION
OF EXPERIMENTAL RESULTS

As Jesteadtet al. ~1977! have pointed out in their Ap-
pendix A, these results could be presented in any one of
several forms, including the increment relative to the masker
~in dB! 103log(DI /I m) and the difference in dB between
masker and masker plus probe 103log(I m1p/I m). The sec-
ond of these forms is more natural when discussing intensity
jnd’s, but, as Jesteadtet al.observe, it is highly compressive
and makes recovery of the data difficult. We have chosen to
present these results in terms of 103log(DI /I m).

In order to avoid any possible ambiguity, let us be very
specific about how these numbers were computed. Consider
two signals of the type described in Sec. I A,s1 and s2.
~Whethers1 is masker ands2 is probe or vice versa will be
seen to depend on whether masker or probe is of wider band-
width.! s1 has rms amplitudea1 and N1 equal-amplitude
components each of amplitudea1 /AN1. s2 has rms ampli-
tudea2 andN2 equal-amplitude components each of ampli-
tudea2 /AN2. s1 has powerI 15a1

2 ands2 has powerI 25a2
2.

We can assume, without loss of generality, thatN2>N1 .
Since components at the same frequency add in phase, it
follows that the combined signals11s2 hasN1 components
of amplitudea1 /AN1 1 a2 /AN2 andN22N1 components of

FIG. 7. Threshold intensity increment as predicted by model with gamma-
tone filter ~upper panel! and with 2-D RTM filter ~lower panel! versus
masker bandwidth in Hz, with probe bandwidth as parameter. Symbols same
as in Fig. 2.
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amplitudea2 /AN2, and the power of the combined signal
I 112 5 a1

2 1 a2
2 1 2a1a2AN1 /N2.What is plotted in these fig-

ures is 103log10[( I m1p2I m)/I m], the power of the com-
bined signal minus the power of the masker, relative to the
power of the masker, in dB. Note that measures involving
the power of the probe by itself are not meaningful, because
of the variation of coherence between probe and masker.

APPENDIX B: COMPUTATION OF MODEL RESULTS
FOR OFF-FREQUENCY LISTENING

The psychophysical measurements we used to carry out
this evaluation are Jesteadtet al.’s ~1977! measurements as
fit by their Eq. ~1!, DI /I50.4633(I /I 0)

20.072, where I 0 is
their threshold intensity at 1 kHz of 14.7 dB SPL. This equa-
tion is plotted on a decibel scale in the top panel of Fig. B1.
@Jesteadtet al. actually provide, in their Eq.~2!, a straight-
line fit to their data on a decibel scale, but we have chosen to
use their Eq.~1! instead because it provides a better fit to
their data.#

The most straightforward way to determine if the two
excitation patterns differ by at least one intensity jnd is, for
each position along the length of the model basilar mem-
brane, to compareI and DI from the model results with
Jesteadtet al.’s Eq. ~1!. This process is cumbersome. It is
easier to define a mappingg(I ) that has the property that if
DI is equal to one jnd as defined by Jesteadtet al.’s Eq. ~1!
then g(I1DI ) exceedsg(I ) by a fixed constant valuek.
Such a function can be obtained by integratingI /DI in Jest-
eadtet al.’s Eq. ~1!:

g~ I !5g~ I 0!1kE
I0

I dj

DI
. ~B1!

An interesting mapping results if we define a new vari-
ableN(I )5g2(I ), with k50.5. Equation~B1! then becomes

AN~ I !5AN~ I 0!10.5E
I0

I 1

DI
dj, ~B2!

from which it follows that

1

AN
dN

dI
DI51 ~B3!

and

N~ I1DI !2N~ I !

AN~ I !
'1. ~B4!

It can be argued that the quantity on the left side of Eq.~B4!
can be identified with the detectability indexd8. The ratio of
difference between means to standard deviation for samples
from two Poisson processes, one with mean and varianceN1
and the other with mean and varianceN2 ~an approximate
description of the integrated output of auditory-nerve fibers!,
is equal to (N22N1)/AN2 ~assumingN1'N2!. If the
samples are large enough that their distributions are approxi-
mately Gaussian, then this ratio is approximately equal to the
detectability indexd8. This measure is appealing because it
has been suggested that under some conditions a countN
with this property corresponds to neural firing rates inte-
grated over some interval and can be identified with loudness
~McGill and Goldberg, 1968; Hellman and Hellman, 1990!.
However, as used here the functionN(I ) should be regarded
simply as a mapping of stimulus intensity that facilitates the
determination of intensity jnds.

Note that there is an unconstrained constant of integra-
tion N(I 0)5N0 . We can set this constant to be whatever we
please and still get the right answer, since our only require-
ment is that the condition (N22N1)/AN251 at one intensity
jnd be satisfied. As Hellman and Hellman~1990! point out,
an attempt to identifyN or a transformation ofN with loud-
ness puts constraints on this constant.

The bottom panel of Fig. B1 showsN plotted versus
intensity in dB SPL. Our approach is slightly different from
that used by Hellman and Hellman in that we set the constant
of integrationN0 to be equal to one at 0 dB SPL, and then
artificially forced an elevation of absolute threshold to 10 dB
SPL by putting a floor onN such that a signal at 10 dB SPL
met our criterion for detection. For the conditions given here,
a signal at 10 dB SPL corresponds toN59.96. This value of
N is at threshold if the value ofN in the absence of acoustic
stimulation is equal to 6.80, because (9.9626.80)/A9.96
5 1. The value of 6.80 could be regarded as corresponding to
a spontaneous neural firing rate, and a signal at 10 dB SPL
that elicited a count of 9.96 would result in ad8 of one.

The four panels of Fig. B2 illustrate how this procedure
is applied. The gammatone filter was used for this example.
The procedure is identical for the 2-D RTM filter. Panel~a!
shows excitation patterns resulting from a 1-kHz tone at 70
dB SPL~the masker! and from the sum of a 1-kHz tone at 70
dB SPL and an 800-Hz tone at 38.5 dB SPL~masker plus
threshold-level probe!. These two excitation patterns are
identical except for a very slight difference in the neighbor-
hood ofx57.3 Barks, the position maximally excited by an
800-Hz tone. For reference, this panel also shows the exci-

FIG. B1. Top panel: Intensity jnd in dB as specified by Jesteadtet al.
~1977! Eq. ~1!. Bottom panel:N(I ) to give absolute threshold of 10 dB SPL
and intensity jnd’s as specified by Jesteadtet al.using criterion specified in
text.
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tation pattern resulting from an 800-Hz tone at 38.5 dB SPL
presented alone. Panel~b! shows count as a function of po-
sition for these same two signals, masker alone~N1! and
masker plus probe at threshold~N2!, as obtained from the
mapping shown in the bottom panel of Fig. B1. Panel~c!
showsN22N1 , the difference between the two curves in
panel~b!, and it also showsAN2. The differenceN22N1 is
zero over most of the length of the simulated basilar mem-
brane, but it reaches a maximum of 14.2 atx56.9 Barks that
is just equal toAN2 at this position so that the ratio~N2

2 N1)/AN2, shown in panel~d!, is equal to one. To check on
this result, we note that the response to masker alone shown
in panel~a! is 41.1 dB SPL atx56.9 Barks and the response
to masker plus probe is 42.2 dB SPL. The difference be-
tween the two is 1.1 dB, which is equal to the intensity jnd at
42 dB SPL shown in the top panel of Fig. B1.

Note that, because of the slope of the excitation patterns,
the position of maximum detectability of the 800-Hz tone is
somewhat apical to the 800-Hz place. In general, for any
given experimental condition, we have to look for the posi-
tion of maximum detectability across the entire length of the
simulated basilar membrane~the model analogue of off-
frequency listening!.

We can get some sense as to whether or not the gamma-
tone and the 2-D RTM filters may be appropriate by com-
paring, in Fig. B3, masking of pure tones by a narrow-band

masker at 70 dB SPL centered at 1 kHz as determined in
human listening experiments~Scharf, 1971, cited in Scharf
1978! with model predictions for masking by a 70 dB SPL
1-kHz pure tone with the gammatone filter and the 2-D RTM
filter. The agreement between model and experiment is ex-
cellent, in general within65 dB, for the gammatone filter.
The 2-D RTM filter, because of its steep high-frequency
slope, predicts too little masking for probe frequency less
than masker frequency. We conclude that for steady-state
pure-tone probe signals this model gives reasonable results
with the gammatone filter and too sharply tuned results with
the 2-D RTM filter.

1Note that this interstimulus interval is not long enough to rule out post-
stimulus effects. We did in fact observe some order effects. Both subjects
noted that detection was more difficult when the probe was added to the
first of the four presentations than when it was added to one of the other
three. We did not explore this facet in detail, and we are unable to say
whether increase of the interstimulus interval would have reduced this or-
der effect.
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On the Duifhuis pitch effect
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An effect discovered by Duifhuis@J. Acoust. Soc. Am.48, 888–893~1970!#, wherein an omitted
high harmonic of a periodic complex tone is found to have an audible pitch, is extended to a variety
of new broadband signal conditions. The effect is found to exist for flat spectra and spectra
decreasing at 6 dB/octave, independent of phases as long as they are constant. The effect exists for
alternating phases and Schroeder phases. It can generate a missing-fundamental pitch. Pitch and
loudness matching experiments support the status of the omitted harmonic as an objective tone in
the signal. Further experiments using narrower bands challenge the traditional explanation for the
effect, which attributes it to short-term frequency analysis by peripheral auditory filters. Instead, the
experiments suggest that different peripheral channels must be combined, maintaining some phase
information, to generate the effect. ©1997 Acoustical Society of America.
@S0001-4966~97!05202-8#

PACS numbers: 43.66.Hg, 43.66.Ba, 43.66.Nm@LLF#

INTRODUCTION

Duifhuis ~1970, 1971! described a delightful psychoa-
coustical effect that might be called the ‘‘pitch of the har-
monic that is not there.’’ It was created by a periodic train of
narrow pulses to which was added a sine tone, phase locked,
and adjusted so as to cancel one of the harmonics of the
pulse train. The spectrum of the signal therefore looked like
Fig. 1~a!. When the fundamental frequency was low enough
and the cancelled harmonic number was high enough, listen-
ers perceived a pitch corresponding to the cancelled har-
monic.

A priori, Duifhuis’s effect is surprising. What is heard
by listeners is exactly what isnot present in the signal. On
second thought, the effect seems easy to understand. An os-
cillographic tracing of the waveform, shown in Fig. 1~b!
shows a clear periodic component corresponding to the can-
celled harmonic. The trace looks like a pulse with added
sine. The oscilloscope is, of course, a very broadband sys-
tem. The auditory system, however, is not broadband in this
way. Instead, the auditory system begins with tuned chan-
nels, represented as an array of auditory filters. The filters
analyze incoming signals into separate bands, and therefore
the entire oscillographic representation never appears within
the auditory system.

The explanation for the audible effect given by Duifhuis
is that when the frequency spacing between harmonics is
considerably less than the bandwidth of relevant auditory
filters, the tuned auditory channels appear to be broadband

too. Then the output of the auditory filter bank retains an
impulsive character, and the cancelled harmonic appears in
the temporal gap between ringing responses to successive
pulses. The cancelled harmonic is present in the output just
as though the cancellation tone were an objective sine signal.

The present article is a study of the Duifhuis pitch effect
~DPE! consisting of two parts. The first uses broadband sig-
nals to explore the DPE for a variety of new conditions. The
conclusions of these broadband tests are consistent with the
idea that the DPE results from an objective added cancella-
tion tone. The second part is a band-narrowing experiment
that tests the concept of the cancellation tone as an isolated
component appearing in the output of the auditory filter bank
during the temporal gap. It is shown that this concept fails.
Instead, the DPE appears to be a segregation process that
depends both on the cancellation tone in the gap and on the
broadband complex tone that establishes a background in-
cluding multiband phase coherence.

I. BROADBAND DPE EXPERIMENTS

The broadband experiments were undertaken to extend
the experiments by Duifhuis to new signal conditions. The
first goal was to distinguish between those conditions in
which the DPE can be heard and those condition in which it
cannot. The second goal was to determine the pitch and loud-
ness of the DPEs.

A. Method

It is well known that changes in the spectrum~turning a
harmonic on and off, amplitude modulating a single har-
monic, mistuning a harmonic or suddenly shifting its phase!
can cause a harmonic to be heard out from a complex tone
~Pierce, 1960; Kubovy and Jordan, 1979; McAdams, 1984;
Hartmann, 1988; Moore and Glasberg, 1989; Alcantara and
Moore, 1995!. Such effects occur both for harmonics that are
spectrally resolved and for harmonics that are not. They are
‘‘attention’’ effects caused by the contrast between ‘‘before’’
and ‘‘after’’ conditions.

FIG. 1. ~a! The amplitude spectrum of a periodic narrow pulse train with the
19th harmonic omitted;~b! waveform generated by the spectrum in~a! with
all harmonics having cosine phase.
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The Duifhuis pitch effect is not such a contrast effect,
and to guard against a contrast artifact our formal experi-
ments did not permit the listener to compare omitted-
harmonic signals with complete-spectrum signals. Instead
they were matching experiments. The listener heard an
omitted-harmonic tone and was required to match its pitch
with a sine tone. In the end it was concluded that the listener
could hear the DPE if the matches were consistent.

1. General procedure

The listener was seated in a sound-treated room, holding
a response box that controlled the events of an experimental
trial. When the listener pressed a yellow button there was a
pause of 200 ms and then a 700-ms complex tone having an
omitted harmonic. When the listener pressed an orange but-
ton there was a pause of 200 ms and then a 700-ms sine tone
with a frequency that could be adjusted by means of a ten-
turn potentiometer on the box. The listener’s task was to tune
the sine tone so as to match the pitch of the DPE. The level
of the matching tone could also be easily controlled from the
response box. The listener could call up the complex tone or
the matching tone as often as he liked. When the listener was
satisfied with his match he pressed the green button to finish
the trial. The target and matching frequencies were recorded,
and then the next trial with a different omitted harmonic
began. There was no feedback to the listener.

Trials were blocked into runs. Each experimental run
included four trials. It took about 1–5 min for a listener to
finish a run. Runs for each of the conditions below continued
until the results appeared to be stable. The final data reported
here are based on the final five matches.

2. Stimuli

Duifhuis created an omitted-harmonic tone by adding a
cancellation sine tone to a pulse train. Therefore, the ampli-
tude spectrum decreased slowly with increasing frequency as
shown in Fig. 1~a!. Our experiments were similar except that
they used a flat amplitude spectrum. The computer added a
large number,N, of harmonics with equal amplitudes and
cosine phases to make signalx(t),

x~ t !5 (
n51

N

An cos~2pn f0t1fn!, ~1!

where all the amplitudesAn , except for the highest two,
were equal to 1. The amplitudes of the highest two harmon-
ics in the spectrum were tapered to reduce edge pitches
~Klein and Hartmann, 1981! and Gibbs phenomena~AN50.3
andAN2150.7!. All the phases,fn , were equal to zero, and
the fundamental frequency,f 0, was 50 Hz. To generate the
DPE, one harmonic, calledn8, was omitted by setting the
corresponding amplitudeAn8 equal to zero. Although our
technique of signal generation did not explicitly add a can-
cellation tone to a complex tone, we will continue to refer to
the omitted harmonic as the result of an added ‘‘cancellation
tone.’’

The digital waveform was loaded into a digital-to-analog
converter ~TDT-DD1! and cycled indefinitely~16 bits,
50 000 samples/s!. The signal was low-pass filtered below 20
kHz ~2115 dB/octave! and sent to headphones, Sennheiser

HD480, where it was heard diotically. The signal level was
set so that each component had a level of 45 dB SPL.

The matching tone was generated by a Wavetek
VCG116 function generator. Its frequency was controlled by
a voltage from the listener’s response box and was read by
the computer through a reciprocal reading frequency counter
on the computer bus. The matching tone was passed through
a computer-controlled attenuator~TDT-PA4! so that its level
could also be controlled and read by the computer.

3. Listeners

Three male listeners LB, LD, and LJ participated in the
experiments. Their ages were 56, 20, and 34, respectively. LJ
and LB were the authors. Audiograms showed that LD and
LJ had normal hearing through 6 kHz, but that LB had a
high-frequency hearing loss typical of males of his age. All
the listeners had some training as performers of musical in-
struments and could perform a standard pitch matching task
accurately.

B. Experiment 1: The frequency range of the DPE

To study the frequency range of the DPE, we used a flat
spectrum withN5170 harmonics. To create the DPE, one
harmonic, which could be as low as the 8th or as high as the
145th, was omitted from the complex tone spectrum. The
purpose of this experiment was to test the frequency limits of
the DPE for a 50-Hz complex tone.

The results are shown in Fig. 2. There are three panels in
the figure, one for each subject. The vertical axis gives the
matching ratio, defined as the listener’s matching frequency
divided by the frequency of the omitted harmonic. Therefore,
when the ratio is unity the listener has made a perfect match.

The left four data points were tests of the low-frequency
end of the DPE. The dot-dashed lines are the edges of the
spectral gap created by omitting a harmonic. For example,
when harmonic 10 is omitted, the edges of the spectral gap
are harmonic 9~ratio of 0.9! and harmonic 11~ratio of 1.1!.
For omitted harmonics with very low harmonic number lis-
teners seem to hear the edges and match them. Our criterion
for the existence of the DPE at low frequency is that the
listener’s match should be closer to the omitted harmonic
than to one of the edges. The data show that the three differ-
ent listeners have different low ends: harmonic 13 for LB, 15
for LD, and 19 for LJ. Duifhuis~1972! found that the low-
frequency limit of the DPE decreases with increasing signal
level. From his results one would expect a lower limit be-
tween harmonics 10 and 20 for the levels used here.

The middle four points test the performance of the lis-
teners at the middle range. All the listeners could make suc-
cessful matches, although there is a small systematic pitch
shift. The shift is positive as expected~Terhardt and Fastl,
1971!. Such pitch shifts were also reported in the thesis by
Duifhuis ~1972!. Informal comments by the listeners indi-
cated that in the middle range the DPE was clear and loud,
and there was no ambiguity in its pitch.

The four points on the right were intended to test the
high-frequency end of the effect. Successful matches as high
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as the 125th harmonic~6250 Hz! for LD and the 145th har-
monic ~7250 Hz! for LJ indicate a DPE at high frequency.
However, matching became difficult and time consuming at
these high frequencies, perhaps because of the unavailability
of timing information above 5000 Hz~Johnson, 1980; Pick-
les, 1982; Moore, 1973!. In the end, no upper limit was
found for these two listeners. Listener LB made large errors
for an omitted 87th harmonic~4350 Hz! and could not reli-
ably detect the presence of a DPE for omitted harmonics 89
or 92. This high-frequency failure is possibly related to a
high-frequency hearing loss. At 4500 Hz, LB showed a bi-
lateral loss of about 16 dB. However, as shown in the next
section, an effective reduction of 16 dB is not, by itself,
enough to eliminate the DPE.

C. Experiment 2: Level effect

The purpose of the level effect experiment was to see
whether the strength of the DPE is determined by the level of
the cancellation tone. In this experiment the listener adjusted
both the frequency and the level of a sine tone to match the
DPE. The matching level was controlled through two buttons
on the response box; pressing one increased the level by 1
dB, and pressing the other decreased the level by 1 dB.

Omitted harmonics at the lower end of the middle range,
25–40, were chosen for this experiment. The top harmonic

number was reduced to 70, which had the effect of increas-
ing the loudness of the DPE compared to the stimulus with
170 harmonics. All phase angles were again zero.

1. Spectra

Four spectra were used in this experiment. The illustra-
tive waveforms are plotted in Fig. 3. Stimulus~a! was 70-
component pulse train with one of its harmonics omitted.
The amplitude spectrum was flat but tapered at the top to
reduce the edge pitch. Stimulus~c! was the same as~a! ex-
cept that the target harmonic was phase inverted instead of
omitted. Therefore, there was no gap in the spectrum; the
amplitude spectrum of~c! was identical to the amplitude
spectrum of a pulse with all its harmonics equal.1 For stimu-
lus ~c! the cancellation tone was 6 dB greater than in condi-
tion ~a!, and this fact can easily be seen in the waveform in
Fig. 3~c!. The oscillations between the pulses there have
twice the amplitude as in Fig. 3~a!. Stimulus~b! was a 70-
component sawtooth wave with one of its harmonics omit-
ted. The sawtooth wave is the integral of the pulse waveform
~without its dc component!, and so the amplitude of a har-
monic in a sawtooth wave is inversely proportional to the
harmonic number. For example, the 20th harmonic has twice
the amplitude of the 40th. We expected to see a correspond-
ing loudness variation in the DPE since the cancellation tone
for different harmonic numbers has a different amplitude.
Stimulus~d! was the same as stimulus~b! except that phase
inversion replaced omission. The sawtooth waveforms were
presented at the same level as the pulse train. Therefore, the
original sawtooth waveform was given by

x~ t !52 (
n51

70
6.552

n
sin~2pn f0t !. ~2!

2. Results

The level experiment produced both pitch matching data
and loudness matching data. The pitch matches were consis-
tent, as expected for this range of harmonic numbers. The

FIG. 2. Frequency matching results for experiment 1 showing matches.
Each panel is for one subject. TheRatio is defined as the matching fre-
quency divided by the frequency of the omitted harmonic. The symbol
‘‘ h...’’ tells which harmonic is omitted in the complex tone. The left four
points are for the low-frequency end of the effect. The dashed lines there
show the edges of the spectral gap. The middle four points are in middle
range of the effect. The right four points show an attempt to explore the
high-frequency end of the effect.

FIG. 3. Waveforms for experiment 2.~a! Waveform of a flat-spectrum
cosine-phase complex tone with the 19th harmonic omitted;~b! sawtooth
waveform with 19th harmonic omitted;~c! waveform of flat-spectrum
cosine-phase complex tone with 19th harmonic phase inverted;~d! sawtooth
waveform with 19th harmonic phase inverted. The damped high-frequency
oscillations for flat-spectrum cases~a! and ~c! are Gibbs phenomena from
the upper end of the spectra. The high-frequency ends of the spectra were
tapered to reduce this effect. Symbols with the letters are guides to Fig. 4.
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standard deviations were less than 1% of the matching fre-
quency, and the pitch shifts were less than 2%. Of primary
interest are the level matches, and these are shown in Fig. 4.
There are three panels in the figure, one for each subject. The
level matching scale on the vertical axis is in decibels refer-
enced to the level of one component in a flat-spectrum com-
plex tone, i.e., 45 dB SPL, corresponding to an amplitude of
unity in Eq. ~2!.

For all three listeners, the relative level matches agree
with the expected values for an objective cancellation tone.
For both the flat spectrum and the sawtooth, the matches
made with an inverted harmonic lie about 6 dB above the
matches for the omitted harmonic. The average of the 24
differences is 5.4 dB~s.d.51.5! to be compared with the
expected value of 6 dB. Further, the matching levels for the
sawtooth waveform agree with expectation when compared
to the matching levels for the flat spectrum. The expected
level differences~saw2flat! for n8 values of 25, 30, 35, and
40 are, respectively:211.6,213.2,214.6, and215.7 dB.
The measured values are211.4 ~1.0!, 213.0 ~1.9!, 214.2
~2.2!, and216.3 ~1.9! dB.

The absolute values of the level matches made by LB
agreed with the actual level of the cancellation tones. Abso-

lute levels matched by LD and LJ were lower by about 8 dB.
The difference is possibly caused by a different treatment of
the loudness reduction due to partial masking among the
listeners. Quite generally the data from the level experiment
support the idea that the loudness of the DPE is determined
by the level of the cancellation tone.

3. Further level tests

Informal experiments found that the level of the DPE
can be matched by the best beats method, in which the lis-
tener adjusts the level of an added sine tone to maximize
beats. However, the level range for best beats was found to
be rather wide, as large as 4 dB, especially in the omitted-
harmonic condition. As Duifhuis~1970! noted, it is signifi-
cant that an added sine tone can form beats with the DPE
because this implies an objective character for the cancella-
tion tone.

The sawtooth waveform has a particular phase spectrum,
where allfn are equal to 90 degrees. Informal experiments
showed that a DPE could also be heard for other constant
values of the phase. Then the base waveform no longer has
the straight sides of the sawtooth, but the base waveform is
smooth so that omitted or inverted harmonics are still appar-
ent on an oscilloscope.

The integral of a sawtooth is a parabola wave~Hart-
mann, 1997!, with amplitudes decreasing at 12 dB/octave.
The triangle wave has odd harmonics with amplitudes that
also decrease at 12 dB/octave; the waveform is composed of
straight line segments like the sawtooth. When harmonics of
these waveforms were either omitted or inverted, no DPE
could be found.

D. Experiment 3: The effect of harmonic phases

The phases of the harmonics play a critical role in the
DPE. Duifhuis~1972! found that if the phases are random-
ized no effect can be heard at all. The purpose of the experi-
ments of this section was to determine the behavior of the
DPE under several coordinated changes of phase.

1. Spectra of the stimuli

The formal pitch matching experiments used a 100-
component complex tone with four different phase condi-
tions: ~a! All the harmonics were cosine phase~fn50!. ~b!
All the harmonics were sine phase~fn5p/2!. ~c! All the
harmonics had a 45-deg initial phase~fn5p/4!. ~d! The har-
monics were in Schroeder phase~Schroeder, 1970!. For an
equal-amplitude complex tone Schroeder phases are given by
the equation

fn52
p

N
n2. ~3!

To create a DPE one harmonic was omitted. The omitted
harmonic numbers were in the middle range, 40–70.

2. Results

The consistency in tuning a matching frequency was
used to determine the existence and strength of the DPE. The
consistency of matches showed that all three listeners could

FIG. 4. Results of experiment 2. Each panel is for one subject. Matching
levels of the DPE are plotted as a function of the harmonic number of the
anomalous harmonic. Symbols identify waveformsper Fig. 3. Circle sym-
bols are for a flat-spectrum pulse train, and triangles are for the sawtooth
waveform. Open symbols are for omitted harmonics, and filled symbols are
for phase-inverted harmonics.~Only relative levels for LD were available.
The absolute levels shown here were adjustedper the analysis for LJ be-
cause early runs by LD and LJ were very similar.!

1037 1037J. Acoust. Soc. Am., Vol. 101, No. 2, February 1997 J.-Y. Lin and W. M. Hartmann: Duifhuis pitch effect



hear the tone equally well in all four conditions. Frequency
matching ratios for LB and LJ were in the range 1.00–1.02;
for LD the range was 50% wider. Matching ratios increased
somewhat with increasing harmonic number, and this ten-
dency was greatest for the Schroeder phase condition. Oth-
erwise, nothing special could be found in the matching fre-
quencies or their variance to distinguish among the four
phase conditions. The standard deviation of the ratio was
about 0.005 for LB and LJ and about twice as large for LD.

For conditions~b! and~c!, with common phase angles of
90° or 45°, the tone color of the background pulse became
‘‘fuller’’ than in condition ~a! with zero phase. However, the
DPE did not change. Waveforms made with different com-
mon phases are similar in that they all are quite spiky. They
all have the same envelope with a temporal gap.

Unlike the other three waveforms, there is no time gap
in the waveform with Schroeder phases. Therefore, no can-
cellation tone can be seen in an oscillographic representation
of the waveform. Nevertheless, the experiments showed that
the DPE exists. An explanation is proposed in the next sec-
tion.

E. Additional phase effects

In addition to the formal phase experiments of the pre-
vious section, some informal phase experiments were done.

1. High and low omitted harmonics

We found it strange that the formal experiments re-
vealed no difference between constant phase and Schroeder
phase. Therefore, we performed informal matching experi-
ments with omitted harmonics near 90 and 15 comparing
cosine and Schroeder phases. No difference was found near
harmonic 15, but the DPE was weaker for the Schroeder
phase compared to cosine phase for omitted harmonics near
90, although this difference in strength was hardly noticeable
in the matching data.

2. Low-fluctuation pulses

The Schroeder phase condition leads to a waveform with
small power fluctuation. An alternative way to generate a
waveform with small fluctuation is the low-noise noise
method ~Pumplin, 1985; Hartmann and Pumplin, 1991!.
Phase angles from the latter article were taken to make a
signal having 36 equal-amplitude harmonics. Exploration
with half a dozen values ofn8 found no DPE for either
omitted or inverted harmonics. We conclude that the exist-
ence of the DPE for Schroeder phase is not solely the result
of the small-fluctuation character of Schroeder-phase signals.

3. Random phases

When all the harmonics had random phases, the three
listeners agreed that no DPE could be heard. In order to
confirm this quantitatively, LB and LJ tried the matching
experiment for ten different random-phase complex tones
with omitted harmonics in the range 40–70. The results of
their matches had a wide distribution. The average matching

frequency for a given omitted harmonic showed no correla-
tion with the frequency of the omitted harmonic, verifying
that no DPE exists.

4. Alternating phases

When all even-numbered harmonics had phases of 0 and
all odd-numbered harmonics had phases of 90°, or vice versa
~per Plomp and Steeneken, 1969!, a DPE could easily be
heard for omitted or inverted harmonics with numbers
greater than 33 in informal experiments. We concluded that
the change from constant phases to alternating phases af-
fected the low-frequency end of the DPE but not the high-
frequency end. Qualitatively such a result is not unexpected
because a waveform with alternating phases has two evenly
spaced spikes per cycle, hence quiet gaps between ringing
responses are half as long.

F. Experiment 4: The missing-fundamental DPE

A famous result in pitch research is that a complex pe-
riodic tone in which the fundamental is absent nevertheless
has a pitch equal to the fundamental frequency. We at-
tempted to create a missing-fundamental pitch using the
DPE. When harmonics 18, 24, and 30 of the 50-Hz funda-
mental are omitted or inverted, the spectrum of the cancella-
tion tones resembles the 3rd, 4th, and the 5th harmonics of
300 Hz. Informal experiments showed that such stimuli pro-
duce a pitch at 300 Hz, clearly suggesting a missing-
fundamental DPE. The following experiment was a formal
test of this phenomenon using phase inversion. Because the
amplitudes were unchanged by this experiment, the ampli-
tude spectrum was simply that of a 100-component equal-
amplitude cosine-phase pulse train.

1. Spectra of the stimuli

There were four different conditions, each of which in-
verted the phases of three harmonics:~a! harmonics 18, 24,
and 30;~b! harmonics 27, 36, and 45;~c! harmonics 36, 48,
and 60; and~d! harmonics 42, 56, and 70. These harmonics
resemble the third, fourth, and fifth harmonics of 300, 450,
600, and 700 Hz, respectively.

2. Results

Results from the three listeners are plotted in Fig. 5. The
scale on the vertical axis is the ratio of the matching fre-
quency to the frequency of the missing fundamental. The
plot shows that all the listeners could match the missing-
fundamental frequency with good reproducibility. The actual
matching ratios tend to be less than 1, especially for LB. This
result can be compared with the measurements of Terhardt
~1971! showing that the pitch of the missing fundamental of
a complex tone is about 2% below the pitch of a sine tone
with the frequency of the fundamental. LJ and LD show a
shift that is less than 2%; LB shows a shift that is larger than
2%.

II. PERIPHERAL FILTER MODEL FOR THE DPE

The explanation for the DPE by Duifhuis~1970, 1971!
is that when the frequency spacing between harmonics is
considerably less than the bandwidth of relevant peripheral
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auditory filters, the peripheral filters can be said to be broad-
band. A broadband frequency analyzing system has a short
impulse response time, substantially less than the period of
the input signal. Therefore, when the input is a pulse train
with an omitted harmonic, there is a portion of time in each
period during which the output of the peripheral filter is
dominated by the small oscillations of the cancellation tone.
That portion of the output in each period can be detected as
a sine tone. A bank of such filters therefore produces a short-
term frequency analysis of the input signal.

To get a clearer picture of the short-term frequency
analysis, we implemented the idea with a realistic auditory
filter bank—the gammatone filter bank~Patterson, 1987!.

Figure 6 is a three-dimensional plot of the output of a gam-
matone filter bank. The bandwidths of the filters are deter-
mined by the ERBs from Glasberg and Moore~1990!. The
input to the filter bank is the 50-Hz complex tone with har-
monics from 1 to 45. Thex axis is a time axis. Its unit is the
period of the input signal, 20 ms. Therefore, the plot shows
exactly one period of the output. They axis is the center
frequency of a filter in the filter bank. The unit is chosen to
be 50 Hz so that harmonics of the signal appear at integer
values on this axis. Harmonicn appears at integer valuen.
Thez axis shows the output, normalized to a maximum value
of one. The output is half-wave rectified to improve the
three-dimensional impression in the figure.

The response shown in Fig. 6 is essentially the impulse
response of the auditory filter bank. Filters with a high center
frequency, e.g., 2635051300 Hz, are relatively broad and
have a short impulse response. There is a decided gap in their
output. Filters with a lower center frequency, e.g., 10350
5500 Hz, have a longer ring time and no appreciable gap in
their output.

Figure 7 is similar to Fig. 6 except that the 19th har-
monic ~950 Hz! of the input tone is omitted. Figure 7 shows
a valley in the ringing region of the output, and a ‘‘peak’’
appears in the previously quiet region. This peak is actually
the same response as would be obtained had the input been a
950-Hz sine tone. It is this peak that is the traditional expla-
nation of the DPE.

The traditional explanation may also be applied to the
DPE heard in the Schroeder-phase condition. The Schroeder
phase leads to a frequency sweep~chirp! with the duration of
a period. The sweep moves continuously from the highest
frequency in the band to the lowest. Therefore, there is some

FIG. 5. Results of experiment 4. Matches to the missing fundamental tone
are shown for each subject: circles for LB, triangles for LD, and diamonds
for LJ. The matches are plotted as the ratio of matching frequency to
missing-fundamental frequency.

FIG. 6. Three-dimensional plot of the output of the model peripheral auditory filter bank. The input signal is a 45-harmonic flat-spectrum complex tone with
a fundamental frequency of 50 Hz. All the harmonics have cosine phase. The elevated functions show the time-dependent outputs of model filters centered on
reference harmonic numbers.
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fraction of the period within which the instantaneous fre-
quency of the stimulus differs greatly from the center fre-
quency of any particular auditory filter. Therefore, there is a
quiet gap in the temporal output of any auditory filter, but
different filters experience the gap at different times within
the signal period, as shown in Fig. 8. When a harmonic is
omitted or inverted, a peak can appear across the quiet gap in
the output of filters having their center frequencies in the
range of the anomalous harmonic, as shown for an omitted

19th harmonic in Fig. 8. This transitory peak might well
produce a DPE.

III. CHALLENGE TO THE PERIPHERAL FILTER
MODEL OF THE DPE

According to the traditional explanation, the DPE is the
result of the sine-tonelike peak in the quiet gap in the output
of a peripheral filter bank. The challenge to this explanation

FIG. 7. Three-dimensional plot of the output of the model peripheral auditory filter bank. The input signal is the same as for Fig. 6 except that the 19th
harmonic is omitted.

FIG. 8. Three-dimensional plot of the output of the model peripheral auditory filter bank when the harmonics of the complex tone are in Schroeder phase and
the 19th harmonic is omitted.

1040 1040J. Acoust. Soc. Am., Vol. 101, No. 2, February 1997 J.-Y. Lin and W. M. Hartmann: Duifhuis pitch effect



begins with the observation that the peak involves only a
limited number of harmonics. For the omitted 19th in Fig. 7,
for example, only the harmonics in the range 17–22 make an
important contribution. Therefore, it follows that if all the
harmonics outside this range were removed, the DPE should
be unchanged. It might even be stronger because there would
be less competition from the other harmonics of the pulse
train. The first of our challenge experiments systematically
deleted harmonics outside the range of the omitted harmonic.

A. Experiment 5: Band narrowing

The band-narrowing experiment was a matching experi-
ment like those previously described. However, because the
central issue in the band-narrowing experiment was the ex-
istence of the DPE, we took particular precautions to avoid
cuing a harmonic. Therefore, the listener was not allowed to
alternate between the complex tone and the matching sine
tone. The listener was allowed to listen to the complex tone
as many times as he wanted, but once he decided to do the
matching and heard a matching sine tone, he was not allowed
to listen to the complex tone again. As a further precaution,

the sampling rate of the digital to analog converter was ran-
domized by65% on each trial to reduce the possibility of
cues across trials.

1. Complex tones

There were seven complex tones in the experiment. Five
of them had an omitted 19th harmonic, and two had an omit-
ted 20th. Their spectra are described by Fig. 9. Each har-
monic had cosine phase and a level of 45 dB SPL as before.
Therefore, the narrowed signals were bandpassed versions of
the pulse-train signals used previously. The high and low
edges of the spectrum were tapered~0.7, 0.3, as before!.
Figure 10 shows the effect of narrowing the spectrum in the
output of the auditory filter bank. The input for Fig. 10 was
the signal on the fourth line of Fig. 9 withdN510 harmon-
ics, numbers 15–24 with the 19th omitted. A comparison
between the calculated output for Figs. 7 and 10 shows that
the sine-tonelike peak in the filter centered on the 19th har-
monic changes very little. We expect correspondingly little
change in the DPE.

Each of the three listeners did 20 runs of the band-
narrowing experiment. Each run required seven matches, one
match for each of the complex tones in Fig. 9.

2. Results

The matching data for each listener and each complex
tone were plotted in a histogram with its bin width equal to
the harmonic spacing~50 Hz!. The histograms for the broad-
band signals~harmonics 1–45! were concentrated on the
omitted harmonic, indicating that listeners could easily hear
the DPE. As the spectrum was narrowed, the histograms
widened considerably, rapidly approaching half the band-
width of the entire stimulus. The dependence of the 21 his-
tograms in the experiment are here summarized in Fig. 11 by
plotting the percentage of matches in the central histogram

FIG. 9. The seven spectral bands for the band-narrowing experiment. For
example, the fourth line shows the spectrum fordN510 harmonic numbers
in the band. They are harmonics 15–18 and 20–24, where 19 has been
omitted.

FIG. 10. Three-dimensional plot of the output of the model peripheral auditory filter bank. The input signal is the signal withdN510 from Fig. 9, where all
the harmonics, 15–24, have cosine phase, and the 19th harmonic is omitted. Therefore, the input signal was the same as in Fig. 7 passed through a bandpass
filter. The region around harmonic 19 can be seen to be similar to Fig. 7, where the signal is broadband.
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bin ~matching ratio51! for the five complex tones with an
omitted 19th harmonic. That is, the percentage of the
matches that are closer to the 19th harmonic than to any
other harmonic. Open symbols show the percentages for the
omitted 20th harmonic, which serve as supplementary data.
It is evident from Fig. 11 that as the band was narrowed, the
listeners were unable to make accurate matches to the DPE.

For all the listeners the steepest slope in Fig. 11 occurs
near the 50% point. Therefore, we define this as the bound-
ary for hearing the DPE, i.e., if the number of matches in the
central bin is greater than 50% of the total, the pitch is said
to be ‘‘heard,’’ otherwise it is ‘‘not heard.’’ Applying this
criterion to our results, we find that none of the listeners
could hear the DPE fordN equal to 9 or 10~per Fig. 10!.
This result came as no surprise to the listeners themselves;
informally they remarked that no DPE was heard for these
narrow bands. The conclusion of the band-narrowing experi-
ment is that the peripheral filter model fails the challenge.

B. Experiment 6: Narrowing the phase-coherence
region

Because the DPE exists with a broadband tone with con-
stant harmonic phases but does not exist for random phases,
there is another way to narrow the effective band of the
stimulus. The narrowed-phase coherence-region~NPCR! ex-
periment retained cosine phases for the harmonics near the
omitted harmonic, but randomized the phases of all the other
harmonics in the signal. Harmonics 1–45 all had unit ampli-
tude, except for an omitted harmonic. The regions of cosine
phase were exactly the spectral regions shown in Fig. 9.
Thus, the NPCR experiment paralleled the band-narrowing
experiment. The three listeners each did 20 runs using the
protocol of the band-narrowing experiment.

1. Results

The matching data from the NPCR experiment were
plotted in histograms like the data for the band-narrowing
experiment. Unlike the matches in the band-narrowing ex-

periment, which were confined because of the narrowed
stimulus spectrum, the matches in the NPCR experiment
were spread over a very wide frequency range.

The percent of matches in the central bin for the omitted
19th harmonic is plotted in Fig. 12 as a function of the band-
width of the cosine-phase region,dN. The percentage de-
creases as the bandwidth decreases. Again, defining 50% as
the boundary, we find that none of the listeners could hear
the pitch resulting from Duifhuis effect fordN equal to 9,
10, or 11. This result shows that phase information from
components that are distant from the omitted harmonic is
needed in order for the DPE to exist.

IV. DISCUSSION AND CONCLUSION

The Duifhuis pitch effect~DPE!, as studied in this re-
port, is created by starting with a low-frequency complex
tone having many harmonics and then omitting a harmonic
or inverting the phase of a harmonic. This spectral change is
perceived as an added pure tone with a pitch equal to the
frequency of the omitted or inverted harmonic. The tradi-
tional explanation for the DPE can be regarded as a two-step
process. The first step considers the response of a broadband
system to the stimulus, and the second step considers the
circumstances in which the peripheral auditory system ad-
equately approximates such a broadband system.

The first step essentially considers the waveform of the
stimulus as it would appear on an oscilloscope. It establishes
the general rule that to generate a DPE, the phases of the
original complex tone must be chosen so that the waveform
includes a quiescent time interval in which the omitted har-
monic can be heard as a cancellation tone. The experiments
by Duifhuis used a pulse train for the original complex tone.
The experiments of Sec. I in the present report used a variety
of original complex tones.

Many of the results from Sec. I were consistent with the
cancellation tone concept. The DPE was found to exist when
the waveform included some form of quiescent interval: flat-
spectrum pulse with constant phase, sawtooth, Schroeder-

FIG. 11. Plots of the percentages of the matches to a missing 19th harmonic
that are in the 19th harmonic bin as a function of the bandwidth of the
stimulus. Circles are for LB, triangles are for LD, and diamonds are for LJ.
Spectra for different values ofdN are defined by Fig. 9. Open symbols are
for the missing 20th harmonic.

FIG. 12. Plots of the percentages of the matches to a missing 19th harmonic
that are in the 19th harmonic bin as a function of the bandwidth of the phase
coherence region. Circles are for LB, triangles are for LD, and diamonds are
for LJ. Open symbols are for a missing 20th harmonic.
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phase chirp, or alternating-phase pulse. The DPE was found
not to exist in the absence of such characteristic time struc-
ture, specifically for random phases or phases producing
minimum power fluctuation.

The continuation of the DPE well above 5 kHz makes it
unlikely that the effect is caused by some aspect of neural
timing because jitter causes neural synchrony to vanish
above this frequency~Johnson, 1980; Pickles, 1982; Moore,
1973!. The generation of a DPE by phase changes alone,
while leaving the power spectrum unchanged~inverted har-
monic case!, rules out an explanation based on simple auto-
correlation of the waveform. Instead, the effect appears to
result from an objective cancellation tone. The good agree-
ment between the loudness matches and the level of the can-
cellation tone for the different complex tones in experiment 2
supports this interpretation; so does the generation of a
missing-fundamental DPE in experiment 4.

The second step in the traditional explanation of the
DPE requires that the omitted or inverted harmonic be in a
frequency range where the bandwidth of peripheral auditory
filters is considerably greater than the fundamental frequency
of the complex tone. Only then do the auditory filters contain
enough harmonics to produce a quiescent time interval in
which the cancellation tone can be heard. This idea predicts
that the effect should exist only for harmonics too high to be
resolved.

Experiments by Duifhuis~1972! found a low-frequency
limit near the 10th harmonic for 50-dB, 50-Hz tones; experi-
ment 1 of this report suggests a limit near the 15th. Calcula-
tions using gammatone auditory filters~Lin, 1996! show that
a lower limit near 15 is not unreasonable for a 50-Hz tone.
The observation~Duifhuis, 1972! that the low-frequency
limit depends on level then suggests that the bandwidth of
auditory filters increases significantly with increasing level.
There is some evidence that the level dependence of band-
width is particularly prominent for impulsive signals of this
kind ~Hartmann and Rakerd, 1993!.

The band-narrowing experiments of Sec. III challenged
the traditional explanation for the DPE because they showed
that no DPE exists for narrowed-spectrum complex tones. By
contrast, an auditory filter model shows that the cancellation
tone in the quiescent interval is essentially the same for the
narrowed-spectrum tones as for the broadband tones for
which the DPE is always observed. Thus, although it seems
to benecessaryfor auditory filters near the omitted harmonic
to isolate the cancellation tone in a quiescent interval, it is
not sufficient.

The band-narrowing experiments showed that the exist-
ence of the DPE depends on the presence of harmonics well
outside the range of frequencies passed by auditory filters
near the omitted harmonic. The DPE therefore appears to be
a broadband effect in which information is combined across
different auditory channels. What is especially notable is that
this cross-channel combination must include phase informa-
tion. Experiment 6 showed that the DPE requires phase co-
herence over a broad frequency region. Cross-channel phase
comparison is an unusual idea in auditory theory. However,
the phase coordination of separate channels by a broadband

impulsive signal does not seem implausible. Possibly even
the nonsimultaneous, but regular, temporal pattern generated
by Schroeder-phase signals could lead to a coordinated re-
sponse.
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The relation between gap detection, loudness, and loudness
growth in noise-masked normal-hearing listeners
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Gap detection was measured for 50 and 1000-Hz-wide noise markers arithmetically centered on
1000 Hz. The markers were presented in a lowpass background noise having a high-frequency
cutoff of 2000 Hz. The pressure spectrum level of the background noise was either 0 or 40 dB/Hz.
Gap detection was determined at sensation levels~SLs! of 10, 15, 20, and 30 dB in the 0-dB/Hz
background, and at SLs of 10, 15, and 20 dB in the 40-dB/Hz background. Because loudness
increased more steeply in the higher level noise background, the markers in the 40-dB/Hz
background were at higher loudness~and at a steeper portion of the loudness growth function! than
markers in the 0-dB/Hz background, for markers matched in terms of SL. The main goal of the
experiment was to determine whether gap detection would be relatively poor at steep portions of the
loudness growth function due to the gap being confused with ongoing random dips. Such confusion
might be particularly great when the noise bandwidth was narrow~and therefore characterized by
prominent fluctuation! and the growth of loudness was steep. Gap detection was poorer for the
50-Hz-wide marker than for the 1000-Hz-wide marker. For a given marker bandwidth at a given SL,
gap detection was similar whether the marker was presented in the 0-dB/Hz noise or the 40-dB/Hz
noise. Supplementary conditions indicated that~1! gap detection results for 50-Hz-wide markers
presented at equal SL’s were also similar between a 0-dB/Hz noise background and a 55-dB/Hz
noise background, and that~2! gap detection for 50- and 1000-Hz-wide markers was poorer in a
40-dB/Hz background than in a 0-dB/Hz background when markers were matched for loudness. The
results generally indicated similar gap detection thresholds for markers presented at similar SLs
across a relatively wide range of background noise levels. Gap detection was related more closely
to the marker-to-noise ratio than to the loudness relation between markers or the steepness of
loudness growth. ©1997 Acoustical Society of America.@S0001-4966~97!01902-4#

PACS numbers: 43.66.Mk, 43.66.Cb@WJ#

INTRODUCTION

Several studies have indicated that temporal gap detec-
tion for noise markers can be relatively poor in listeners with
hearing loss of cochlear origin~Buus and Florentine, 1985;
Fitzgibbons and Wightman, 1982; Florentine and Buus,
1984; Glasberg and Moore, 1992; Groseet al., 1989; Moore
and Glasberg, 1988!. Although reduced temporal gap detec-
tion in cochlear-impaired listeners can often be accounted for
in terms of the reduced audibility of the stimulus~Buus and
Florentine, 1985; Florentine and Buus, 1984!, some in-
stances of reduced gap detection performance appear to be
related to poor analysis of the dynamic aspects of the stimu-
lus waveform ~Buus and Florentine, 1985; Glasberg and
Moore, 1992; Glasberget al., 1987!.

Gap detection may be particularly poor in cochlear-
impaired listeners when the bandwidth of the noise marker is
narrow ~Glasberg and Moore, 1992; Moore and Glasberg,
1988!, and therefore characterized by prominent, random
fluctuation. Gap detection for narrowband noise markers
may be difficult ~even in normal-hearing listeners! because
of the ambiguity in distinguishing the gap from the ongoing
random dips in the noise. In cochlear hearing-impaired lis-
teners, it has been hypothesized~Moore and Glasberg, 1992!
that the effects of loudness recruitment augment the per-
ceived amplitude fluctuations of the narrowband noise, mak-

ing the detection of the gap even more difficult than for a
normal ear.

The present study examined gap detection in normal-
hearing listeners using both a relatively wideband noise
marker~associated with the perception of a relatively smooth
sound! and a narrowband noise marker~associated with the
perception of a highly fluctuant sound!. In some conditions,
stimuli were presented so that recruitmentlike effects were
present, while in other conditions, stimuli were presented
such that recruitmentlike effects were minimal. In conditions
that did not result in a recruitmentlike effect, gap detection
was expected to be poorer for the narrowband noise marker
than for the wideband marker, for reasons related to per-
ceived fluctuation. If loudness recruitment acts to amplify the
perceived fluctuations of the stimulus, then the disparity in
gap detection performance between wideband and narrow-
band noise is expected to be even greater in the conditions
resulting in a recruitmentlike effect. Loudness recruitment
was simulated by using a 40-dB/Hz background noise. The
growth of loudness for stimuli presented in such a back-
ground noise is steeper than that which occurs in quiet
~Gleiss and Zwicker, 1964; Hellman and Zwislocki, 1964;
Scharf, 1964; Steinberg and Gardner, 1937; Stevens and
Guirao, 1967!. Testing was also conducted in a 0-dB/Hz
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background noise, where recruitmentlike effects were ex-
pected to be minimal.

I. METHOD

A. Subjects

Six normal-hearing subjects, two male and four female,
participated in gap detection measures. Five of these subjects
also participated in measures of loudness growth. All sub-
jects had participated previously in psychoacoustic experi-
ments.

B. Conditions and procedure

1. Gap detection

The gap marker had a bandwidth of 50 Hz~where
prominent fluctuations might be particularly troublesome un-
der recruitmentlike conditions!, or a bandwidth of 1000 Hz
~where the smoother sounding stimulus might be relatively
less troublesome under recruitmentlike conditions!. Gaps
were created by gating a wideband noise off and on abruptly
~rise/fall time of approximately 10ms!, and then passing the
gated wideband noise through an IHR universal digital filter
~Trinder, 1983! having a bandwidth of either 50 or 1000 Hz
~Groseet al., 1989!. This procedure insures that cues related
to ‘‘spectral splatter’’ are not available to the listener. The
filtered noise bands were centered on 1000 Hz. The sampling
frequency of the digital filter was 5 kHz. The filtering pro-
cedure essentially imposed a rise–fall time on the gap, the
duration of which was inversely proportional to the band-
width of the noise marker~Groseet al., 1989!. Each stimulus
trial was composed of three 1-s intervals. In one interval, at
random, a gap was introduced 500 ms after the beginning of
the marker, and the gap duration was subtracted from the
remainder of the marker. Intervals were separated by a
200-ms interstimulus interval. Visual feedback was provided
after each response. The presentation order of conditions was
random.

A 3AFC adaptive procedure was used to determine gap
threshold. Gap size was varied by a factor of 1.2. Threshold
estimates were based upon the geometric mean of the final
eight reversals in a run. The threshold for a particular condi-
tion was the geometric mean of at least three~usually four!
estimates. A background noise~0–2 kHz! was continuously
present. The level of the background noise was either 0 or 40
dB/Hz SPL. Gap detection was determined as a function of
the sensation level~above masked threshold! of the marker.
Sensation levels of 10, 15, 20, and 30 dB were tested for the
0-dB/Hz background, and 10, 15, and 20 dB for the 40-
dB/Hz background.

Detection thresholds were obtained using a 3AFC pro-
cedure to estimate 0 dB SL for the 50- and 1000-Hz-wide
noise markers in each of the two background noise condi-
tions ~0- and 40-dB/Hz SPL!. An initial step-size of 8 dB
was reduced to 4 dB after two reversals, and further reduced
to 2 dB after two more reversals. Each threshold run was
stopped after 12 reversals, with the average of the last 8
reversals taken as the threshold for that run. Four thresholds
were averaged to compute the final threshold.

2. Loudness growth

A measure of loudness growth was also obtained in or-
der to confirm the expectation that loudness growth would be
relatively steeper in the 40-dB/Hz background noise than in
the 0-dB/Hz background noise, and to obtain measurements
that could provide approximate loudness ratings for the
stimuli used in the gap detection experiment. The LGOB
~loudness growth in12-oct bands! measure of loudness growth
~Allen et al., 1990! was used for this purpose. Allenet al.
found that the LGOB method was an efficient method of
measuring loudness growth and loudness recruitment. They
also suggested that line segment fits to the LGOB data ap-
peared to be functionally equivalent to more time-consuming
sone functions. In our implementation of the LGOB method,
the threshold level and the uncomfortable listening level
~both in dB SPL! for a 600-ms stimulus~20-ms rise/fall!
burst were first determined~Allen et al., 1990!. The stimulus
was a 50-Hz-wide noise band or 1000-Hz-wide noise band
arithmetically centered on 1000 Hz@we used stimuli like
those used in the gap detection study rather than the1

2-oct
band noises used by Allenet al. ~1990!#. The range between
the threshold level and the discomfort level was then divided
into 15 steps, equispaced on a dB scale. The fifteen different
levels were presented in a quasi-random order, such that each
level was presented three times during a run. Four runs were
undertaken for each condition, resulting in 12 judgments at
each of the 15 stimulus levels of each condition. The stimu-
lus was gated on three times in each presentation, with a
200-ms pause between stimulus bursts. After each stimulus
presentation, the listener rated the loudness of the sound on a
scale from 0 to 6. Ratings of 0, 1, 2, 3, 4, 5, and 6 corre-
sponded to judgments of ‘‘did not hear,’’ ‘‘very soft,’’
‘‘soft,’’ ‘‘ok,’’ ‘‘loud,’’ ‘‘very loud,’’ and ‘‘too loud,’’ re-
spectively. Measurements were performed in both the 0- and
the 40-dB/Hz noise backgrounds. Loudness measures were
obtained from five of the six subjects. In all experiments and
conditions, stimuli were delivered via Sony MDR-V6 head-
phones.

II. RESULTS AND DISCUSSION

A. Loudness

We used ‘‘the response-average level’’ method of Allen
et al. ~1990! to determine the SPL values corresponding to
the loudness categories between 1 and 5. Values for the ex-
treme categories~0 and 6! are not determined because the
stimulus levels in this range are necessarily limited by the
procedure. The values were similar across listeners, and av-
erage data are shown in Table I. An obvious finding was that
loudness growth was steeper in the 40-dB/Hz background
than in the 0-dB/Hz background. For example, the range
between very soft to very loud was spanned by about 60–65
dB in the 0-dB/Hz background, but by only about 30 dB in
the 40-dB/Hz background. Thus, for a given SL, the loud-
ness was higher in the 40-dB/Hz background. Whereas the
10–20 dB SL markers were associated with loudness in the
‘‘very soft’’ to ‘‘soft’’ regions for the 0-dB/Hz noise back-
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ground, the same SLs were more typically associated with
loudness in the ‘‘soft’’ to ‘‘ok’’ regions for the 40-dB/Hz
background.

Past research has shown that a wideband noise is gener-
ally louder than a narrowband noise when both bands are
presented at a moderate or high fixed SPL~Cacace and Mar-
golis, 1985; Zwickeret al., 1957!. Although the present
study was not intended to examine this question specifically,
the data obtained are relevant. Interestingly, the present data
indicate that a particular loudness rating was usually associ-
ated with a similar SPL for a 50-Hz wide noise and a
1000-Hz wide noise~see Table I!. Launer~1995! did report
evidence of loudness summation for band-limited noise
stimuli that were rated for loudness on a categorical scale.
However, the range of bandwidths used in his study~210–
1880 Hz wide! was quite different than that used in the
present study. Further research using the LGOB method,
specifically examining the effect of noise bandwidth, would
be useful.

B. Gap detection

In agreement with previous studies~Buus and Floren-
tine, 1985; Fitzgibbons, 1983; Plomp, 1964!, gap detection

generally improved with increasing SL, for both masking
noise bandwidths and at both background noise levels~see
Fig. 1!. Also, as expected, gap detection was better for the
1000-Hz-wide noise marker than for the 50-Hz-wide marker.
The question of central interest to the present investigation
concerned comparisons in performance between the 0-dB/Hz
background noise condition and the 40-dB/Hz background
noise condition. The loudness growth measures~see Table I!
indicated that loudness grew more steeply with increasing
stimulus level in the 40-dB/Hz noise than in the 0-dB/Hz
background noise. However, at matched SLs, gap detection
performance was typically no worse under conditions asso-
ciated with a recruitmentlike effect~40-dB/Hz background!,
than under the low-level masking condition. In fact, at rela-
tively low SLs, some listeners showed slightly better perfor-
mance in the 40-dB/Hz background~see Fig. 1!. Masked
detection thresholds for the noiseband markers are shown in
Table II.

Fitzgibbons ~1984! also examined gap detection in
normal-hearing listeners, using various levels of background
masking noise. In contrast to the present study, Fitzgibbons
used only a relatively wideband noise marker, an octave-
wide noise band centered on 1000 Hz. Comparing results for
background noise levels of 12, 32, and 47 dB/Hz, Fitzgib-
bons found that a criterion level for gap detection perfor-
mance was obtained at relatively lower SLs as the masking

FIG. 1. Gap detection thresholds as a function of SL for the 50- and 1000-
Hz-wide markers presented in the 0- and 40-dB/Hz noise backgrounds.

TABLE I. Average~over five subjects! SPL values corresponding to loudness ratings from 1–5. The intersub-
ject standard deviations are shown in parentheses.

0-dB/Hz background 40-dB/Hz background

1 2 3 4 5 1 2 3 4 5

50 Hz 30.9 56.4 75.8 88.1 94.8 64.5 76.0 85.0 91.7 96.0
~4.8! ~6.9! ~2.9! ~2.5! ~2.9! ~2.9! ~2.9! ~2.3! ~2.1! ~3.5!

1000 Hz 31.9 55.7 75.9 88.1 93.5 68.1 78.2 85.7 92.0 95.7
~9.7! ~10.5! ~6.9! ~3.0! ~3.5! ~3.1! ~2.8! ~2.3! ~1.5! ~1.7!

TABLE II. Individual and average detection thresholds~dB SPL! for the 50-
and 1000-Hz-wide markers presented in the 0- and 40-dB/Hz noise back-
grounds. Numbers in brackets are intrasubject standard deviations for indi-
vidual data and intersubject standard deviations for average data.

50-Hz-wide marker 1000-Hz-wide marker

0-dB/Hz
background

40-dB/Hz
background

0-dB/Hz
background

40-dB/Hz
background

Subject 1 18.0 60.3 23.6 65.8
~0.5! ~1.2! ~1.0! ~0.6!

Subject 2 22.2 62.2 27.0 68.1
~1.2! ~1.3! ~1.5! ~1.4!

Subject 3 19.7 62.0 23.0 66.8
~1.3! ~0.5! ~1.3! ~0.4!

Subject 4 16.7 59.0 22.0 63.0
~1.0! ~0.7! ~1.2! ~1.9!

Subject 5 18.7 60.0 26.0 66.2
~1.4! ~0.9! ~1.1! ~1.4!

Subject 6 17.2 59.4 25.0 67.6
~0.4! ~0.8! ~0.7! ~0.1!

Average 18.8 60.5 24.3 66.2
„2.0… „1.3… „1.9… „1.8…
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noise level increased. Whereas most of the present data are
consistent with an interpretation that gap detection is similar
at similar SLs, some of the present data did indicate slightly
better performance in the higher than the lower level back-
ground masking noise when markers were presented at
equivalent SLs. This indicates a degree of agreement be-
tween the present study and that of Fitzgibbons~1984!.
However, the trend for gap detection performance to im-
prove with increasing background noise level appears to be
more consistent in the study of Fitzgibbons.

C. Supplementary conditions examining gap
detection at equal, low loudness

It is of interest to determine whether markers that are
associated with similar loudnesses also are associated with
similar gap detection thresholds. This question is not particu-
larly pertinent for relatively high loudness because of the
likelihood of being near the asymptote for gap threshold.
However, the question is pertinent for relatively low loud-
ness, where gap detection threshold is still improving with
increasing marker level. The data in the main experiment
indicated that similar gap detection thresholds occurred for
the 0-dB/Hz noise background and the 40-dB/Hz noise back-
ground when the markers were presented at matched, rela-
tively low, SLs. Because the markers were at a higher loud-
ness in the 40-dB/Hz noise background than the 0-dB/Hz
noise background~for comparisons made at equal SLs!, it
follows that, for markers of relatively low equal loudness,
gap detection would be worse in the higher level back-
ground. To examine this question directly, we determined
gap thresholds in the 0-dB/Hz noise and the 40-dB/Hz noise
for markers that were matched for loudness.

Whereas it is possible to estimate equal loudness levels
across the two background noise levels from the data ob-
tained in the LGOB procedure of the main experiment, such
estimates might be regarded as imprecise due to the rela-
tively coarse nature of the rating scale. Therefore, a binaural
method of adjustment was used to obtain loudness matches.
In this method, the standard~40 or 60 dB SPL in level! was
presented to the right ear, and, 300 ms later, the level-
adjustable target was presented to the left ear. Both the stan-
dard and the target were 600 ms in duration with 20-ms
rise/fall times. Following stimulus presentation, the subject
pressed one button to make the target louder on the next
presentation, and another button to make the target softer.
The button press initiated a new trial. The subject was in-

structed to bracket the equal loudness point~by alternately
adjusting the target to be louder and softer than the standard!
before converging upon the point of equal loudness judg-
ment. The subject pressed a third button when satisfied that a
loudness match had been made. This procedure was carried
out both for a 50-Hz-wide noise band centered on 1000 Hz,
and a 1000-Hz-wide noise band centered on 1000 Hz. The 40
or 60 dB SPL standard was always presented in quiet, and
the target was presented either in the 0-dB/Hz background
noise or the 40-dB/Hz background noise. The standard and
target always had the same bandwidth. Gap detection was
then determined for the 50- and 1000-Hz-wide markers pre-
sented in either the 0- or 40-dB/Hz noise backgrounds. In
each case, the marker was set to the level corresponding to
the loudness match that had been obtained previously. Two
subjects~subject 1 and subject 2! participated.

The hypothesis investigated in this experiment was that
gap detection for a narrowband noise marker might be worse
in the 40-dB/Hz noise than in the 0-dB/Hz noise for reasons
related to the relatively steeper growth of loudness in the
higher level background noise. Table III indicates that mark-
ers presented at equal, relatively low loudness resulted in
poorer gap detection in the 40-dB/Hz noise background than
in the 0-dB/Hz background. One might interpret this poorer
performance in the higher level noise background as being
related to loudness growth. However, there are at least two
considerations that make such an interpretation questionable.
One is that the loudness-growth hypothesis is associated with
a prediction of a larger effect for the narrowband marker than
for the wideband marker~see Introduction!. The data of
Table III indicate that gap detection was poorer in the 40-
dB/Hz background than in the 0-dB/Hz background by simi-
lar factors for both the narrowband marker~by a factor of
approximately 2.0 across subjects and conditions! and for the
wideband marker~by a factor of approximately 2.4 across
subjects and conditions!. The second consideration is that the
marker-to-noise ratio probably provides a sufficient explana-
tion for the relatively poorer gap detection performance in
the 40-dB/Hz background noise~see Table III!. For the 50-
Hz-wide noise band,I /N0 was about 40–58 dB in the
0-dB/Hz background~SLs ranging from about 18–40 dB!,
but was only about 27–35 dB in the 40-dB/Hz background
~SLs ranging from about 5–15 dB!. For the 1000-Hz-wide
noise band,I /N0 was about 39–58 dB in the 0-dB/Hz back-
ground ~SLs ranging from about 12–33 dB!, but was only
about 31–37 dB in the 40-dB/Hz background~SLs ranging

TABLE III. Data for conditions where markers were presented at levels determined from alternate binaural
loudness matches to 40- and 60-dB SPL reference stimuli. The table shows the bandwidth of the marker~in Hz!,
the marker to noise ratio~I /N0 in dB!, the approximate SL of the marker~in dB!, and the gap detection
threshold~in ms!.

Sub. BW

40-dB reference level
0-dB/Hz background

60-dB reference level
0-dB/Hz background

40-dB reference level
40-dB/Hz background

60-dB reference level
40-dB/Hz background

I /N0 SL Gap I /N0 SL Gap I /N0 SL Gap I /N0 SL Gap

1 50 45.3 27.3 49.9 57.7 39.7 53.4 31.5 11.2 96.9 35.5 15.2 92.0
2 50 40.0 17.8 68.6 58.5 36.3 58.7 27 4.8 177.5 33.5 11.3 103.3
1 1000 44.5 20.9 10.8 56.2 32.7 11.0 33.0 7.2 41.5 37.2 11.6 22.6
2 1000 39.0 12.0 20.3 58.2 31.2 16.4 30.7 2.6 48.0 37.2 9.1 24.8
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from about 3–12 dB!. Thus, the gap detection findings of
this supplementary experiment are in good agreement with
previous results, indicating an improvement in gap detection
with increasing marker level~Plomp, 1964!.

D. Supplementary conditions examining gap
detection in 55-dB/Hz background noise

Most of the present data indicated that gap detection was
similar in the 0- and 40-dB/Hz noise backgrounds, when
markers were presented at similar SLs. This finding does not
support the idea that gap detection should be poorer in the
40-dB/Hz background, due to an effect related to steep loud-
ness growth~recruitmentlike effect!. One possibility, how-
ever, is that the 40-dB/Hz background noise level was too
low to result in a sufficiently steep loudness growth function.
To assess this possibility, one of the subjects~subject 4! was
run on additional conditions using a background noise level
of 55 dB/Hz ~88 dB SPL overall!. Because an effect of re-
cruitment was expected to be more likely for the 50-Hz-wide
marker than the 1000-Hz-wide marker, loudness growth and
gap detection conditions were run only for the 50-Hz-wide
marker. Figure 2 summarizes the loudness growth and gap
detection results for these conditions~gap detection results
for the 0-dB/Hz noise background are also shown to aid
comparison!. The gap detection results indicated very similar
performance between the 0- and 55-dB/Hz noise back-
grounds, despite the fact that loudness growth was consider-
ably steeper in the 55-dB/Hz background~see Fig. 2!.

III. GENERAL DISCUSSION

The main issue investigated in this study was whether
performance for a narrowband marker~50-Hz-wide noise-
band! would be particularly poor under conditions of rela-
tively steep loudness growth. When markers were presented
at relatively low, matched SLs, performance was generally
similar between the high-level noise background~40 dB/Hz!
and the low-level noise background~0 dB/Hz!. Similar re-
sults were found for the limited conditions repeated with a
background noise level of 55 dB/Hz.

The correspondence between gap detection and loudness
was not strong. Gap detection was not comparable for mark-
ers in 0 and 40-dB/Hz backgrounds when stimuli were
matched to the loudness of 40 or 60 dB SPL standards. Here,
performance was worse in the higher-level noise back-
ground. It is likely that the poor gap detection performance
in the 40-dB/Hz background was due to the relatively low
signal-to-noise ratio that was associated with these condi-
tions.

The overall findings of this study do not support a rela-
tion between steep loudness growth and gap detection where
the steep loudness growth is produced by background noise.
This result could be interpreted as undermining the sugges-
tion that loudness recruitment contributes to poor gap detec-
tion in cochlear hearing-impaired listeners. However, it is
also possible that loudness recruitment does have a deleteri-
ous effect on gap detection in cochlear-impaired listeners,
but that the ‘‘recruitment-like effect’’ that occurs in partial
masking of normal ears is functionallydissimilar to the loud-
ness recruitment associated with cochlear hearing loss. For
example, it has been demonstrated that whereas physiologi-
cal correlates of loudness recruitment can be seen at the level
of the auditory nerve in cases of cochlear hearing loss, such
effects are not seen until higher levels of auditory processing
in cases of masking simulation~Phillips, 1987!.

In conclusion, the use of masking noise to simulate hear-
ing loss and associated recruitment does not result in a del-
eterious effect on gap detection. However, it remains to be
determined whether loudness recruitment in hearing-
impaired listeners may affect gap detection in some manner
that is not adequately simulated by testing normal-hearing
listeners in a background masking noise.
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Research reported during the past few decades has revealed the importance for human sound
localization of the so-called ‘‘monaural spectral cues.’’ These cues are the result of the
direction-dependent filtering of incoming sound waves accomplished by the pinnae. One point of
view about how these cues are extracted places great emphasis on the spectrum of the received
sound at each ear individually. This leads to the suggestion that an effective way of studying the
influence of these cues is to measure the ability of listeners to localize sounds when one of their ears
is plugged. Numerous studies have appeared using this monaural localization paradigm. Three
experiments are described here which are intended to clarify the results of the previous monaural
localization studies and provide new data on how monaural spectral cues might be processed.
Virtual sound sources are used in the experiments in order to manipulate and control the stimuli
independently at the two ears. Two of the experiments deal with the consequences of the incomplete
monauralization that may have contaminated previous work. The results suggest that even very low
sound levels in the occluded ear provide access to interaural localization cues. The presence of these
cues complicates the interpretation of the results of nominally monaural localization studies. The
third experiment concerns the role of prior knowledge of the source spectrum, which is required if
monaural cues are to be useful. The results of this last experiment demonstrate that extraction of
monaural spectral cues can be severely disrupted by trial-to-trial fluctuations in the source spectrum.
The general conclusion of the experiments is that, while monaural spectral cues are important, the
monaural localization paradigm may not be the most appropriate way to study their role. ©1997
Acoustical Society of America.@S0001-4966~97!02902-0#

PACS numbers: 43.66.Qp, 43.66.Pn, 43.66.Yw@RHD#

INTRODUCTION

While human sound localization is generally acknowl-
edged to be a process that depends predominately on acous-
tical stimulation of both ears, the study of monaural sound
localization has captured the interest of hearing scientists
since the turn of the century~Angell and Fite, 1901!. In the
past three decades, for example, more than 25 empirical
studies have been published that deal explicitly with monau-
ral localization. These studies are typically motivated by re-
ferring to weaknesses in the well-entrenched ‘‘duplex
theory’’ of sound localization~Strutt, 1907!. This theory
holds that the apparent position of a sound is determined
entirely by interaural time and level differences~ITDs and
ILDs, respectively!. It has been clear for some time that there
are essential features of human sound localization that can-
not be explained by ITDs and ILDs alone. That localization
does not seem to be dramatically impaired on the median
plane, where ITDs and ILDs are minimal, is one obvious
example. The direction-dependent filtering provided by the
pinnae is now acknowledged to be one of the most salient of
the localization cues not incorporated in the duplex theory.
Pinna filtering provides spectral shape cues at each ear indi-
vidually, and the monaural localization paradigm, which
typically requires normal hearing listeners to localize sound
sources while one ear is plugged, is used as a way of study-
ing how these monaural spectral cues are processed.

The monaural localization paradigm has some signifi-
cant weaknesses that lead us to question the extent to which
the results of such experiments can inform us about the
mechanisms and processes that subserve sound localization
in normal binaural conditions. The first problem is that com-
plete ‘‘monauralization’’ of a listener is difficult to achieve,
and this leads to the choice of very low stimulus levels
~20–30 dB SL! in most monaural localization studies. While
it is difficult to know the amount of attenuation provided by
the typical ‘‘plug and muff’’ used in monaural localization
studies, it is almost certainly lowest in the low frequencies.
Given the documented importance of low frequencies for
determining the extent to which listeners rely on ITD cues
~Wightman and Kistler, 1992!, a small amount of low-
frequency energy leaking through the ‘‘plug and muff’’
could complicate interpretation of the results considerably.
An additional complication is that sound will reach the oc-
cluded ear via bone conduction, and while the bone-
conducted components would be more than 45 dB below the
air-conducted sound at all frequencies~e.g., Hood, 1962!,
they cannot be ignored at high stimulus levels. Also, given
the importance of both the low frequencies~for ITD coding!
and the high frequencies~where monaural spectral cues are
represented!, the use of very low overall stimulus levels to
circumvent the leakage and bone conduction issues is prob-
lematic. If the stimulus is wideband, its threshold would be
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determined primarily by the mid frequencies, where the au-
ditory system is most sensitive. Thus, an overall stimulus
level of 30 dB SL would limit the availability of cues at low
and high frequencies, since these frequencies would be close
to or below threshold. The second problem is that while
monauralization is usually described as ‘‘removing’’ ITD
and ILD cues, thus forcing listeners to attend to monaural
spectral cues, it is probably more accurate to say that mon-
auralization produces very unnatural ITD and ILD cues.
Plugging one ear obviously causes a large ILD. It is an un-
natural localization cue because the pattern of ILD across
frequency produced by a plug is very different from that
produced by a real sound source at any position in auditory
space. The effect of monauralization on ITD is less obvious,
but it seems just as appropriate to describe it as producing an
infinite ITD as to say it removes ITD altogether. In any case,
the result of monauralization is a situation in which the mon-
aural spectral cues are usually in conflict with~i.e., signal
different spatial positions! one or both of the interaural dif-
ference cues. Whether or not listeners will attend to the
former and disregard the latter may depend on other factors
such as task variables~range of stimulus positions and re-
sponse alternatives, experience, expectation, context! or
stimulus frequency content~bandwidth, low-frequency con-
tent, trial-to-trial spectral uncertainty!. A third complicating
factor in previous studies of monaural localization is the fre-
quent emphasis on localizationaccuracy, typically measured
by the extent to which a listener successfully identifies the
specific loudspeaker in a small set of loudspeakers that actu-
ally produced the stimulus. Localization accuracy can be a
useful metric, but in some conditions, monaural listening be-
ing one of them, reporting accuracy alone conceals large
perceptual or response biases. For example, it is often re-
ported that monaural localization accuracy is high for
sources directly opposite the functioning ear and low for
sources in front or behind. While true, the statement obscures
the fact that the apparent origin of nearly all sounds heard
monaurally is pulled strongly toward the unoccluded ear.
Thus, accurate localization on the unoccluded side may be
little more than an epiphenomenon produced by the large
perceptual bias. Because of the issues raised above, it is dif-
ficult to interpret the results of many previous monaural lo-
calization studies as reflecting the salience of monaural spec-
tral cues in normal binaural localization.

Monaural spectral cues are produced by the directional-
ity of pinna filtering. Since the characteristics of pinna filter-
ing change dramatically with changes in source position,
those characteristics could potentially serve as cues~monau-
ral spectral cues! to source position. The viability of monau-
ral spectral cues depends on a listener’s ability both to ex-
tract the pinna filtering characteristics from an incoming
sound and to associate those characteristics with the appro-
priate source position. The latter process is usually thought
to involve some form of comparison between the extracted
pinna characteristics and a set of templates or feature lists
stored in memory~e.g., Middlebrooks, 1992!. Whether the
stored representations of pinna characteristics are built up
through experience or hard wired in the neural circuitry is
not of concern here. However, there is ample evidence for

the existence of some kind of stored representation that links
apparent sound position and pinna characteristics.

Extraction of pinna filtering characteristics from an in-
coming sound requires knowledge of the spectrum of the
sound source. The spectrum of a sound at the eardrum is the
product of the pinna filter and the source spectrum. Thus, the
only way a listener could deconvolve the two in order to
process the characteristics of the pinna filter is by knowing
the spectrum of the source. It is clearly unreasonable to pos-
tulate that listeners know, in any precise sense, the spectra of
all potential sounds. However, it may not be unreasonable to
suggest that laboratory experiments which require listeners
to localize a noise burst or click, the spectrum of which is
simple and constant for many trials, may offer listeners an
opportunity to learn the source spectrum. In everyday life,
when the source spectrum is uncertain and highly variable,
listeners may make certain assumptions about the source
spectrum in order to accomplish the deconvolution.

A large body of work on monaural localization shows
that under certain circumstances information about sound
source position is extracted from the sound at one ear. This
clearly suggests that the auditory system is deconvolving
from the sound transduced at the eardrum the separate con-
tributions of the sound source and the pinna filtering.
Whether the deconvolution is based on assumptions about or
prior knowledge of source characteristics is unclear. Some
studies, such as those in which narrow bands of noise were
used as the stimulus~Belendiuk and Butler, 1977; Butler and
Flannery, 1980; Flannery and Butler, 1981; Musicant and
Butler, 1984, 1985; Butler, 1986!, suggest that assumptions
are made about the source spectrum. Others, such as those in
which a white noise was the stimulus.~Oldfield and Parker,
1986; Butler et al., 1990!, are inconclusive, since white
noise, which has a flat spectrum with minimal trial-to-trial
spectral uncertainty, may allow listeners to learn the source
spectrum. The fact that some process like deconvolution can
occur to extract monaural spectral cues is an important result
that emerges from past work on monaural sound localization.

Another important finding contributed by previous mon-
aural localization experiments is that in certain conditions
some or all features of monaural localization are nearly nor-
mal, as if the listener was binaural. For example, when the
sound source is on the side of the functioning ear, the eleva-
tion component of the apparent position is near normal~Old-
field and Parker, 1986; Butleret al., 1990; Slattery and
Middlebrooks, 1994!. With long-term experience, some
monaural listeners, such as the unilaterally deaf listeners
studied by Slattery and Middlebrooks~1994!, demonstrate
near normal localization in both azimuth and elevation com-
ponents and not only on the side of the functioning ear, but
on the side of the occluded ear as well. Clearly these listeners
have learned sophisticated strategies for extracting and pro-
cessing the monaural spectral cues.

The research described here revisits the monaural local-
ization paradigm. Our purpose is not only to address some of
the problems with the earlier work, but also to use the mon-
aural paradigm to learn more about how the monaural cues
contribute to normal binaural localization. The hallmark of
our approach is the use of the virtual sources, i.e., sounds
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presented over headphones that include nearly all of the spa-
tial attributes of sounds presented in free field and that evoke
realistic, externalized spatial percepts~Wightman and Kis-
tler, 1989a, b!. The use of virtual sources provides consider-
ably more interaural attenuation than a plug for monaural
presentation~see below for data on this point! and allows for
stimulus configurations not possible with real sources. The
experiments described below will exploit these advantages.

Three experiments are described. The first measures the
apparent positions of both real and virtual sources in monau-
ral listening conditions. This is essentially a replication of
previous work, with the added feature that in the virtual
source conditions monaural stimuli are intermingled with
binaural stimuli in an attempt to promote natural binaural
localization strategies. The second experiment explores the
influence of the spectral uncertainty of the stimulus to be
localized in monaural listening conditions. The rationale is
that some degree of spectral uncertainty is always present in
everyday listening conditions, and this spectral uncertainty
must interfere with a listener’s ability to extract monaural
spectral cues. The third experiment examines the influence
on apparent position judgments of increasing amounts of
unilateral attenuation. The aim of this experiment is to better
understand the effects of various degrees of monauralization
~such as obtained with a plug or over headphones!.

I. GENERAL METHOD

A. Listeners

University of Wisconsin students participated as paid
listeners in these experiments. Selection criteria consisted of
normal hearing~as verified by complete audiometric exam!,
clean ear canals, and willingness to participate for 4–6 h per
week for at least a semester. There were different numbers of
listeners in each experiment; not all listeners participated in
all three experiments. Most of the listeners were experienced,
having participated in other localization experiments con-
ducted in this laboratory.

B. Stimuli

In order to produce the virtual sources, a set of head-
related transfer functions was measured on each listener. The
measurement procedure was nearly identical to that de-
scribed by Wightman and Kistler~1989a!; the reader is re-
ferred to the earlier article for complete details. In short, a
small ~1-mm-diam! probe tube was held in position close to
the listener’s eardrum, while a wideband periodic noise test
stimulus was presented from a loudspeaker. A microphone
connected to the probe tube recorded the response to the test
stimulus and a computer averaged the responses to multiple
periods to improve signal-to-noise ratio. The two ears were
measured simultaneously and the HRTFs from 266 source
positions~roughly evenly spaced on the sphere, at 15° azi-
muth intervals all around the listener and at 12° elevation
intervals from248° to172° relative to the horizontal plane!
were measured during a single session. The transfer charac-
teristics of the headphones used in the experiments
~Sennheiser HD430! were measured in a similar way on each
listener.

The procedures used to produce the virtual sources used
as stimuli in these experiments were identical to those de-
scribed in a previous publication~Wightman and Kistler,
1989a!, so they will only be summarized here. A virtual
source is synthesized by passing the desired stimulus~in
these experiments a noise burst! through a pair of digital
filters. Each digital filter consists primarily of the listener’s
own HRTF for the desired source position and ear divided by
the headphone characteristic for that listener and ear. The
result is two stimulus waveforms, one for each ear, which
when presented simultaneously to the listener over the head-
phones produce an externalized sound image at an apparent
spatial position very close to that which would have been
produced by the comparable free-field source~Wightman
and Kistler, 1989b!.

The basic stimulus in all the experiments was a 250-ms
noise burst with 20-ms cosine-squared on/off ramps. The
noise was bandpassed between 200 Hz and 14 kHz and in the
passband its spectrum was either flat or ‘‘scrambled.’’ The
scrambled spectrum was produced by randomizing the noise
spectrum level within each critical band from trial-to-trial
~uniform distribution, 20-dB or 40-dB range!. Thus, in the
case of 20-dB scrambling, adjacent critical bands could dif-
fer in level by as much as 20 dB. The noise burst was re-
peated four times on each trial with 300 ms of silence be-
tween the bursts. In free-field conditions the stimulus was
presented from one of 12 small loudspeakers~Realistic Mini-
mus 3.5! mounted on a vertical semicircular arc~as described
in Wightman and Kistler, 1989b!, at 12° elevation intervals.
Since the arc could be rotated around the listener, the free-
field stimulus could be presented from any azimuth and from
one of 12 elevations ranging from248 to 172. In virtual
source conditions the stimulus was presented over Sen-
nheiser headphones~HD 430!. The overall stimulus level in
both free-field and virtual source conditions was approxi-
mately 70 dB SPL.

C. Procedure

In free-field conditions listeners were seated in the
anechoic chamber with their heads at the center of the loud-
speaker arc and asked to keep their heads as still as possible.
In the virtual source conditions, listeners were tested either
in the anechoic chamber or in an IAC soundproof chamber.
In both conditions the listeners were blindfolded. The task
required listeners to report verbally, using standard spherical
coordinates, the apparent azimuth and elevation~in degrees!
of each stimulus immediately following the four noise bursts.
In some, but not all, of the virtual source conditions, a few
listeners were also asked to report apparent source distance
in feet. A short training session was used to familiarize the
listeners with the coordinate system. This session was con-
ducted informally outside the anechoic chamber and in-
cluded visual and auditory cues and feedback. Following the
familiarization session, listeners were given about 6 h of ex-
perience listening and responding to free-field stimuli before
any data were taken. No feedback was given either during
this ‘‘training’’ phase or during any of the experimental con-
ditions. A single 1.5-h session typically involved 180 trials,
presented in 5 blocks of 36. All stimulus conditions were
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constant during a block, but could be changed between
blocks. In many of the virtual source conditions, the test
stimuli, which were either monaural or otherwise abnormal,
were ‘‘interlaced’’ with normal stimuli. The normal stimuli
were virtual sources with all the natural localization cues
intact. The interlacing was random so that on any one trial
there was a 0.5 probability of a test stimulus and a 0.5 prob-
ability of a normal stimulus being presented. At least eight
blocks of trials were completed by each listener in each test
condition. In conditions in which test stimuli were interlaced
with normal stimuli, 16 blocks per condition were com-
pleted.

D. Data analysis

Data from localization experiments frequently include
substantial numbers of what have come to be known as
‘‘front–back’’ confusions. These are responses indicating a
perceived position in the front hemifield~azimuths between
290 on the left and190 on the right! for a rear hemifield
~azimuths from290 to2180 on the left and between 90 and
180 on the right! target position. Given the roughly conical
symmetry of the ITD cue such confusions are not entirely
unexpected~cf. the ‘‘cone of confusion’’ described in Mills,
1972!. However, the rate of front–back confusions varies
considerably from listener to listener and from condition to
condition ~Wightman and Kistler, 1989b, Makous and
Middlebrooks, 1990!, and it is often difficult to distinguish
between confusions and true error variance~e.g., for target
positions near190° and 290° azimuth!. Consequently,
analysis of apparent position data is problematic. Our choice
is to avoid measures of central tendency and variability
~which would be inappropriate with bimodal response distri-
butions! and to restrict analysis of the data to the descriptive
level. Thus, we display the raw data and draw conclusions on
the basis of the appearance of those displays.

Data are displayed, condition by condition and listener
by listener, on a three-pole coordinate system~Kistler and
Wightman, 1992!. Thus, each individual response is repre-
sented by a point on three separate graphs. The azimuth com-
ponent of the response is decomposed into a ‘‘left–right’’
component and a ‘‘front–back’’ component, each expressed
in degrees and plotted in separate graphs. The left–right
component is the angle between the judgment vector and the
median plane, and the front–back component is the angle
between the judgment vector and the transverse plane~the
vertical plane that goes through the ears!. The elevation com-
ponent of each response is plotted untransformed and is
called the up–down component. In this coordinate system
the extremes on each of the three dimensions are represented
similarly, by angles of190° and290°.

II. EXPERIMENT 1: MONAURAL LOCALIZATION OF
REAL AND VIRTUAL SOURCES

The general conclusion of all recent studies of monaural
localization is that apparent azimuth is dramatically affected
by the monauralization and apparent elevation is less af-
fected~Oldfield and Parker, 1986; Butleret al., 1990; Slat-
tery and Middlebrooks, 1994!. Apparent azimuth is pulled

strongly toward a position directly opposite the open ear.
While only one of these experiments~Slattery and Middle-
brooks, 1994! evaluated the effect of monauralization on ap-
parent positions of sources on the occluded side, the azimuth
effect there was the same as on the unoccluded side. Our first
experiment constitutes a replication of the essential features
of the previous studies with both free-field and virtual
sources.

A. Method

All general aspects of stimulus generation and presenta-
tion and listener response were as described above. There
were six conditions in this experiment, four free-field condi-
tions involving real sources, and two virtual source condi-
tion. Of the four free-field conditions, two involved binaural
listening, one at an overall stimulus level of approximately
70 dB SPL, and one at an overall level 40 dB lower. The
other two free-field conditions required listeners to localize
with the left ear occluded. Occlusion was accomplished in
the usual way by plugging the ear with an EAR compressible
foam plug, and covering it with a muff~EAR NRR26!.
Stimuli for the two ‘‘monaural’’ free-field conditions were at
the same levels~about 70 dB SPL and 40 dB lower! as in the
comparable binaural conditions. The two virtual source con-
ditions involved binaural and monaural stimulus presentation
~achieved by disconnecting the left headphone! at an overall
level of approximately 70 dB SPL. In the monaural virtual
source condition, monaural stimuli were interlaced with bin-
aural stimuli as described above.

The monaural virtual source condition achieves excel-
lent isolation of the nonstimulated ear, probably better than
is possible with any plug-muff combination in the free field.
Figure 1 shows measurements of ear canal sound pressure
produced by a flat-spectrum noise stimulus in both the stimu-
lated and nonstimulated ears of a typical listener in this ex-
periment. Note that even at low frequencies the isolation
exceeds 50 dB. This analysis does not consider the influence
of bone-conducted sound which would effectively reduce the

FIG. 1. The magnitude spectrum of a virtual monaural flat-spectrum noise
stimulus measured in the ear canals of a representative listener. The upper
curve shows the measurement made in the stimulated ear and the lower
curve shows the measurement made in the nonstimulated ear. The nonstimu-
lated ear measurements are obviously corrupted by the noise level of the
measuring system~and sound room! which had a spectrum level of approxi-
mately240 dB on this scale.
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isolation at the lowest frequencies to about 40 dB~Hood,
1962!. Thus, with the 70 dB SPL stimulus, which would
have a spectrum level of less than 30 dB, the level in the
nonstimulated ear is close to or below threshold at all fre-
quencies. The plug-muff combination conventionally used to
monauralize listeners cannot be expected to produce the
same degree of isolation, especially at low frequencies.

The spectra of the noise-burst stimuli in this experiment
were scrambled in an effort to approximate the spectral un-
certainty typical of everyday listening. The scrambling was
as described previously~Wightman and Kistler, 1989b!. In
this experiment the level in each critical band was random-
ized ~from trial to trial! within a 20-dB range. The potential
effect of this spectral scrambling on monaural localization is
the subject of experiment 2.

Because the experiment was conducted over a long pe-
riod of time, not all listeners participated in all conditions.
However, we feel that enough listeners participated in each
condition to represent the full range of individual differences
we observed. Ten listeners in all were tested and Table I lists
the conditions in which each listener participated. Six of the
ten listeners contributed distance judgments in the virtual
source conditions. No distance judgments were obtained in
the free-field conditions since these were run before distance
reporting was implemented.

B. Results

The data from the high level~70 dB SPL! binaural con-
ditions are unremarkable, and data from comparable condi-
tions have been described before~Wightman and Kistler,
1989b!. The apparent positions of free-field sources match
their actual positions reasonably well, with the exception of a
few front–back confusions and greater variance in the up–
down dimension than in the other two dimensions. The re-
sults from the virtual source condition are nearly identical to
those from the free-field condition, attesting to the adequacy
of the simulation. Figure 2 shows the results from a typical
listener in the high-level binaural conditions.

The high level monaural conditions produced several in-
triguing results. In contrast to the binaural conditions, the
monaural conditions revealed considerable individual differ-
ences. Figures 3 and 4 show data from two listeners~SGG
and SIK, respectively! that represent the range of perfor-
mance we obtained from the listeners who participated in
these conditions. Note that in the case of the monaural free-

field condition, responses to sources on the side of the open
ear are plotted separately from the responses to the sources
on the occluded side.

It is clear that, in general, localization as reflected by the
match between target and response position is degraded in
the monaural condition. One obvious effect is that the vari-
ance of the responses is much larger in the monaural condi-
tions. A second is that in many cases the responses do not
cluster along the major diagonal. In these cases there is little
correspondence between target and response positions. In the
free-field conditions, this is true primarily for listener SGG
~Fig. 3!. Note that for this listener, on both the open and

TABLE I. Listener participation in the test conditions of experiment 1.

Conditions Listeners

Level
dB SPL SDL SDO SDP SER SET SGE SGG SHD SHG SIK

Free field Binaural 70 X X X X X X X X X X
Free field Binaural 30 X X X X X
Free field Monaural 70 X X X X X X X X
Free field Monaural 30 X X X X X X X
Virtual Binaural 70 X X X X X X X X X X
Virtual Monaural 70 X X X X X X X X X X

FIG. 2. Scatter plots of judged direction versus target direction from a
typical listener in the high-level binaural condition of experiment 1. As
described in the text, the judged and target directions are represented in
terms of three angles, right–left, front–back, and up–down. Each data cell
includes all the judgments within a 5° wide interval. The darker the cell, the
more judgments represented in that cell. The lightest cells represent a single
judgment. There are at least 288 judgments shown in each panel.
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FIG. 3. Scatter plots of data from listener SGG in the high-level monaural conditions. Note that in the case of stimuli presented in free field, responses to
stimuli on the occluded and unoccluded sides are plotted separately.

FIG. 4. Same as Fig. 3, but data are from listener SIK.
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occluded side, the responses, while showing the usual bias
toward the open side and a hint of up–down perception on
the open side, appear randomly distributed around a position
roughly centered on the front–back and up–down dimen-
sions. In the case of listener SIK~Fig. 4!, however, responses
to stimuli on the open ear side suggest nearly normal local-
ization ~although with increased variance in the responses!.
Even more remarkable is this listener’s responses to stimuli
on the occluded side. Not only are the up–down and front–
back components of the responses nearly the same as on the
open side, but the left–right components of the responses do
not show the usual bias toward the open side~right, or posi-
tive angles on the left–right dimension!. The reason for this
is almost certainly inadequate ‘‘monauralization’’ by the
plug and muff, an issue that will be discussed in connection
with the results from the low-level free–filed conditions.

The apparent position judgments from the monaural vir-
tual source condition are quite different than those from the
comparable free-field condition. For both of the listeners
whose data are shown in Figs. 3~SGG! and 4 ~SIK!, re-
sponses to all stimuli are more or less randomly distributed
on the side of the stimulated ear~positive angles on the left–
right dimension!, toward the rear of the interaural axis~nega-
tive angles on the front–back dimension!, and more or less
close to zero elevation~zero angle on the up–down dimen-
sion!. Thus, we conclude that localization is essentially abol-
ished in the monaural virtual source condition. Distance
judgments were obtained from both SGG and SIK in the
virtual source conditions. In the binaural virtual source con-
dition ~data not shown! the mean source distance reported by
SGG was 4.5 ft~s.d.50.8! and by SIK it was 3.9 ft~s.d.

50.7!. In the monaural virtual source condition~Figs. 3 and
4!, SGG reported a mean source distance of 2.6 ft~s.d.50.9!,
and SIK reported a mean distance of 2.7 ft.~s.d.51.6!. Thus,
even though the monaural virtual sources were not localiz-
able, they were apparently externalized by these listeners.

Not all listeners in the monaural virtual source condition
distributed their azimuth judgments as widely as those
shown in Figs. 3 and 4. In fact, a more typical pattern was a
tight clustering of judgments around a single azimuth. To
illustrate this trend the data from four additional listeners in
the monaural virtual source condition are shown in Fig. 5.
The overall conclusion that localization is abolished in the
monaural virtual source condition is the same for these lis-
teners as for those whose data are shown in Figs. 3 and 4.
Distance judgments are available for three of these four lis-
teners~all but SER! and confirm that all monaural virtual
sources were externalized. The mean reported source dis-
tances were 3.1, 28.5, and 0.5 ft~s.d51.7, 18.0, and 1.5! for
SDP, SHD, and SHG, respectively.

The results from the low-level free-field conditions re-
veal the inadequacy of the plug and muff in achieving effec-
tive monauralization. Figures 6 and 7 show the data from
two listeners, SGG and SIK, respectively, whose data from
the high-level free-field condition were displayed in Figs. 3
and 4. Note first that the apparent position judgments in the
low-level binaural condition are nearly identical to the judg-
ments in the high-level binaural condition~cf. Figs. 2 and 6,
both from listener SGG!. While this comparison is shown for
only one listener, the data from all the other listeners are
consistent with this observation. Also note that for listener
SGG, the monaural judgments are the same at low and high

FIG. 5. Scatter plots of data from four additional listeners in the monaural virtual source condition.
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levels for stimuli on both the open and occluded side~cf.
Figs. 3 and 6!. However, for listener SIK, whose monaural
judgments in the high-level condition suggested near normal
localization ~Fig. 4!, the reduction in level had a dramatic
effect. While this listener’s judgments to stimuli on the open
side are about the same at the two levels, the responses to
stimuli on the occluded side are completely different at the
lower level: Azimuth is strongly biased toward the open side,
and elevation is nearly eliminated~clustered around 0°!. We
interpret this result as suggesting that for some listeners the
plug and muff typically used to monauralize listeners may
not be completely effective in preventing stimulation of the
occluded ear. This in turn would allow the listener to use
some interaural cues, most likely low-frequency ITDs. Of
course, if the stimulus had not contained low frequencies, as
was the case in the experiment reported by Slattery and
Middlebrooks~1994!, the consequences of inadequate inter-
aural attenuation would probably have been quite different.

C. Discussion

The results of this experiment led us to two conclusions
which we feel are important. One is that interpretation of the
results of experiments in which listeners are monauralized by
using an ear plug and muff must take into account the

amount and frequency dependency of the attenuation pro-
duced by the plug and muff. In the case of localization stud-
ies, inadequate attenuation forces investigators to present
stimuli at very low levels. At these low levels, the accessi-
bility of spectral cues may depend critically on stimulus
spectral content, spectral variability, and sensitivity of the
listener at high frequencies. A second conclusion is that
monaurally presented virtual sources are not localizable.
Whatever differences exist between free-field and virtual
sources seem to be magnified in the monaural condition.
While even at low levels there is some hint of localizability
for monaural free-field sources, a monaural virtual source
cannot be localized.

III. EXPERIMENT 2: INFLUENCE OF SPECTRAL
UNCERTAINTY ON THE SALIENCE OF MONAURAL
SPECTRAL CUES

The spectrum of a sound at each eardrum is the product
of the pinna filtering and the spectrum of the sound source
itself. The only way the two components of the product can
be deconvolved, to extract the spectral cue produced by
pinna filtering, is through knowledge of the spectrum of the
source. The clearest evidence of the importance of prior
knowledge of the stimulus spectrum comes from research on

FIG. 6. Scatter plots of data from listener SGG in the low-level free-field conditions.
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the apparent positions of narrow-band sounds~e.g., Blauert,
1969; Middlebrooks, 1992!. Results from such studies con-
sistently show that the apparent position of a narrow-band
sound, especially its apparent elevation, is determined prima-
rily by its center frequency and not by its actual position.
The apparent position is one at which the pinna filter has a
prominent peak at that frequency~Middlebrooks, 1992!.
These results imply that listeners know the characteristics of
their own pinna filters and that they assume the spectrum of
an incoming stimulus is relatively flat.

Many of the studies that demonstrate the importance of
monaural spectral cues have used stimuli with spectra which
were both relatively smooth over a broad frequency range
and unchanging from presentation to presentation. It is pos-
sible that these conditions are optimal for extraction of mon-
aural spectral cues, since the stimulus spectrum can be con-
sidered ‘‘known’’ to the listener and since it has no
prominent spectral peaks or valleys. In more realistic condi-
tions listeners encounter numerous stimuli which have non-
flat spectra and must deal with considerable uncertainty
about the stimulus spectrum. Both of these factors could in-
terfere with the use of monaural spectral cues.

There has been very little research on the role of listen-
ers’ prior knowledge of or expectations about stimulus spec-

tral characteristics. One study, reported by Hebrank and
Wright ~1974!, showed that localization of flat-spectrum me-
dian plane sources was significantly degraded when random
peaks and valleys were introduced into the sound spectra.
The conclusion was that the uncertainty of the stimulus spec-
trum from trial-to-trial prevented extraction of monaural
spectral cues.

A. Method

In this experiment the role ofa priori knowledge of
stimulus characteristics was studied by comparing listener’s
judgments of the apparent positions of real free-field sources
with flat or randomly scrambled spectra in both monaural
and binaural listening conditions~thus, four conditions in
all!. The essential features of the stimuli and experimental
procedure were as described above. The stimulus level in
this experiment was the same as the low level in experiment
1 ~40 dB SPL!. In the scrambled-spectrum conditions the
range of randomization of critical band levels was 40 dB~it
was 20 dB in experiment 1!. Six listeners participated in this
experiment. One listener, SIK, also participated in experi-
ment 1.

FIG. 7. Same as Fig. 6, but data are from listener SIK.
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B. Results

Figure 8 shows the judgments from a typical listener in
the flat and scrambled binaural conditions. Note that for this
listener the effect of scrambling is to increase the number of
front–back confusions~off-diagonal judgments in the
‘‘front–back’’ panels! and to degrade the perception of ap-
parent elevation. Both of these effects are indicative of the
way monaural spectral cues are being used. Scrambling the
stimulus spectrum would presumably reduce the effective-
ness of monaural spectral cues, since listeners would be un-
able to learn the spectral characteristics of the stimuli. The
effects of scrambling are greater for some listeners than for
others and thus may reflect the extent to which each listener
relies on monaural spectral cues.

Figure 9 shows the judgments from the same listener in
the flat and scrambled monaural conditions. In the flat con-
dition, note that the most dramatic effect of the monauraliza-
tion is in the right–left component of the judgment. It is clear
that nearly all the stimuli were perceived to be on the right
side ~positive right–left judgmentangles!. Moreover, even
when the source itself was on the right side, there was little
correspondence between the target angle and the judgment
angle. The consistent lateralization of monaural stimuli to the
side of the unplugged ear agrees with many previous findings
~Musicant and Butler, 1980; Hebrank and Wright, 1974; But-
ler et al., 1990; Oldfield and Parker, 1986; Blauert, 1983;
Butler, 1975! and probably reflects the perceptual salience of
the large ILD caused by plugging one ear. The front–back
and up–down components of the judgments were affected

less by the monauralization of the listener, confirming the
importance of monaural spectral cues for front–back and
up–down perception. This result is also consistent with other
monaural localization data in the literature~e.g., Oldfield and
Parker, 1986; Butleret al., 1990; Slattery and Middlebrooks,
1994!. In the scrambled-spectrum condition both front–back
and up–down perception is severely degraded, presumably
because the monaural spectral cues have been rendered inef-
fective by the scrambling. Scrambling the spectrum over a
smaller range~e.g., 20 dB, as in experiment 1! produces less
severe disruption of free-field monaural localization, leaving
the up–down components of the judgments only slightly de-
graded~cf. Figs. 6 and 7!.

C. Discussion

The results of this experiment suggest that spectral un-
certainty interferes with a listener’s ability to extract monau-
ral spectral cues. Thus, the results of experiments which
present flat-spectrum stimuli, which are near optimal for ex-
traction of monaural spectral cues, may not be generalizable
to more typical listening conditions which include some un-
certainty about the stimulus spectrum. This is especially im-
portant when considering experiments such as monaural lo-
calization experiments in which apparent position judgments
may be unusually dependent on monaural spectral cues.
Whether or not the 20-dB spectral scrambling we chose for
experiment 1 more accurately represents natural spectral un-
certainty is unknown. Unfortunately, it is difficult to estimate
the extent of spectral uncertainty in everyday sounds. Since

FIG. 8. Scatter plots of data from a typical listener in the flat- and
scrambled-spectrum binaural conditions.

FIG. 9. Same as Fig. 8, but data are from the same listener in the flat- and
scrambled-spectrum monaural conditions.
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most everyday sounds are time variant, both analysis of their
spectra and determination of which components determine
their apparent position are complex problems with no obvi-
ous solutions.

IV. EXPERIMENT 3: LOCALIZATION WITH
INTERAURAL LEVEL IMBALANCE

The results of experiment 1 suggest that small energy
levels in a nominally occluded ear can have a dramatic im-
pact on the apparent position judgments of some listeners.
Because it is difficult to know precisely the attenuation char-
acteristics of a plug and muff, and because those character-
istics almost certainly are different for each listener, it is not
possible to determine the extent to which our results and the
results of previous studies of monaural localization might be
affected. For this reason, and to aid a more complete under-
standing of the various factors which affect sound localiza-
tion in natural listening situations, we carried out an experi-
ment on the effects of various degrees of interaural intensity
imbalance on sound localization.

A. Method

The only feasible way to conduct a localization experi-
ment in which interaural level difference are varied is with
the virtual source technique. Since the signals delivered to
the two ears via headphones are essentially independent~see
Fig. 1!, independent control of the overall level at the two
ears is straightforward. In this experiment, scrambled-
spectrum~20-dB range! virtual sources were presented with
the average overall level in the right ear set at approximately
70-dB SPL. In separate conditions the signal being delivered
to the left ear was attenuated by 10, 20, 30, or 40 dB. In
order to avoid problems of response bias, trials involving
unilaterally attenuated virtual sources were interlaced~as in
experiments 1! with trials involving ‘‘normal’’ virtual
sources. The seven listeners who participated in this experi-
ment had been tested in experiment 1, so data from both
normal and monaural virtual source conditions were avail-
able for comparison.

B. Results

While the details in the patterns of responses were dif-
ferent for each of the seven listeners, the general trend was
the same for all. Therefore, only the data from one listener
will be shown here. Figure 10 shows the judgments from this
listener in the binaural and monaural virtual source condi-
tions ~data from experiment 1!. Note that the binaural data
from this listener are normal, and that the monaural data
suggest a complete elimination of normal localization. Re-
gardless of nominal target position, the apparent positions of
all stimuli are concentrated at 90° azimuth~90° left–right
and 0° front–back! and 0° elevation, directly opposite the
stimulated ear. This is the typical pattern of judgments in the
monaural virtual source condition, as discussed above in
connection with experiment 1. Figure 11 shows the data
from the same listener in the conditions in which the signal
to one ear was attenuated. Note a unilateral level imbalance
of as much as 40 dB results in a pattern of responses that is

clearly different from that obtained in the monaural condi-
tion, especially in the right–left components of the judg-
ments. An imbalance of 10 dB produces a pattern of re-
sponses that is nearly ‘‘normal’’~i.e., like that obtained with
no unilateral attenuation!.

The sensitivity to interaural level imbalance varied
somewhat from listener to listener. For some, an imbalance
of 40 dB was equivalent to the monaural condition, but for
most it was not. Also, for some an imbalance of 10 dB had
very little impact~as for the listener whose data are shown in
Fig. 11!, and for others the effect was more obvious. Finally,
sensitivity to interaural level imbalance seems to be in-
versely correlated with the ability to extract interaural cues in
the free-field monaural condition. Our data on this point are
limited since not all listeners who participated in experiment
3 were also tested in experiment 1. However, a qualitative
analysis of the available data suggests that those listeners
whose localization judgments~especially the left–right com-
ponents! were most accurate in the high-level free-field mon-
aural condition of experiment 1 were among those whose
judgments were least affected by interaural intensity imbal-
ance. To the extent that monauralization with an earplug and
muff is equivalent to creating an interaural level imbalance,
such a correspondence would be expected.

C. Discussion

The results of this experiment are somewhat unexpected.
Lateralization experiments, which involve presentation of

FIG. 10. Scatter plots of data from a representative listener in the binaural
and monaural virtual source conditions of experiment 1.
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nonspatialized stimuli~i.e., stimuli devoid of the spectral
cues provided by pinna filtering!, suggest that an interaural
imbalance of 10–15 dB is sufficient to cause complete later-
alization of the sound image, a shift of its apparent position
all the way to one side~e.g., Yost and Hafter, 1987!. In this
experiment, with all the naturally occurring localization cues
present, a 10-dB imbalance has a generally small effect on
the apparent position of the sound image. However, this re-
sult is consistent with previous data on the apparent positions
of virtual sources presented with conflicting localization cues
~Wightman and Kistler, 1992!. Those data suggest that with
low frequencies present in the stimulus, as in the current
experiment, the ITD cue was dominant, and the ILD and
spectral cues were essentially ignored. If the effect of a
10–15 dB interaural level imbalance on the ITD cue is neg-
ligible, the results of the present experiment are less surpris-
ing.

The most important result from this experiment is the
observation that even very low signal levels delivered to the
attenuated ear can have a measurable influence on judgments
of the apparent positions of virtual sources. This finding not
only broadens our understanding of how the various local-
ization cues are extracted and processed, but also compli-
cates the interpretation of the results of many free-field mon-
aural localization experiments.

V. GENERAL DISCUSSION AND CONCLUSIONS

Sound localization is a perceptual process that involves
integration of several different types of information: audi-

tory, visual, and cognitive, at least. The auditory substrate of
sound localization derives from what we call the acoustical
cues: ITD, ILD, and the spectral cues. Much is known about
the auditory system’s sensitivity to these cues and about how
at least the interaural difference cues are extracted from
acoustical stimuli. However, the extent to which, in any
given situation, each contributes to the perception of the ap-
parent position of a sound source is not well understood.

The monaural localization paradigm is thought to repre-
sent a situation in which the contributions of the spectral
cues is emphasized. However, because monaural listening
actually provides conflicting and unnatural cues to sound
source position, one cannot be certain that a listener’s judg-
ments of apparent sound source position will reflect only the
influence of spectral cues. Thus, interpretation of the results
of monaural localization experiments strictly in terms relat-
ing to the use of spectral cues is not straightforward.

The three experiments reported here focus on various
aspects of the monaural localization paradigm with the aims
of clarifying the results of such experiments and increasing
our general understanding of the processing of spectral cues.
Experiments 1 and 3 deal with the consequences of the in-
complete monauralization achieved by plugging a listener’s
ear. The results suggest that even very low stimulus levels in
the occluded ear provide access to interaural cues for some
listeners. Studies with the virtual source technique, which
offers considerably improved monauralization, suggest that
localization is essentially eliminated in monaural listening.

FIG. 11. Scatter plots of data from the same listener whose data are shown in Fig. 10 showing the effects of progressive attenuation of the signal at one ear.
The amount of attenuation is indicated at the top of each panel.
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This result conflicts with the results of all monaural localiza-
tion experiments~including our own! conducted in the free
field, even those which used stimulus levels low enough to
assure no stimulation of the occluded ear. The free-field ex-
periments suggest that at least some residual localization,
particularly in the up–down dimension, is maintained in
monaural listening conditions. We will return to a discussion
of this discrepancy shortly.

Experiment 2 is concerned with the role of prior knowl-
edge of the stimulus spectrum. Extraction of reliable monau-
ral spectral cues requires knowledge of the source spectrum.
However, there is ample evidence from experiments involv-
ing narrow-band stimuli~e.g., Middlebrooks, 1992; Rogers
and Butler, 1992! that, even without explicit information
about source characteristics, the spectral shaping provided by
an individual’s own pinnae influences apparent position
judgments. This suggests that listeners make certain assump-
tions about the source spectrum in order to extract the mon-
aural spectral cue. The results of experiment 2, in which
source spectrum is directly manipulated, suggest that extrac-
tion of monaural spectral cues is a process that, as expected,
can be disrupted by uncertainty in the source spectrum.

There remains a curious discrepancy between the free-
field results, which suggest that vertical localization is only
moderately degraded by monauralization, and the virtual
source results, which suggest that localization is effectively
eliminated by monaural listening. There are two differences
between free-field and virtual source conditions which we
feel could be the source of this discrepancy. One is the fact
that interlacing of monaural and binaural stimuli was done
only in the virtual source conditions. It is possible that with-
out the frequent exposure to normal binaural localization
cues provided by the interlacing, listeners attended more to
the available spectral cues. However, an informal pilot ex-
periment which involved localization of monaural virtual
sources without interlacing convinces us that this explanation
is not correct. There were no differences between perfor-
mance with and without the interlacing. The other major dif-
ference between listening in free field and listening to virtual
sources lies in the consequences of small head movements.
With the static, non-head-coupled virtual sources used here,
head movements cause no change in the stimulus reaching
the eardrum. In free-field conditions the eardrum stimulus is
constantly changing since all listeners move their heads
slightly when listening to the stimuli, even though they are
asked to hold their heads still. We have monitored this move-
ment with a magnetic head tracker and find that for some
listeners the standard deviation of head azimuth during a
stimulus presentation~which consists of four bursts of noise!
is as large as 2°. Head movements of this magnitude, while
small, could easily provide useable cues in the form of
changes in the spectrum of the stimulus at the eardrum. At 6
kHz, for example, the frequency response of the outer ear
changes at the rate of at least 0.25 dB/deg on the horizontal
plane ~Middlebrookset al., 1989!. Since a 0.25-dB differ-
ence between spectra at high frequencies is detectable
~Leshowitz, 1971!, we conclude that very small head move-
ments could produce detectable spectral changes, which
could influence apparent position judgments in the free-field

condition. That head movements cause no change in the
stimulus in virtual source conditions is unnatural, and the
effects of this, if any, on apparent position judgments are
unknown.

In summary, while there can be no doubt about the im-
portance of monaural spectral cues for sound localization,
the monaural localization paradigm may not be the best
means for studying their role. Problems of implementation
and problems of interpretation greatly complicate the en-
deavor and argue for finding alternatives.
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Toward articulatory-acoustic models for liquid approximants
based on MRI and EPG data. Part I. The laterals
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Magnetic resonance images of the vocal tract during the sustained phonation of /l/~both dark and
light allophones! by four native American English talkers are employed for measuring lengths, area
functions, and cavity volumes and for the analysis of 3-D vocal tract and tongue shapes.
Electropalatography contact profiles are used for studying inter- and intra-talker variabilities and as
a source of converging evidence for the magnetic resonance imaging study. The general 3-D tongue
body shapes for both allophones of /l/ are characterized by a linguo-alveolar contact together with
inward lateral compression and convex cross sections of the posterior tongue body region. The
lateral compression along the midsagittal plane enables the creation of flow channels along the sides
of the tongue. The bilateral flow channels exhibit somewhat different areas, a characteristic which
is talker-dependent. Dark /l/s show smaller pharyngeal areas than the light varieties due to
tongue-root retraction and/or posterior tongue body raising. The acoustic implications of the
observed geometries are discussed. ©1997 Acoustical Society of America.
@S0001-4966~97!02202-9#

PACS numbers: 43.70.Aj, 43.70.Bk@AL #

INTRODUCTION

Accurate articulatory-to-acoustic modeling of speech
production requires a detailed knowledge of the 3-D geom-
etry of the human vocal tract. Magnetic resonance imaging
~MRI! is a powerful tool in obtaining the vocal-tract geom-
etry and does not involve any known radiation risks. The
images have good signal-to-noise ratio~SNR! and are ame-
nable to computerized 3-D modeling of the vocal tract. The
low image sampling rate~i.e., high acquisition time!, how-
ever, has restricted MRI use to the study of sustained speech
sounds, corresponding to ‘‘static’’ tract shapes. In parts I and
II of this paper, an analysis of the vocal-tract geometry ob-
tained from magnetic resonance imaging in axial, coronal,
and sagittal planes, of the liquid approximants in American
English is reported. Due to similarities in certain phonetic
and phonological properties, the lateral /l/ and the rhotic /[/
are classified as ‘‘liquids’’~Ladefoged, 1993!. For example,
both laterals and rhotics can be syllabic in word-final posi-
tions, and both are sonorous oral sounds. Part I focuses on
the laterals, and part II on the rhotics. Linguopalatal contact
profiles obtained through electropalatography~EPG! are
used for the analysis of inter- and intra-speaker variabilities
and to provide a source of converging evidence for the re-
sults of the MRI study.

I. PRODUCTION MECHANISMS OF LATERALS

Laterals are sounds which are typically produced with a
lingual contact along the midsagittal line such that air flows

along one or both sides of the tongue. The contact is made
with the anterior tongue tip or blade in the anterior region of
the roof of the oral cavity. In English, the lateral
approximant1 /l/ is voiced and has been broadly classified
into two canonical allophones, namely the light and dark
varieties, which will be referred to by the symbols@l# and@O#,
respectively, in this paper. The light allophone@l# occurs in
prevocalic contexts~for example, as in ‘‘led’’! and the dark
allophone@O# occurs in postvocalic and syllabic cases~for
example, as in ‘‘bell’’!. Acoustically,@O# is characterized by
a relatively lowerF2 and higherF1 when compared to theF2

andF1 values of@l# ~Lehiste, 1964; Espy-Wilson, 1992!. The
exact details of the vocal-tract geometry and the aerodynam-
ics of these sounds are not well-known. Previous articulatory
studies have indicated that there is a greater retraction of the
anterior tongue body in the dark /l/ when compared to the
light variety ~Giles and Moll, 1975; Gartenberg, 1984!. Al-
though there has been some evidence for the raising of the
posterior tongue body~dorsum! toward the velum~‘‘velar-
ization’’! in @O#, such behavior has not been observed consis-
tently ~Sproat and Fujimura, 1993!.

Articulatory and acoustic properties that are intermedi-
ate in nature to those associated with the canonical dark and
light variants have been known to exist. In fact, it has been
argued that the dark and light variants of /l/ are not distinct
elements, either from a phonological or a physiological point
of view, but rather are manifestations of phonetically predict-
able contextual characteristics~such as syllable-initial versus
syllable-final! suggesting that an allophonic distinction in de-
scribing them may not be necessary~Sproat and Fujimura,
1993!.

a!Now at AT&T Labs, Murray Hill, NJ.
b!Corresponding author.
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Articulatory evidence from previous studies have shown
differences in the production patterns of the laterals across
different English dialects. For example, Giles and Moll
~1975! report that lingual contact in the front region of the
oral activity is often not observed in the dark variant of
American English; results of Gartenberg~1984!, on the other
hand, indicate a significant front region linguopalatal contact
for postvocalic /l/s in British English.

The primary objective of this study is to provide a char-
acterization of the 3-D geometry of dark and light variants of
/l/ so that better acoustic models for these sounds can be
developed. Investigation of coarticulation and other dynamic
properties are not within the scope of this study.

II. METHOD

A. Subjects

Four phonetically trained, native American English
speakers@2 males~MI, SC! and 2 females~AK, PK!# served
as subjects. Subjects AK and MI, both in their twenties at the
time of the experiments, were raised in Northern California
and have spent the 7 years preceding this study in Southern
California. Subject SC, in his thirties, spent the first 10 years
of his life in Indiana and has since been in California. Sub-
ject PK, in her early forties, lived in New Jersey and Ohio
her first 3 years, and in the Boston area through her thirties.
She has been living in the Los Angeles area for 14 years. All
subjects have professional working knowledge of phonetics:
PK for more than 20 years, and is an expert phonetician; SC
and AK for more than 10 years through teaching and re-
search; and MI for more than 5 years through phonetics
classes and work experience. All have been subjects for vari-
ous production and listening experiments.

B. Magnetic resonance imaging (MRI)

A detailed description of the acquisition and analysis
procedures is provided in Narayananet al. ~1995!. Magnetic
resonance~MR! images were collected using a GE 1.5 T
SIGNA machine with a fast SPGR~radio frequency spoiled
GRASS! protocol in the coronal, axial, and sagittal planes.
The image slice thickness was 3 mm with no interscan spac-
ing. Each image was represented by a 2563256 pixel matrix,
yielding a resolution of 0.0081 cm2 per pixel for an FOV524
cm. The subjects, in supine position, sustained dark or light
/l/ for about 13–16 s enabling four to five image slices to be
recorded in a particular plane~about 3.2 s/image!. Dark and
light /l/s were produced in a neutral vowel context, and the
subjects repeated each sound six to nine times, with a pause
of three to ten seconds between repetitions, to enable the
entire vocal tract to be scanned. The data set comprised
28–35 images/sound/subject in the sagittal plane, and 40–45
images/sound/subject in the axial and coronal planes.

Scanning of each subject in any one particular plane
~axial, for example!, was completed within the same session.
Scanning in each of the three orthogonal planes was carried
out in different sessions. A special head-neck coil helped
maintain the subjects’ heads in a fixed position. Stability of
the articulators could not be monitored during scanning. In-
stead, analysis results of EPG data, which were collected on

a different day, suggest that our phonetically trained subjects
maintained stable gestures while sustaining these sounds. In
addition, a comparison of the EPG data for /l/s obtained from
sustained utterances with those from in-context words~de-
scribed in the Appendix! helped justify the use of sustained
utterances for studying the articulatory geometry during the
production of these sounds.

In order to provide a convenient reference to key ana-
tomical landmarks in the vocal tract, a tracing of a sample
midsagittal MR image of the vocal tract for the vowel /a/
spoken by a male subject is shown in Fig. 1. The scanning
region for the coronal and axial planes included the region
between the lips and the posterior pharyngeal wall along the
anteroposterior axis and the region between the top of the
hard palate and just below the eighth vertebra along the inf-
erosuperior axis. Coronal and axial scans were taken ap-
proximately perpendicular to the vocal-tract midlines, in the
oral and pharyngeal regions, respectively, based on a mid-
sagittal localizer image for each subject. Similarly, the scan-
ning region for the sagittal plane was based on axial and/or
coronal localizer images. In addition, reformatting of the raw
images was used to obtain cross sections along any desired
~oblique! plane. Since midsagittal profiles provide the most
convenient reference for specifying grid locations for per-
forming area calculations, sagittal scans were chosen for area
calculations along the vocal-tract bend from reformatted im-
ages. Midsagittal data were also used for length measure-
ments.

Automatic segmentation of the vocal-tract regions in the
images was followed by careful manual verification of the
selected regions in each image. Following segmentation,
three-dimensional reconstructions of the entire vocal tract, or
specific regions such as the sublingual cavities, could be
made by computer-aided concatenation of the selected re-
gions of interest. Length, area, and volume measurements
could be made directly using a pixel counting algorithm.

Articulatory analysis and measurements were performed
in several steps. Overall vocal tract and tongue shapes were
first analyzed using raw images, and complete 3-D models
were then reconstructed from appropriately segmented raw

FIG. 1. Tracing of the midsagittal profile of the vocal tract during the
production of the vowel /a/~subject MI! highlighting terminologies and
landmarks used for measurements.
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scans. All the 3-D reconstructions reported in this study were
constructed using coronal scans. Interactive slicing of the
3-D objects, along any desired plane, facilitated the morpho-
logical analyses. Area measurements were made in two
stages: in the first, cross-sectional areas were directly mea-
sured from the coronal and axial scans to provide informa-
tion on the front~oral! and back~pharyngeal/laryngeal! re-
gions, respectively; in the second, sagittal scans were
reformatted to obtain areas along the planes perpendicular to
the midline of the vocal-tract bend. To enable comparative
graphical analyses across the various sounds and subjects, a
simplified representation of the area function is considered.
Areas up to the laryngeal inlet~glottal opening!, defined by
the section showing the complete separation of the piriform
sinuses by the ary-epliglottic fold, were considered. Further-
more, the ‘‘effective’’ area of the airway was obtained by a
simplification of the morphology: subtracting tissue areas,
such as the uvula, and the various epiglottal folds, from the
total pharyngeal cavity areas. Areas of the lateral channels,
along the sides of the tongue, were measured using coronal
scans. These areas were calculated using the airway segmen-
tation technique aided by appropriate tracings of the teeth
similar to that described in Narayananet al. ~1995!.

C. Electropalatography (EPG)

1. Data acquisition

EPG data from the subjects were recorded on a later date
using Kay Elemetrics Palatometer. Each subject has a
custom-fitted acrylic palate with 96 sensing electrodes. The
sweep rate of this system is 1.7 ms and the sampling period
is 10 ms. The data for each subject were collected in a single
session that lasted for about one and a half to two hours. The
data were collected over a month~post-MRI experiments!.

The speech material consisted of the lateral approximant
~dark and light allophones! sustained for about 4 s/token.
The sounds were produced preceded by the neutral vowel /./.
The subjects assumed a supine position, similar to that as-
sumed inside the MRI machine, while phonating the sus-
tained utterances.2 In addition, EPG data for dark and light
/l/s from spoken words were collected for comparative analy-
ses ~described in the Appendix!. Eight repetitions of each
condition were obtained.

2. Data analysis

For the purposes of this study, the total region covered
by the electrodes was broadly divided into front and back
regions. A schematic of the region definitions is given in Fig.
2. The front region comprises the alveolar and prepalatal
regions while the back region comprises the midpalatal and
postpalatal regions. In addition, these regions could be fur-
ther divided into left and right lateral zones, with respect to
the midsagittal line, in order to study the symmetry in the
linguopalatal contact profiles. The percentage of electrodes
that are contacted in each of these regions served as a basis
for our analysis.

The EPG data were used to study the stability of the
articulatory gestures during sustained phonation and interto-
ken variabilities in each subject’s production, and to compare

sustained versus in-context phonations. The linguopalatal
contact profiles provided by the EPG data were studied using
repeated-measures multifactorial ANOVA~Analysis of
VAriance! techniques~SYSTAT, 1992!. Furthermore, wher-
ever necessary, Tukey-HSD posthoc tests were used to iso-
late the potential sources of variations. Note that EPG only
measures linguopalatal contacts, and is limited to the region
between the teeth and the anterior part of the velum.

III. RESULTS

Articulatory analysis of the laterals is based on MRI and
EPG data of sustained productions of the light@l# and dark@O#
allophones. Tracings obtained from midsagittal MR images
of @l# and @O# for the different subjects are shown in Fig. 3,
and the corresponding area functions are shown in Fig. 4.
Sample linguopalatal contact profiles for@l# and @O# are
shown in the Appendix.

Analysis of the midsagittal images reveals, for both@l#
and @O#, that the tongue shapes are significantly different
across the four subjects. Nevertheless, a detailed analysis of
the cross-sectional shapes and the lingual contact patterns
reveals several common characteristics. Moreover, for each
subject, the tongue shapes for the dark and light allophones
showed many similar characteristics, particularly in the oral
region, but certain systematic differences were also found,
such as in the degree of posterior tongue body raising in the
velar region, and tongue-root retraction in the pharyngeal
region.

A. The light [l]

1. The linguo-alveolar contact

For @l#, all subjects revealed lingual contact along the
midsagittal line, beginning in the region behind the front
incisors and continuing over the majority of the alveolar re-
gion ~starting at approximately 1 cm away from the lip open-
ing and extending up to about 1.8, 1.8, 2.1, and 1.5 cm from
the lip opening for AK, PK, MI, and SC, respectively!. This
linguo-alveolar contact was established either with a raised

FIG. 2. Schematic of electrode placement on the pseudopalate used in elec-
tropalatography with region definitions.
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tongue blade~i.e., alaminal articulation!, as observed in AK
and PK@Fig. 3~a! and~c!# or with a raised tongue tip~i.e., an
apical articulation!, as observed in MI and SC@Fig. 3~b! and
~d!#. The MRI data also showed that the linguo-alveolar con-
tact for the laminal@l#s of AK and PK extended laterally
through the midpalatal region~up to about 5.4 cm and 4 cm
from the lips, for AK and PK, respectively!. The lateral ex-
tension of the alveolar contacts for apical@l#s of MI and SC,
on the other hand, was smaller and confined to the prepalatal
region~up to about 2.8 and 2.4 cm from the lips, for MI and
SC, respectively!. Note thatlateral lingual contacts cannot
be observed in midsagittal images~Fig. 3!.

Analysis of the EPG data showed greater front-region
linguopalatal contacts for the laminally articulated@l#s of AK
and PK when compared to the more apical articulations of
MI and SC~see for example, Fig. A1 in the Appendix!. On
average, about 75%–80% of the front-region electrodes were
contacted in subjects AK and PK when compared to about
60% in MI and 40% in SC. ANOVA results showed that the
front-region contacts of PK were significantly different~p
,0.001! from those of MI and SC. Similarly, the front-
region contacts of AK were significantly different from those
of SC.

Sample MRI coronal cross sections for subject MI are
shown in Fig. 5. Linguo-alveolar contact can be seen in the
three contiguous sections starting at the leftmost panel of the
bottom row. Lateral linguopalatal contacts are observed in
the panels following, and the loss of the linguopalatal contact

is first observed in the 2nd rightmost panel in row 3~from
bottom!. Around either side of the linguo-alveolar contact,
small lateral openings were observed in the coronal scans
until the lateral contacts ended. These lateral channels can be
observed in a side perspective of MI’s 3-D vocal tract shown
in Fig. 6 in the region of the alveolar contact, behind the lips,
and these channels extend to the oral region.

The cross-sectional areas of the lateral channels along-
side the alveolar contact, for all subjects, are summarized in
Table I. The areas vary between 0.1–0.5 cm2 depending on
the subject’s oral morphology and how the lingual contact
was formed, such as apically or laminally. Note that the left
and right lateral channels have, in general, different areas.

2. Region behind the linguo-alveolar contact

The midsagittal tongue body contours for@l# were found
to be quite different across the four subjects~Fig. 3!. For
example, the middle and posterior tongue body were gradu-

FIG. 3. Tracings of the midsagittal profiles of the vocal tract of the different
subjects during the production of the lateral approximants@O# ~left side! and
@l# ~right side!: ~a! AK, ~b! MI, ~c! PK and,~d! SC. The front incisors and
the jaw are shown in dashed lines. FIG. 4. Area functions, in cm2, for the laterals of the different subjects: solid

~AK !, dashed~PK!, dot-dashed~MI !, dotted ~SC!. Top panel:@l#, bottom
panel:@O#. Areas of the lateral openings around the alveolar contact are not
included in these figures, but areas of the lateral openings behind the con-
tact, if present, are included. The abscissa for the area functions are dis-
tances~in cm! from the outer lip opening. Approximately, the region about
1.5–2.5 cm from the lips is the alveolar region, 2.5–6 cm is the palatal
region, 6–8.5 cm is the velar region, 8.5–13 cm is the uvular and upper-
pharyngeal region, and 13–15 cm is the lower-pharyngeal region. For PK,
1–2 cm is the alveolar region, 2–5 cm is the palatal region, 5–7 cm is the
velar region, 7–10 cm is the uvular and upper pharyngeal region, and 10–
12.5 cm is the lower-pharyngeal region. The laryngeal region is posterior to
the lower-pharyngeal region.
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FIG. 5. Coronal profiles of the vocal tract during the production of@l# ~subject MI! taken along contiguous sections in the oral cavity at every 3 mm starting
from 3 mm from the outer lip opening and ending at the uvular region. The figure is arranged such that the cross section closest to the lips appears in the
rightmost panel of the bottom row and successive cross sections, moving away from the lips, are placed right-to-left in each row. Linguo-alveolar contact can
be seen in the three contiguous sections starting at the leftmost panel of the bottom row. Grooving along the midsagittal line is observed in the panels of rows
3 and 4~from bottom!, and the convex tongue surface is apparent in row 6 panels.
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ally lowered toward the posterior pharyngeal wall for AK,
while for PK, the entire tongue body behind the alveolar
contact was maintained at the same height. For MI, on the
other hand, the middle tongue body appears significantly

lowered with respect to the anterior contact and the raised
posterior tongue body. For SC, a slight raising of the middle
tongue body was observed. In order to provide a clearer pic-
ture of the articulatory patterns, a detailed analysis of the
cross-sectional shapes and the 3-D tongue and vocal-tract
shapes becomes essential.

For MI, the coronal cross sections~Fig. 5! in the region
immediately posterior to the contact revealed a flat tongue
shape and grooving along the midsagittal line which ex-
tended over the majority of the palatal region~approximately
2.4–4.5 cm from the lip opening!. Grooving can be observed
in the panels of rows 3 and 4, from bottom, in the figure.

The 3-D tongue body shape revealed a tongue which
was drawnlaterally inwards, directed toward the midsagittal
plane, and this inward movement was particularly prominent
in the posterior tongue-body region where the lateral lin-
guopalatal contact ended. This lateral tongue compression
facilitates air flow along the sides of the tongue behind the
alveolar contact. The overall tongue-body shape exhibits a
convex3 contour especially in the posterior tongue body re-
gion. The convex shape, clearly observed in row 6 panels in
Fig. 5, perhaps aid the lateral flow along the tongue sides in
this region. This results in an airway opening that is more or
less ‘‘crescent’’ shaped, at least until lateral lingual contacts
are reestablished with the roof of the oral cavity in the velar
region. Similar observations were made by Stone and
Vatikiotis-Bateson~1995!. The linguovelar contact can be
observed in the leftmost panel in row 6, and above.

The overall tongue-shape behavior for the other subjects
was similar to that of MI:

~1! For SC, grooving in the region immediately behind
the alveolar contact was not marked and extended over only
a short region~about 0.5 cm!. The overall 3-D tongue body
behind the contact exhibited a convex contour, and was
drawn laterally inwards~toward the midsagittal plane!.
Asymmetry was observed in the lateral flow channel with
more opening on the left side than on the right. Lateral chan-
nels extended till the linguovelar contact was established.

~2! For PK, the cross-sectional tongue surface which ap-
peared flat, but nonconcave, until about 5 cm from the lip
opening turned distinctly convex in the middle part of the
tongue body. Behind the alveolar contact, lateral channels
were not evident until lateral linguopalatal contact ended at
about 4 cm from the lip opening. Asymmetry in the tongue
shape and airway areas was noticed in the posterior region
~4.2–5.7 cm!. Lateral channels disappeared again in the re-
gion where lateral lingual bracing against the roof of the oral
cavity was reestablished in the velar region, at about 5.7 cm
away from the lips.

~3! For AK, the tongue surface, in general, was dis-
tinctly convex. Like PK, the appearance of lateral flow chan-
nels in the region behind the contact coincided with the dis-
appearance of the lateral linguopalatal contact~at about 5.4
cm from the lip opening!. The lateral contribution started
decreasing in the velar region with the establishment of lin-
gual bracing with the roof of the oral cavity. Furthermore,
coronal scans illustrated a medial notch on the posterior
tongue surface once the linguopalatal contact disappeared.
This, perhaps, is a consequence of the inward lateral com-

FIG. 6. A lateral~side! perspective of the 3-D vocal tract for subject MI’s
@l#. Small lateral channels can be seen in the region of the alveolar contact,
just behind the lips. Also notice the presence of lateral channels in addition
to the central airway in the oral region.

TABLE I. Areas ~in cm2! of the lateral channels in the alveolar contact
region for @l# and @O# ~L:left channel, R:right channel! from coronal MR
images.xl is the distance from the lips in cm. Note that no lateral areas for
PK’s @O# are reported due to difficulty in area measurements because of the
absence of a complete alveolar contact.

@l#

xl AK ~L! AK ~R! xl PK ~L! PK ~R!

1.2 0.214 0.256 1.2 0.223 0.180
1.5 0.197 0.209 1.5 0.107 0.280
1.8 0.246 0.238 1.8 0.085 0.432

xl MI ~L! MI ~R! xl SC ~I! SC ~R!

1.2 0.514 0.177 1.2 0.153 0.111
1.5 0.197 0.159 1.5 0.357 0.307
1.8 0.116 0.145 ••• ••• •••
2.1 0.137 0.136 ••• ••• •••

@O#

xl AK ~L! AK ~R! xl PK ~L! PK ~R!

1.2 0.165 0.226 ••• ••• •••
1.5 0.182 0.128 ••• ••• •••
1.8 0.212 0.279 ••• ••• •••

xl MI ~L! MI ~R! xl SC ~L! SC ~R!

1.5 0.150 0.136 1.2 0.131 0.200
1.8 0.119 0.057 1.5 0.249 0.398
2.1 0.235 0.111 1.8 0.100 0.122
2.4 0.409 0.382 2.1 0.131 0.171
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pression of the tongue body toward the midsagittal plane and
lateral linguovelar bracing.

The area functions were similar in their patterns across
the four subjects, particularly up to about 4 cm from the lips
@Fig. 4~a!#. Lateral openings alongside the tongue, created by
inward lateral compression of the tongue body, contributes to
increased airway areas in that region. For subjects SC and
MI, grooving along the midsagittal line immediately behind
the alveolar contact contributes to the increased areas as
well. Subjects showed some area decrease in the velar region
which is attributed to the disappearance of the lateral chan-
nels due to lingual bracing against the roof of the oral cavity.
Decreased areas in the uvular and upper-pharyngeal region
@at about 10–11 cm in Fig. 4~a!# for MI and SC result from
a slightly raised and retracted posterior tongue body, perhaps
a consequence of their apical articulation. The decreased ar-
eas in the upper- to lower-pharyngeal region for PK@8–12
cm in Fig. 4~a!#, and for AK ~approximately, 12–15 cm!, on
the other hand, is due to a slight tongue-root retraction; a
probable consequence of their laminal articulation. Note the
large areas in the velar- to upper-pharyngeal region for AK
@7–12 cm in Fig. 4~a!#; this is probably due to her lowering
the middle and posterior tongue body.

Analysis of the EPG data showed that the total~percent-
age! contacts were smaller for MI and SC when compared to
PK and AK ~on average, 60% in AK and PK compared to
40% in MI and 25% in SC!. ANOVA results showed that
differences in the back region contacts of AK and PK were
significant~p,0.001! when compared to those of MI and SC
implying that indeed the lateral contacts of AK and PK ex-
tend further back. Systematic asymmetry in linguopalatal
contacts was only found for subject PK with the right side
more favored than the left.

B. The dark [ O]

1. The linguo-alveolar contact

The @O# articulations of subjects AK and PK were lami-
nal while those of MI and SC were apical~Fig. 3!. The MRI
data showed no lingual contact in the anterior~dental/
alveolar! region for subject PK, while for AK medial lingual
contact was seen in the anterior alveolar region~extending
between 1.2–1.8 cm from the lip opening!. Analysis of the
EPG data of subjects AK and PK showed little or no front-
region linguopalatal contact in@O# with only about 10%–25%
of the front-region electrodes contacted on an average~see
for example Fig. A1 in the Appendix!. The linguo-alveolar
contact along the midsagittal line for MI’s and SC’s@O#, on
the other hand, extended between 1.5–2.4 cm and between
1.2–2.1 cm from the lip opening, respectively. EPG data
showed that MI and SC consistently showed linguo-alveolar
bracing with 50%–75% front-region contacts on an average.
Except for SC, the linguo-alveolar contact did not extend
laterally through the palatal region.

Coronal profiles of the vocal tract during the production
of @O# ~subject MI! are shown in Fig. 7. Medial linguo-
alveolar contact is observed in the panels of the second row

from the bottom. Areas of the lateral channels, found on
either side of the linguo-alveolar contact, for all subjects are
given in Table I.

2. Region behind the linguo-alveolar contact

For subject MI, prominent convex tongue body shapes
are observed at and behind the linguo-alveolar contact~from
about 1.8–3.3 cm from the lips.! Although the medial sur-
face of the tongue body shows a slight flattening in the post-
palatal region~row 4 panels and the 2 rightmost panels in
row 5 in Fig. 7! the tongue body shape turned convex again
in the vicinity of the velar region~2 leftmost panels in row 5,
from bottom, and above!. Grooving along the midsagittal
line ~observed in the 3 leftmost panels in row 4 from bottom!
is not as prominent as that observed in@l#. Lateral bracing
with the roof of the oral cavity in the velar region, at about
7.5 cm away from the lips, can be seen in rightmost panel of
row 7.

The cross-sectional tongue shapes of the other speakers
were as follows:

~1! For SC, there was a slight concave cross section of
the tongue behind the linguo-alveolar contact, from about
2.1–2.4 cm, which changed into convex at the end of the
lateral linguopalatal contact. The medial tongue surface, in
general, was flat with the sides relatively rounded. A small
notch on the tongue surface~along the midsagittal line! was
observed in the vicinity of the postpalatal region, although it
was found not to alter the overall convex shaping of the
tongue body. Lateral lingual bracing with the roof of the oral
cavity was established in the velar region.

~2! For PK, the cross-sectional surface of the anterior
tongue body was convex. A slight flattening of the surface
was found behind the alveolar contact~between 2.7–4.5 cm
from the lip opening!, although the surface turned signifi-
cantly convex again, in the middle and posterior tongue body
regions. No linguovelar bracing was observed.

~3! For AK, the tongue body showed distinct convex
shapes in the anterior region~1.2–2.4 cm! with a tendency
toward decreased convexity~flattening of the surface! in the
middle part of the tongue body~2.7–3.6 cm from the lips!.
The overall cross-sectional shapes of the posterior tongue
body were also convex with slight grooving along the mid-
sagittal line, and significant asymmetry which resulted in
greater right-side openings in the airway. No linguovelar
bracing was observed.

The overall 3-D tongue shapes and linguopalatal contact
patterns suggest that the grooving found sometimes in the
region immediately behind the alveolar contact~in MI’s /l/s,
SC’s @l#, and AK’s @O#! is, most likely, a secondary effect of
the anterior lingual contact and the lateral compression of the
tongue body, rather than a primary characteristic to satisfy an
aerodynamic requirement. Grooving along the midsagittal
line did not appear to be actively controlled during produc-
tion, and, hence, is susceptible to intra- and inter-subject
variabilities. Groove dimensions~width and depth! were
small and did not exceed 5 mm for any of the subjects.

Analysis of the area functions, shown in Fig. 4~b!, indi-
cates similarities in the overall patterns across all subjects
except for PK. For the other three subjects there was an
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FIG. 7. Coronal profiles of the vocal tract during the production of@O# ~subject MI! taken along contiguous sections in the oral cavity at every 3 mm starting
from 3 mm from the outer lip opening. The figure is arranged such that the cross section closest to the lips appears in the rightmost panel of the bottom row
and successive oral-cavity cross sections, moving away from the lips, are placed right-to-left in each row. Linguo-alveolar contact is observed in the panels
of the second row from the bottom of the page. Prominent convex tongue body shapes can be seen at and behind the linguo-alveolar contact. Grooving along
midsagittal line~see panels in row 4 from the bottom! is not as prominent as that observed in@l# ~Fig. 5!. Lateral lingual bracing with the roof of the oral cavity
is seen in the rightmost panel of row 7~from the bottom!.
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abrupt increase in the areas in the region immediately poste-
rior to the alveolar contact, and large areas in the palatal
region due to the contribution of lateral openings alongside
the tongue~created by the inward tongue compression!. For
PK, the area change was more gradual than the other subjects
due to the absence of a linguo-alveolar contact in the MRI
data. The EPG data, however, showed that PK’s@O# may or
may not be produced with a complete linguo-alveolar con-
tact.

All subjects reveal a distinct narrowing of the airway in
the uvular and upper-pharyngeal region. For subjects MI and
SC, the decreased areas, which extend to the velar region for
MI, are due to a significantly raised tongue body in the velar
region. For PK and AK, on the other hand, the decreased
areas are a consequence of a retracted posterior tongue body.
The area functions also reveal decreased pharyngeal areas
which result from tongue-root retraction. The extent of the
pharyngeal region affected by the tongue-root retraction var-
ied across subjects. The upper- and lower-pharyngeal regions
@9–14 cm in Fig. 4~b!# showed small areas in the@O#s of AK
and MI. For SC and PK, the area reduction is mostly con-
fined to the uvular and upper-pharyngeal region@10–12 cm,
and 9–10 cm, respectively, in Fig. 4~b!#, especially when
compared to their@O#s.

Analysis of the area functions shows that narrowing of
the vocal tract at the uvular and upper-pharyngeal region is a
consistent correlate of@O#. This narrowing may not necessar-
ily be due to velarization@defined as the raising of the pos-
terior tongue body~dorsum! in the velar region#, since only
subjects MI and SC showed velarization. It may be that ve-
larization only occurs for apically produced@O#s.

Analysis results of the EPG data were consistent with
those of the MRI study. ANOVA results showed the mean
contact patterns of subjects AK and PK were significantly
different from those of MI and SC.

C. Comparing light [l] and dark [ O]

The midsagittal tongue contours for@l# and @O# were
similar in the front region but showed noticeable differences
in the back region. The front region EPG contact for@l# and
@O#, on the other hand, showed different behavior across sub-
jects: laminal light@l#s ~AK and PK! exhibited significantly
more front-region contacts than the laminal dark variety,
while these contacts were comparable for the apically-
produced@l#s and @O#s ~MI and SC!. ANOVA results con-
firmed the statistical significance of this observation. More-
over, @l# exhibited greater lateral contacts in the palatal
region for all subjects. These results imply variabilities in
strategies used by different speakers to achieve similar
tongue shapes.

The inter- and intra-speaker variabilities observed in the
total electrode contacts appeared to be greater in@O# than in
@l#. For example, PK produced@O# either without any contact
in the alveolar region~in 3 out of the 8 tokens! or with
linguo-alveolar contact~in the remaining tokens!. The other
subjects, on the other hand, consistently exhibited linguo-
alveolar contact. The total linguopalatal contacts for the dark
allophone of subjects AK and PK were much smaller than
those of MI and SC while the reverse was true for the light

allophones. ANOVA results showed significant differences
in the front, back, and total linguopalatal contacts of the dark
and light allophones of both AK and PK.

The overall 3-D tongue bodyshape—alveolar contact
~constriction!, lateral compression, and convex tongue
body—for @l# and @O# were similar although the tongue body
position in the velar and pharyngeal regions were different.
The area functions of@O# contrast with those of@l# in two
ways: ~1! @O#s show somewhat larger areas in the palatal re-
gion immediately behind the alveolar contact due to a greater
inward lateral compression of the tongue body and less lat-
eral contacts; the greater compression is also evidenced by
somewhat larger sizes of postcontact lateral openings in@O#,
and~2! @O# exhibit significantly decreased areas in the uvular
and upper-pharyngeal region, with effects extending either as
far as the velar region and/or the lower-pharyngeal region
depending on the part of the tongue body used in forming the
pharyngeal ‘‘constriction.’’ Involvement of the upper part of
the tongue root and/or posterior tongue body results in de-
creased velar to upper-pharyngeal areas while retraction of
the whole tongue root influences most of the pharyngeal re-
gion. Figure 8 contrasts 3-D tongue shapes for MI’s@l# and
@O#; both posterior and anterior views of the tongue are
shown. Note the greater lateral compression for MI’s@O#
when compared to@l# @parts ~a! and ~c!# and the convex
shape of the posterior tongue body for both sounds@parts~b!
and ~d!#.

D. Length measurements

The vocal-tract length~lVT! and the vertical lip-opening
~lVO! measurements are summarized in Table II. Dark@O#s
have somewhat greaterlVT values when compared to light
@l#s due to tongue-root retraction and/or posterior tongue
body raising. Recall that the length of the vocal tract is mea-
sured along the midline and, hence, raising or backing of the
tongue increases the effective length of the back region, and
hence increases the overall length. ThelVO values appear to
be subject dependent, and no contrastive differences are no-
ticed among these values for the different sounds.

E. Summary of the results

MR images for both the light allophone@l# and the dark
allophone@O# indicate that the midsagittal tongue contours
can be different across subjects. Common characteristics,
however, were revealed in cross-sectional and 3-D tongue
shapes, area functions, and linguopalatal contact profiles.
These sounds were characterized by a complete linguo-
alveolar contact or, just a constriction as observed in some
cases of the@O# of subject PK. The contact location was about
1–1.5 cm away from the lip opening and the contact length,
0.6–1.5 cm in the alveolar region with relatively small open-
ings around both sides of the contact. These ‘‘lateral chan-
nels’’ alongside the tongue appeared in the alveolar contact,
or constriction, region and, in general, continued posteriorly
until the lateral linguovelar contact was established. The
right and left channels were, in general, unequal and their
areas started increasing behind the alveolar contact~due to
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inward lateral compression of the tongue body!, and started
decreasing again as the region of the lateral linguo-velar con-
tact, if present, was approached.

The merging of the lateral channels with the central
opening along the palatal region resulted in crescent-shaped
cross sections and relatively large areas. The extent of the
lateral flow channel in the palatal region behind the linguo-
alveolar contact was limited by the extent of the lateral lin-
guopalatal contact:@l# typically revealed more lateral contact
than @O#, thus explaining, in part, the smaller areas consis-
tently observed in the palatal region of@l#.

The posterior tongue body, as observed in 3-D tongue
shapes, showedinward lateral compressionwhich was di-
rected toward the midsagittal plane. This lateral compression
enables the creation of the lateral flow channels along the
curved sides of the tongue. This observation is perhaps re-
lated to the tongue blade narrowing which is hypothesized to

be a feature for the laterals~Sproat and Fujimura, 1993!. The
overall 3-D tongue shape behind the contact tended to be
convex. For some subjects, the cross-sectional coronal
tongue shapes immediately behind the linguo-alveolar con-
tact appeared flat due to lateral linguopalatal bracing. In ad-
dition, some subjects showed grooving along the midsagittal
line. Grooving along the midsagittal line or tongue-surface
flattening, which appear sometimes, may be viewed as a
‘‘superposition’’ on the otherwise basic convex tongue body
shape. The anterior grooving is less prominent than that ob-
served in alveolar sibilants such as /2/ ~Narayananet al.,
1995!. Unlike alveolar fricatives, the grooving, if present,
does not continue through the posterior tongue region as a
concave surface, suggesting that it is not a key component of
a medial airflow channel. Hence, the modification of the
tongue body contour, in terms of surface flattening and/or
grooving, observed in some portions of the tongue surface
for some subjects, is not a primary articulatory characteristic
satisfying an aerodynamic constraint, but merely represents
secondary effects of the linguopalatal bracing and the lateral
inward compression of the posterior tongue body.

It is important to note here that midsagittal tongue
shapes can be misleading in characterizing /(/. Similar 3-D
tongue shapes~convex surface, lateral compression, and al-
veolar contact! with somewhat different groove characteris-

FIG. 8. The 3-D tongue shapes for the MI’s dark and light lateral approximants.~a!, ~b! Anterior ~AV ! and posterior views~PV! for @O#. ~c!, ~d! Anterior and
posterior views for@l#.

TABLE II. Vocal-tract length~lVT! and vertical lip opening~lVO! measure-
ments~in mm!.

Sound

Subject AK Subject MI Subject PK Subject SC

lVT lVC lVT lVO lVT lVO lVT lVO

Light @l# 170.7 22.7 178.1 22.9 153.7 7.5 178.4 14.1
Dark @O# 173.2 26.1 184.9 23.5 156.7 6.8 179.6 13.3
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tics along the midsagittal line may look vastly dissimilar in
midsagittal slices. Conversely, similar groove lengths and
depths in two somewhat different 3-D tongue body shapes
may appear similar in the midsagittal plane.

The back region areas for@l# showed significant inter-
subject variability. In the case of@O#s, on the other hand, all
subjects revealed decreased areas in the uvular and upper-
pharyngeal regions due to significant retraction of the tongue
root and/or raising of the posterior tongue body. In addition,
the effect of this pharyngeal ‘‘constriction’’ was found to
extend either as far as the velar region and/or through the
lower-pharyngeal region depending on the particular part of
the tongue body actively involved in the constriction forma-
tion. These results indicate that velarization, which is typi-
cally associated with@O#, is not necessarily a consistent char-
acteristic across speakers although decreased uvular and
upper-pharyngeal areas, when compared to those of@l#, is a
consistent feature for all subjects.

IV. DISCUSSION

It appears that the primary tongue-shaping mechanisms
for laterals are responsible for the alveolar contact, inward-
lateral compression, and convex shaping of the middle and
posterior tongue body. These features seem to be invariant
across subjects. Flattening or grooving of the tongue body
immediately behind the alveolar contact, appear to besec-
ondary features. We speculate that these secondary features
are influenced by the extent and force of front-region lin-
guopalatal contact and the muscular activity of the middle
and posterior tongue body. For example, a tendency toward a
greater grooving in the middle tongue body was observed in
the apically articulated@l#s that showed smaller lateral lin-
guopalatal contacts than laminally articulated@l#s; laminal
@l#s were characterized by a somewhat flat middle tongue
body shape.

Although there were differences in the tongue bodypo-
sition of the dark and light /l/s in the back region, the overall
3-D tongue bodyshapescomprising the alveolar contact and
convex middle and posterior tongue body with inward-lateral
compression, were, in general, similar. These tongue body
shapes were, however, quite distinct from those of the vow-
els /a,i,u/~Narayananet al., in preparation!. Hence, the simi-
larity in the midsagittal tongue contours of the laterals and
vowels observed by Giles and Moll~1975! does not, most
likely, translate to similarity in the corresponding overall
tongue shapes. Further corroborating evidence for this obser-
vation regarding the tongue shapes of the vowels and laterals
is provided by ultrasound data~Stone, 1991; Stoneet al.,
1992!.

Acoustic implications: Some preliminary speculations
regarding the acoustic characteristics of the laterals can be
made based on these articulatory data. The observed supra-
glottal ‘‘constriction’’ areas~lateral channel areas and/or ar-
eas along the midsagittal line! together with the relatively
low flow rates, typically 100–200 cm3/s ~Stevens, to be pub-
lished!, suggest no significant pressure drop in the supraglot-
tal constriction region, and hence, negligible chances for fri-
cation. The absence of a significant supraglottal pressure
drop also implies a sustained, and almost uniform, transglot-

tal flow through the entire duration of the sound. Most of the
spectral energy of the laterals is below 5 kHz, with the low-
frequency behavior greatly influenced by the cavity posterior
to the primary supraglottal constriction~back cavity!. The
first formant frequency~F1!, which typically occurs between
250–500 Hz, can be associated with the Helmholtz reso-
nance between the relatively large back-cavity volume and
the oral-constriction space. The losses at the oral constriction
contribute to relatively high bandwidth forF1 which in turn
tends to reduce the amplitude of the spectrum. Furthermore,
the anterior tongue body shape suggests that changes inF1 at
the consonant’s release~for example, into a following vowel!
can be expected to be somewhat abrupt in /l/ due to abrupt
changes in the corresponding area functions. The second for-
mant frequency~F2! can be associated with the half-
wavelength resonance of the back cavity~for example,
lengths of 12–14 cm would approximately correspond to
resonances in the range 1250–1460 Hz!. Retracting or rais-
ing the posterior tongue body observed in the case of@O#
result in an increase in the effective length of the back cavity,
and hence, a lowering of theF2 values.

The acoustic characteristics of the lateral channels in /l/
have not yet been studied in detail. The pole-zero cluster
observed in the acoustic spectra of /l/s~around 3–5 kHz!
most likely results from both back-cavity and lateral channel
effects. A simple approximate analysis suggests that the two
lateral channels, which, in general, have different areas,
would contribute a pole–zero–pole cluster in the frequencies
below 5 kHz ~Stevens, to be published!. Variability, how-
ever, is expected in the structure of the high-frequency clus-
ter due to intra- and inter-subject differences in the shapes
and sizes of the back cavity and the lateral channels. Effects
of coarticulation and speech rate may further influence these
variabilities ~Giles and Moll, 1975!.

In this paper, a detailed account of the 3-D vocal tract
and tongue shapes for the laterals in American English was
presented. The results of this investigation may be used as a
baseline for studying articulatory-to-acoustic relations of
these sounds and will be reported in the future.
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APPENDIX: VARIABILITY ANALYSES THROUGH EPG
STUDIES

In this Appendix, we describe the results of an EPG
study which is aimed at investigating:

~1! Intra-token articulatory~temporal! stability during sus-
tained phonation of light and dark /l/s.
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~2! Inter-token articulatory variabilities of these sounds.
~3! Differences and similarities between these sounds pro-

duced in sustained utterances with respect to the sounds
produced in naturally spoken words. Both inter-subject
differences in the articulatory patterns for each sound
and differences and similarities between light versus
dark /l/ are investigated. Our focus here is to study the
variabilities of sustained sounds with respect to those
occurring in natural contexts, and not to investigate spe-
cific coarticulatory effects.

~4! Inter-subject differences in the articulatory patterns for
each sound.

1. Data analysis

EPG data from the sustained utterances~eight repeti-
tions! were collected from the subjects in a supine posture
~simulating the position assumed inside the MRI scanner!.
EPG data were also collected for the words$elitist, freely,
Robert E. Lee% for light /l/, and the words$paul, peel, pool%
for dark /l/, all of which were spoken embedded in the carrier
phrase ‘‘Say—again’’. These utterances were spoken by the
subjects in their normal upright posture.

The total percentage of electrodes contacted in the front
and back regions~refer to Fig. 2 for region definitions! were
calculated and used for variability analyses. Temporal aver-
aging of the contact measures was done over the middle 3.8
s of each sustained data segment.

It should be noted that, given differences in individual
oral morphologies~such as palate structure!, the intersubject
comparisons using EPG contacts can be justified since:~a!
region definitions for each subject were selected based on
their individual palate structure instead of an arbitrary as-
signment of electrodes to particular regions,~b! comparisons
were based on normalized ‘‘percentage’’ contacts in each
region, and~c! intersubject comparisons are intended to give,
at a gross level, differences in the tongue-palate interactions
~e.g., whether light /l/ is characterized with greater contact in
one subject compared to another!. Due to the data ‘‘normal-
ization,’’ such comparisons should reflect differences in ges-
tural rather than anatomical differences.

Sample EPG contact profiles are shown in Fig. A1. For
the sustained utterances, the mean and standard deviation of
the total ~i.e.,5front1back! linguopalatal contact were cal-
culated. For@l#, the total linguopalatal contact~expressed in
percentage relative to the total number of electrodes! across
tokens was 60% in AK and PK when compared to 40% in
MI and 25% in SC. Token-to-token variability was less than
5%, and within-token variations were within 4%, assuring
both within- and across-token consistency. For@O#, the total
contact was 20%, 40%, and 25% for AK, MI, and SC, re-
spectively. Token-to-token variability was less than 7%, and
within-token variations were within 3.7%. Subject PK pro-
duced@O# with no lingual contact~in 3 tokens! or with mini-
mal contact~5%–10% total contact in 5 tokens!. Recall that
the ‘‘sampling time’’ for EPG is 10 ms. Hence, about 400
EPG profile samples were averaged in each token.

These results indicate that our phonetically trained sub-
jects produced the sustained sounds in a consistent manner
assuring a degree of articulatory stability during the MRI

experiments. Further detailed analysis of intra- and inter-
token variabilities was done using repeated measures
ANOVA with total linguopalatal contact as the dependent
variable.

The first set of these tests used sustained utterances. Re-
sults showed no significant intra-token variations in the total
contact values for both dark and light /l/~F50.183,
p50.903! for all the subjects.

ANOVA results~one-way repeated measures using allo-
phone type as factor and total linguopalatal contact as the
dependent variable! for between-subjects variation in the to-
tal contact of the sustained light versus dark /l/ may be con-
sidered somewhat statistically significant~F54.092,
p50.092!. The absence of a high significance in these vari-
abilities is not surprising since the contact patterns for the
dark and light /l/ of subject MI, and to a lesser degree, of
subject SC, are comparable. This may have resulted due to
either the tongue shaping and bracing associated with the
apical nature of the /l/s produced by these subjects, and/or a
greater tongue bracing in the artificial scenario of sustaining
the lateral sounds~the latter hypothesis may be verified by
comparing sustained and in-context EPG data!. The analysis
also showed variations in the total contacts of dark versus
light cases for each subject with similar statistical signifi-
cance levels~F51.984,p50.080!. There was an equally sig-
nificant interaction with the sound-type factor~F52.198,
0.054! which may be due to the fact that not all subjects
showed the same contrast in tongue-palate contact patterns
between@l# and @O#.

In the second of these tests, EPG data corresponding to
the laterals extracted from naturally spoken words were com-

FIG. A1. Sample linguopalatal contact profiles for the dark and light lateral
allophones of the different subjects.
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pared against the sustained ones. Segmentation from each
word was done manually using time-aligned displays of the
acoustic waveform, spectrograms, and EPG data. The total
contact for each token was then obtained by~temporal! av-
eraging over the segmented duration and used for variance
analyses. The variabilities within the eight repetitions of each
token were found to be statistically insignificant, and the
results reported in this paper are based on averages of the
total contacts across the eight repetitions. The average total
linguopalatal contact values for each of the in-context cases,
along with their pooled average and the average value for the
sustained utterances, are shown in Fig. A2. ANOVA on total
average contact~dependent variable! for @l# with respect to
context showed no significant variation~F50.554,

p50.655!. Similar tests for@O# with respect to context~words
vs sustained! also showed no significant variation between
the various cases~F52.098, 0.154!. Matrices of comparison
probabilities computed following Tukeypost hoc tests
~Tables AI and AII, for@l# and@O#, respectively! showed that,
although statistically not significant, relatively greater vari-
ability was found when the in-context cases were compared
with the sustained cases. The reason for this may be the
somewhat greater~but not significant! tongue bracing seen in
the sustained utterances of all subjects, except subject SC.

The final set of tests were comparisons~two-way
ANOVA followed by Tukeypost hoctests! based on pooled
averages across the various in-context cases with respect to
averages for sustained cases. The resulting matrix of com-

FIG. A2. Total linguopalatal contact expressed in percent relative to the total number of electrodes for light and dark /l/ obtained from both naturally spoken
words and sustained utterances, averaged across eight repetitions for each subject. The first five bins in each panel correspond to light /l/ while the last five
correspond to dark /l/. For light /l/,c1,c2,c3 represent contact values extracted from the words$elitist, freely, Robert E. Lee%, respectively, while for dark /l/,
they represent contact values extracted from the words$paul, peel, pool%. ca and sa represent the pooled average values for the in-context and the sustained
utterances, respectively. The error bars represent the variations in linguopalatal contact across repetitions. Further data analysis was based on ANOVA
techniques~see text for details!.

TABLE AI. Matrix of pairwise comparison probabilities from Tukeypost
hoc tests following ANOVA of average total linguopalatal contact for@l#
across various contexts and sustained utterances~F50.554,p50.655!.

elitist freely Robert E.Lee sustained

elitist 1.000
freely 1.000 1.000

Robert E.Lee 0.991 0.995 1.000
sustained 0.675 0.707 0.831 1.000

TABLE AII. Matrix of pairwise comparison probabilities from Tukeypost
hoc tests following ANOVA in average total linguopalatal contact for@O#
across various contexts and sustained utterances~F52.098,p50.154!.

paul peel pool sustained

paul 1.000
peel 0.864 1.000
pool 0.987 0.693 1.000

sustained 0.250 0.638 0.151 1.000
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parison probabilities~Table AIII! helps us to further isolate
some of the variabilities. No significant differences were
found between the sustained and in-context cases for both@l#
and @O#. The differences in the total linguopalatal contact
were significantly different between@l# and @O# in both sus-
tained and in-context cases~p,0.005!. A two-way ANOVA
with respect to the different subjects and sound type~dark,
light! showed significant differences~p,0.01! between@l#
and @O# for subjects AK, PK, and SC~Table AIV!.

In summary, the EPG analyses indicate significant intra-
and inter-token articulatory stability in the production of@l#
and@O# by our phonetically trained subjects. Furthermore, no
significant differences were found in the linguopalatal con-
tact patterns of the artificially sustained utterances of /l/ and
those that occurred in natural contexts. These results give
credibility to our using MR images of sustained laterals to

capture ‘‘canonical’’ tongue shapes for these sounds. The
caveats of our study, however, should be reiterated. The
coarticulatory influences in the production of liquid conso-
nants are well-known, and EPG data provides only limited
articulatory information. Our study, however, is an attempt
to provide insights into the three-dimensional vocal tract and
tongue shapes during speech production and to gather quan-
titative data that can be useful for articulatory-to-acoustic
modeling.

1An approximant is a sound that is characterized by the approach of one
articulator toward another but without the tract being narrowed to such an
extent that a turbulent air stream is produced~Ladefoged, 1993!.
2Data from sustained utterances were also collected from the subjects in
upright position, but no significant differences in the linguopalatal contact
patterns of these sounds produced in the two postures were found. Some of
the minor differences found for@l# include: for PK, a tendency toward
relatively larger linguo-alveolar contacts in the upright articulations when
compared to the supine ones; for AK, slightly greater lateral linguopalatal
contacts were observed in supine position; and for SC, lateral contact in the
postpalatal region, which is probably due to the anterior extension of the
linguo-velar bracing, were found in supine position.
3A convex shape refers to doming of the tongue surface as viewed from the
palate, whereas concave refers to curving of the surface inwards as viewed
from the palate.

Espy-Wilson, C. Y.~1992!. ‘‘Acoustic measures for linguistic features dis-
tinguishing the semivowels /wjrl/ in American English,’’ J. Acoust. Soc.
Am. 92, 736–757.

Gartenberg, R.~1984!. ‘‘An electropalatographic investigation of allophonic
variation in English /l/ articulations,’’ inWork in Progress, Vol. 4 ~Pho-
netics Laboratory, University of Reading!, pp. 135–157.

Giles, S. B., and Moll, K. L.~1975!. ‘‘Cineflurographic study of selected
allophones of English /l/,’’ Phonetica31, 206–227.

Ladefoged, P.~1993!. A Course in Phonetics~Harcourt Brace Jovanovitch
College, Fort Worth!, 3rd ed.

Lehiste, I. ~1964!. ‘‘Acoustical characteristics of selected English conso-
nants,’’ Folklore and Linguistics34, 10–50. Indiana University Research
Center in Anthropology.

Narayanan, S., Alwan, A., and Haker, K.~in preparation !. ‘‘Articulatory-
acoustic data, analysis, and models: Vowels’’~in preparation!.

Narayanan, S. S., Alwan, A. A., and Haker, K.~1995!. ‘‘An articulatory
study of fricative consonants using magnetic resonance imaging,’’ J.
Acoust. Soc. Am.98, 1325–1347.

Sproat, R., and Fujimura, O.~1993!. ‘‘Allophonic variation in English /l/
and its implications for phonetic implementation,’’ J. Phon.21, 291–311.

Stevens, K. N.~to be published!. Acoustic Phonetics~to be published!.
Stone, M. ~1991!. ‘‘Toward a model of three-dimensional tongue move-
ment,’’ J. Phon.19, 309–320.

Stone, M., Faber, A., Raphael, L. J., and Shawker, T. H.~1992!. ‘‘Cross-
sectional tongue shapes and linguopalatal contact patterns in@S#, @S# and
@l#,’’ J. Phon.20, 253–270.

Stone, M., and Vatikiotis-Bateson, E.~1995!. ‘‘Trade-offs in tongue, jaw,
and palate contributions to speech production,’’ J. Phon.23, 81–100.

SYSTAT for Windows: Statistics.~1992!. SYSTAT Inc., Evanston, IL, ver-
sion 5 ed.

TABLE AIII. Matrix of pairwise comparison probabilities from Tukey post
hoc tests following a two-way ANOVA in average total linguopalatal con-
tact for @O# and @l# across various contexts~pooled averages! and sustained
utterances. ANOVA results: For, the factorallophone5$@O#,@l#%, ~F534.108,
p50.000!; for the factor type5$in-context, sustained%, ~F56.243,
p50.019!; for the interaction between allophone and type,~F50.174,
p50.680!.

@O#
context

@O#
sustained

@l#
context

@l#
sustained

O context 1.000
O sustained 0.190 1.000
l context 0.000 0.108 1.000
l sustained 0.000 0.020 0.467 1.000

TABLE AIV. Matrix of pairwise comparison probabilities from Tukeypost
hoc tests following a two-way ANOVA in average total linguopalatal con-
tact ~pooled across various contexts! for @O# and @l# across various subjects.
ANOVA results: For, the factorallophone5$@O#,@l#% ~F544.231,p50.000!;
for the factorsubject5$AK,MI,PK,SC% ~F51.044,p50.391!; for the inter-
action between allophone and subject~F51.358,p50.279!.

@O#
AK

@O#
MI

@O#
PK

@O#
SC

@l#
AK

@l#
MI

@l#
PK

@l#
SC

@O# AK 1.000
@O# MI 1.000 1.000
@O# PK 1.000 1.000 1.000
@O# MI 1.000 1.000 1.000 1.000
l AK 0.031 0.035 0.024 0.033 1.000
l MI 0.437 0.470 0.374 0.454 0.836 1.000
l PK 0.002 0.002 0.002 0.002 0.933 0.206 1.000
l SC 0.111 0.124 0.089 0.118 0.998 0.991 0.638 1.000
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Toward articulatory-acoustic models for liquid approximants
based on MRI and EPG data. Part II. The rhotics
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Magnetic resonance images of the vocal tract during sustained production of@[# by four native
American English talkers are employed for measuring vocal-tract dimensions and for morphological
analysis of the 3D vocal tract and tongue shapes. Electropalatography contact profiles are used for
studying inter- and intra-talker variabilities. The vocal tract during the production of@[# appears to
be characterized by three cavities due to the presence of two supraglottal constrictions: the primary
one in the oral cavity, and a secondary one in the pharyngeal cavity. All subjects show a large
volume anterior to the oral constriction, which results from an inward-drawn tongue body, an
anterior tongue body that is characterized by convex cross sections, and a concave posterior tongue
body shape. Inter-subject variabilities are observed in the oral-constriction location and the way the
constriction is formed. No systematic differences are found between the 3-D vocal tract and tongue
shapes of word-initial and syllabic@[#s. Tongue-shaping mechanisms for these sounds and their
acoustic implications are discussed. ©1997 Acoustical Society of America.
@S0001-4966~97!02302-3#

PACS numbers: 43.70.Aj, 43.70.Bk@AL #

INTRODUCTION

In this paper, an analysis of the vocal-tract geometry
obtained from magnetic resonance imaging of the American
English rhotic approximant@[# is reported. Linguopalatal
contact profiles obtained through electropalatography~EPG!
are used for analyzing inter- and intra-speaker variabilities
and for providing a source of converging evidence for the
magnetic resonance imaging~MRI! study.

I. PRODUCTION MECHANISMS OF THE RHOTICS

The class of rhotics comprises different varieties such as
trills, taps and flaps, approximants, and fricatives, exhibiting
a wide range of manners and places of articulation~Lade-
foged and Maddieson, 1986!. The voiced approximant@[# is
the most prevalent form in the majority of American English
~AE! dialects. Cineradiographic investigations from various
English dialects suggest the presence of a variety of midsag-
ittal tongue shapes for@[# ~Delattre and Freeman, 1968;
Lindau, 1985! with varying locations for a supraglottal con-
striction in the oral cavity. These tongue shapes range be-
tween the ‘‘bunched’’~where the anterior tongue body is
lowered and drawn inwards, away from the front incisors,
and the oral constriction is made by raising the middle part
of the tongue body in the palatal region! and ‘‘retroflex’’
~where the oral constriction is formed by a raised tongue tip!
shapes. The retroflex and bunched@[#s have very similar for-
mant frequencies. The extreme form of retroflexion in En-

glish @[#s, where the oral constriction is made with a
curled-up tongue tip, is considered to be more common in
British English than in AE dialects. In addition, the AE@[#
demonstrates a secondary constriction in the pharyngeal re-
gion ~Delattre and Freeman, 1968! and, frequently, a lip-
rounding behavior. These observations suggest that the AE
@[# may be characterized by a vocal-tract model with three
cavities that are formed as a result of the oral and pharyngeal
constrictions. Acoustically,@[# is characterized by a lowF3;
Delattre and Freeman~1968! reportedF3 values between
1500 and 2600 Hz, and Espy-Wilson~1992! reportedF3
values of less than 1900 Hz.

The articulatory-to-acoustic relations for@[#s are not
well-understood. Moreover, contextual effects, such as pre-
vocalic vs syllabic positions, on the sound’s tongue shapes
are not clear: previous x-ray studies of@[#s in different con-
texts have demonstrated both consistencyand variability of
tongue shapes with respect to contextual variations across
different subjects~Delattre and Freeman, 1968; Lindau,
1985!.

The primary objective of this study is to provide a de-
tailed characterization of the 3-D vocal-tract geometry for
the rhotic approximants in AE based on MRI and EPG data.
Coarticulatory effects on 3-D shapes cannot, unfortunately,
be examined due to the limitations of MRI and the limited
information provided by EPG.

II. SUBJECTS AND METHOD

The same four phonetically trained subjects@MI, SC,
AK, PK# who were described in a previous paper~Narayanan
et al., 1997! participated in these experiments. The MRI and

a!Corresponding author.
b!Now at AT&T Labs, Murray Hill, NJ.
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EPG data acquisition and analysis techniques were similar to
those described in that paper. The speech material consisted
of sustained productions of@[#.

III. RESULTS

Analysis of the rhotic approximant is based on the fol-
lowing data:

~1! Subjects AK and MI produced@[#s as they would
occur in word-initial and syllabic positions in a neutral vowel
environment~/./!. For subject SC, MRI data for@[# are avail-
able for the word-initial case only since, at the time of the
MRI experiments, he reported feeling no differences in his
productions of@[# in the word-initial and syllabic cases.

~2! Subject PK deliberately attempted to produce two
varieties of@[#s that correspond to the ‘‘retroflex’’~tongue
tip curled up! and ‘‘bunched’’ tongue shapes. The subject
reported that, in her speech, the retroflex@[# occurs in most
contexts, while the bunched@[# typically occurs in clusters
with velars. In fact, the subject prepared herself to produce
the bunched@[# during the experiments by first making such
a cluster.

Tracings of midsagittal profiles of the@[#s for the differ-
ent subjects are shown in Fig. 1. In parts~a! and~b!, tracings
of @[# in word-initial and syllabic positions as anticipated by
subjects AK and MI are shown, while part~c! shows tracings

of a ‘‘bunched’’ and tongue ‘‘tip-up’’ @[# by subject PK.
Tracing of SC’s@[# in word-initial position is shown in part
~d!. Sample linguopalatal contact profiles for@[# are shown in
the Appendix.

These tracings reveal a consistency in the various@[#
productions. The tongue body is drawn inwards~away from
the lips! thereby creating a relatively large volume in the
region anterior to it. The vocal tract can be characterized by
three cavities separated by two supraglottal constrictions:
one in the oral region and the other in the pharyngeal region.
The front-region~oral! constriction occurs over a range of
palatal locations, from the prepalatal region in subject SC to
the postpalatal region in subjects AK and MI, and is made by
raising the anterior and/or middle part of the tongue body.
The pharyngeal constriction, formed by a retracted tongue
root, appears in the midpharyngeal region. Details of the
articulatory shapes for the different subjects are given in the
following sections. The tip-up and bunched@[#s of PK are
first discussed, followed by an analysis of the word-initial
and syllabic varieties produced by the other three subjects.

A. Tongue tip-up and bunched [ []s

Three-dimensional vocal-tract and tongue shapes for the
bunched and tip-up@[# of subject PK are shown in Fig. 2.
The figure shows lateral perspectives of 3-D vocal tracts@~a!
and ~c!# and 3-D tongues@~b! and ~d!# for the two @[#s. A
relatively large volume in the region anterior to the oral con-
striction is observed for both@[#s @Fig. 2~a! and ~c!#. The
anterior cavity was larger for the tip-up case: the cavity’s
volume was 4.5 cm3, and 6.1 cm3 for the bunched, and tip-up
@[#, respectively.

The deliberately-produced bunched@[# revealed an oral
constriction that was formed by raising the tongue in the
midpalatal region, accompanied by a lowered anterior tongue
body @Fig. 2~a! and~b!#. Interestingly, the@[# produced with
a raised tongue-tip was characterized by an oral constriction
that was formed by raising the middle part of the tongue
body and the tongue tip@Fig. 2~c! and ~d!#. The location of
the maximum constriction~minimum cross-sectional area! in
the tip-up case was more posterior when compared to that of
the bunched case~4.8 cm vs 3.3 cm from the lip opening, for
the tip-up versus bunched@[#, respectively!. Nevertheless,
analysis of the corresponding area functions, shown in Fig.
3, suggests that the precise location of the maximum con-
striction may not be crucial but the constriction length,
which is about 2–2.5 cm~slightly longer in the tip-up case!
might be important.

Differences in the cross-sectional areas within the con-
striction region~approximately 2–4.5 cm in Fig. 3! are mini-
mal, particularly relative to the large volumes present both
anterior and posterior to the constriction region. The slightly
larger area observed within the constriction region in the
tip-up case is attributed to a relatively flatter surface of the
anterior tongue body compared to a more convex surface of
the bunched@[# @refer to Fig. 2~b! and ~d!#.

The back-region areas for the bunched and tip-up vari-
eties were similar. The posterior tongue body was signifi-
cantly lowered and revealed a concave surface when com-
pared to the more convex surface observed in the raised

FIG. 1. Midsagittal profiles of the vocal tract during the production of the
AE rhotic approximant.~a!, ~b! Tracings of word-initial@[# ~left side! and
syllabic @[# ~right side! by subjects AK and MI, respectively.~c! Tracings of
a ‘‘bunched’’ and tongue ‘‘tip-up’’@[# by subject PK.~d! Tracing of word-
initial @[# by subject SC. The front incisors and the jaw are shown in dashed
lines. MRI data for SC’s syllabic@[# are not available.
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tongue body region, thereby resulting in a large volume pos-
terior to the oral constriction. The abrupt transition in the
tongue body cross-sectional shapes behind the oral constric-
tion, from convex to concave, resulted in an abrupt increase
in the corresponding area function~at about 4.5 cm in Fig.

3!. The degree of posterior tongue body concavity appeared
slightly greater in the bunched@[# when compared to the
tip-up case. The corresponding areas, in the region posterior
to the oral constriction, were, however, comparable due to a
relatively lower height of the posterior tongue body in the
tip-up case. Some asymmetry in the posterior tongue was
observed, with the right side at a higher position than the left,
particularly in the bunched@[#. A secondary supraglottal con-
striction, formed by a retracted tongue root, was observed in
the midpharyngeal region at about 2.5 cm from the glottal
opening.

ANOVA ~Analysis of VAriance! analysis of the EPG
data for the tip-up and bunched@[#s indicated that most of
the linguopalatal contacts were restricted to the back lateral
region ~see for example, Fig. A1 in the Appendix!; average
percentage contacts were 3%–10% for the front region ver-
sus 60%–75% in the back region. Recall that the back region
in EPG profiles comprises the midpalatal and postpalatal re-
gions, whereas the front region comprises the alveolar and
prepalatal regions. Also note that these lateral contacts can-
not be observed in midsagittal images~Fig. 1!. The MRI data
show that the relatively small lingual contact in the front
palatal region is due to an anterior tongue body that is re-
tracted away from the lips. The prominent lateral contact in
the back region is due to the raised middle part of the tongue
body that helps in the creation of the primary oral constric-
tion. The contact patterns of the tip-up and bunched cases

FIG. 2. Lateral perspectives of 3-D vocal tracts@~a! and ~c!# and 3-D tongues@~b! and ~d!# for subject PK.@~a! and ~b!# ‘‘bunched’’ @[#, and ~c! and ~d!
‘‘tip-up’’ @[#. BC refers to the oral constriction and PC refers to the pharyngeal constriction in the vocal tract.

FIG. 3. Area functions, in cm2, for subject PK’s@[#: tongue ‘‘tip-up’’ ~solid!
and ‘‘bunched’’ ~dashed!. The abscissa for the area functions are distances
~in cm! from the outer lip opening. Approximately, the region about 1–2 cm
from the lips is the alveolar region, 2–5 cm is the palatal region, 5–7 cm is
the velar region, and 7–10 cm is the uvular and upper-pharyngeal region.
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FIG. 4. Coronal profiles of the vocal tract during the production of word-initial@[# ~subject MI! taken along contiguous sections in the oral cavity at every 3
mm starting from 3 mm from the outer lip opening. The figure is arranged such that the cross section closest to the lips appears in the rightmost panel of the
bottom row and successive oral-cavity cross sections, moving away from the lips, are placed right-to-left in each row. The anterior tongue body first appears
in the rightmost panel of row 3~from the bottom!, and sublingual space can be observed in the two rightmost panels in row 3. The convex tongue body surface
in the constriction region~panels in rows 3 and 4, and the first two panels of row 5! changes abruptly to concave in the posterior region~starting from the
second leftmost panel in row 5!.
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were not statistically different although the tip-up@[# showed
less contact than the bunched@[#.

B. Word-initial and syllabic effects

1. The oral constriction and the region anterior to it

The anterior tongue body of@[# in both word-initial and
syllabic positions was, in general, retracted away from the
lips, resulting in the creation of a large anterior volume. No
prominent differences were found in the volumes of this an-
terior cavity between the word-initial and syllabic cases. The
large anterior cavity can be seen in panels of the bottom two
rows in Fig. 4. The figure shows coronal profiles of the vocal
tract for MI’s word-initial @[# taken along contiguous sec-
tions in the oral cavity starting at 3 mm away from the outer
lip opening and ending at the uvular region. The panels are
arranged such that the cross section closest to the lips ap-
pears in the rightmost panel of the bottom row and succes-
sive oral-cavity cross sections, moving away from the lips,
are placed right-to-left in each row. The anterior tongue body
first appears in the rightmost panel of row 3~counting from
the bottom of the figure! and sublingual space can be ob-
served in the 2 rightmost panels in that row.

The oral constriction in subjects AK and MI was made
with a raised middle part of the tongue body, while lowering
the anterior tongue body, in both word-initial and syllabic
cases. The tongue body shapes clearly resembled a bunched
@[#. SC’s @[#, on the other hand, was produced with a raised
anterior tongue body~both the tip and blade! which resulted
in a more anterior oral constriction when compared to MI
and AK. Area functions for subjects AK, MI, and SC are
shown in Fig. 5. As shown in the figure, the oral constriction
of MI and AK extended for about 1.5–2.5 cm, beginning at
about 3 cm from the lips, with the syllabic@[# having a
somewhat longer constriction. The constriction region for
SC’s@[#, which was made with a raised anterior tongue in the
prepalatal region, was the shortest of all subjects extending
for less than 1 cm.

2. The region posterior to the oral constriction

For AK and MI, the posterior tongue body~dorsum! was
significantly, and abruptly, lowered behind the oral constric-
tion thereby creating a large cavity in that region~between
6–10 cm in Fig. 5!. Examination of the 3-D tongue shapes
revealed convex shapes of the anterior tongue body which
turned significantly concave in the region behind the oral
constriction, resulting in a pitlike cavity in the lowered pos-
terior tongue body region. The transition from the convex to
the prominent, concave shapes was abrupt for both word-
initial and syllabic@[#s. For example, Fig. 4 shows a convex
tongue body surface in MI’s constriction region~panels in
rows 3 and 4, and the two rightmost panels in row 5, from
bottom! which changes abruptly to concave in the posterior
region ~starting from the second leftmost panel in row 5!.
The convex shape of the anterior tongue body and the con-
cave shape of the posterior tongue body can also be seen in
the 3-D tongue shapes shown in Fig. 6. The figure shows
anterior and posterior views of MI’s syllabic@[# 3-D tongue.

For SC, on the other hand, the lowering of the tongue
body behind the oral constriction appeared less abrupt than
the other subjects due to the more anterior oral constriction.
The transition from the convex shapes of the raised anterior
body to the concave shapes was more gradual, resulting in a
relatively gradual area increase into the cavity posterior to
the oral constriction@Fig. 5~b!#. Figure 7 shows right-lateral,
anterior, and posterior perspectives of the 3-D vocal tract and
tongue shapes for SC’s@[#. The convex shape of the anterior
tongue body and the concave shape of the middle and pos-
terior tongue body can be clearly seen in parts~b!–~d!. This
figure also illustrates how SC involves both his tongue blade
and tip in forming the oral constriction.

A secondary supraglottal constriction was found in the
midpharyngeal region~at about 2 cm for AK and MI and 3
cm for SC away from the glottal opening!. A retracted
tongue root caused this ‘‘pharyngealization.’’ The dimen-
sions of the cavity formed between the oral and pharyngeal
constrictions do not appear to be significantly different be-
tween the word-initial and syllabic cases for MI and AK,
although AK showed larger areas in the syllabic case~be-
tween 6–10 cm in Fig. 5!. The pharyngeal constriction for
SC, on the other hand, occurred at a more superior location
in the pharyngeal cavity than that observed in MI and AK,
resulting in relatively smaller areas in the upper and midpha-

FIG. 5. Area functions for different subjects, in cm2 ~a! syllabic @[#, ~b!
word-initial @[# ~solid: AK, dashed: MI, dot-dashed: SC!. The abscissa for
the area functions are distances~in cm! from the lip opening. Roughly, the
region about 1.5–2.5 cm from the lips is the alveolar region, 2.5–6 cm is the
palatal region, 6–8.5 cm is the velar region, and 8.5–13 cm is the uvular and
upper-pharyngeal region. Note that the area function for subject SC is avail-
able only for the word-initial@[#.
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ryngeal region@approximately between 11–14 cm in Fig.
5~b!#. It appears that a more anterior primary oral constric-
tion is associated with a more superior secondary pharyngeal
constriction, and with smaller degrees of posterior tongue
body concavity~and hence, smaller areas in the correspond-
ing region!. These observations suggest somewhat compa-
rable volumes of the cavity between the primary and second-
ary constrictions, which in turn may imply similarities in the

acoustics in spite of differences in the actual constriction
locations.

3. EPG results

Analysis of linguopalatal contact profiles for the word-
initial and syllabic@[#s revealed greater lateral contacts in the
back palatal region than in the front. The average front-

FIG. 6. The 3-D tongue shapes for subject MI’s syllabic@[#: ~a! anterior view, and~b! posterior view. The anterior tongue body shows convex shaping while
the posterior tongue shows concave shaping.

FIG. 7. The 3-D vocal tract and tongue shapes for subject SC’s ‘‘word-initial’’@[#. ~a! Right lateral perspective of the 3-D vocal tract.~b! Anterior view ~AV !
of the 3-D tongue.~c! Right lateral view~RLV! of the 3-D tongue.~d! Posterior view of the 3-D tongue. Note the convex shape of the anterior tongue body
and the concave shape in the region posterior to it in parts~b!–~d!.
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region contacts were negligible for subject AK, 3%–10% for
MI and 15%–30% for SC; the greater front-region contact in
SC is attributed to a more forward anterior body when com-
pared to the other subjects. ANOVA results also indicated
that inter-subject differences in the front-region contacts
were statistically significant~p,0.001!. Although word-
initial @[#s showed a tendency toward greater front-region
contact than the syllabic cases, differences between the two
cases were not statistically significant.

All subjects showed considerable lateral linguopalatal
contact in the back region~50%–60%, on average! as can be
seen in Fig. A1 in the Appendix. Inter-subject differences in
linguopalatal contact profiles in this region were not statisti-
cally significant. Furthermore, there were no significant dif-
ferences in the back-region contacts of the word-initial and
syllabic cases. Subject MI showed greater lateral contact
~implying a smaller medial opening! in the postpalatal region
in the syllabic@[#. This, perhaps, explains the slightly larger
area values of the word-initial@[# in the region behind the
oral constriction when compared to the syllabic case. The
opposite was true for AK: the lateral contact in the postpala-
tal region is relatively smaller for the syllabic@[# resulting in
larger areas in that region when compared to the word-initial
case.

The lateral linguopalatal contact for subject SC, in both
word-initial and syllabic cases1 started as early as the pre-
palatal zone, similar to what was observed in his MRI data.
A relatively wide medial opening was seen in the postpalatal
region corresponding to decreased back lateral contacts. The
contact patterns for the word-initial and syllabic cases ap-
peared similar, in general, although the contacts for the syl-
labic @[# in the prepalatal region started slightly later when
compared to the word-initial case suggesting a more poste-
rior tongue body.

Asymmetry in linguopalatal contacts was subject depen-
dent; some asymmetry was found in the contact patterns of
AK. ANOVA results, however, indicated that the left and
right lateral contacts were not statistically different for our
subjects.

C. Length and sublingual area measurements

Details of the vocal-tract length~lVT! and the vertical
lip-opening ~lVO! measurements are given in Table I. The
lVO values appear to be subject dependent: AK and MI show
greater vertical lip opening than PK and SC. No contrastive
differences are noticeable among the length values of these
sustained sounds.

The cross-sectional areas of the sublingual space are
summarized in Table II. The areas vary between 0.2–2.0 cm2

depending on the subject’s oral morphology and how the oral
constriction was formed.

D. Summary

During the production of the American English@[#, the
vocal tract is characterized by three cavities due to the pres-
ence of two supraglottal constrictions. The primary constric-
tion occurs in the oral cavity and the secondary constriction,
in the pharyngeal cavity. The oral constriction may occur
anywhere in the palatal region: the more forward ones are
typically formed by raising the anterior tongue body and the
posterior ones by raising the middle part of the tongue body.
In all cases, a large volume anterior to the oral constriction
result from a tongue body that is drawn inwards, away from
the lips, an anterior tongue body characterized by convex
cross sections, and a concave posterior tongue body shape.
Inter-subject variabilities were observed in the location and
the way the primary oral constriction was formed.

Comparison of the bunched and tip-up@[#s produced by
subject PK revealed that, in spite of the raised tongue tip in
the latter case, the primary oral constriction was attributed
mainly to raising the middle part of the tongue body in both
cases, and a three-cavity vocal tract description still holds.
For AK and MI, the oral constriction was produced with a
raised midtongue body and a lowered anterior tongue, result-
ing in a tongue body shape that resembled a bunched@[#.
SC’s @[#, on the other hand, was produced with a raised an-
terior tongue body~tip and blade!, resulting in a more ante-
rior and shorter oral constriction when compared to the other
subjects. For our subjects, the oral constriction extended over
approximately 1–2.5 cm with minimum cross-sectional areas
ranging between 0.25–0.7 cm2.

The secondary constriction typically occurred in the
midpharyngeal region due to an advanced tongue root
~‘‘pharyngealization’’!. This constriction extended over 1–2
cm with minimum areas ranging between 0.25–2 cm2. A
large volume posterior to the oral constriction~and superior
to the pharyngeal constriction! was created by a significantly
lowered posterior tongue body that exhibited a prominent
concave shaping. The change in the cross sections, from the

TABLE I. Vocal-tract length~lVT! and vertical lip opening~lVO! measure-
ments ~in mm!. WI and SY refer to the word-initial and syllabic cases,
respectively@AK, MI, and SC ~WI case only!#, while TU and BU refer to
the tip-up and bunched cases, respectively,~PK!.

Sound

Subject AK Subject MI Subject PK Subject SC

lVT lVO lVT lVO lVT lVO lVT lVO

/[/:WI/TU 175.3 23.3 179.7 18.4 157.8 7.5 182.5 13.7
/[/SY/BU 173.9 20.9 181.3 19.8 159.3 7.7

TABLE II. Areas ~in cm2! of the sublingual space for@[# measured from
coronal MR images.xl is the distance from the lips in cm.

Word-initial @[# Syllabic @[#

xl AK MI SC AK MI

2.4 1.272 ••• 1.239 ••• •••
2.7 0.847 1.019 0.987 1.302 •••
3.0 0.421 0.148 0.267 0.764 1.468
3.3 0.442 ••• ••• 0.223 0.075

Tip-up @[# Bunched@[#

xl PK xl PK

2.7 2.036 2.1 0.497
3.0 0.904 2.4 0.453
3.3 0.295 2.7 0.203
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convex anterior shapes to the more concave posterior shapes,
appeared to be more abrupt for the oral constrictions that
were at a more posterior location, resulting in more abrupt
changes in the area functions. General tongue body shapes
and area functions were similar for both word-initial and
syllabic @[#s, although AK’s syllabic@[# showed larger areas
in the cavity between the oral and pharyngeal constrictions.

These observations suggest an interplay between the
relative locations of the oral and pharyngeal constrictions
and the 3-D tongue shapes. Variabilities in the details of the
relative cavity sizes and their locations largely depend on the
individual’s articulation patterns and oral morphology.

IV. DISCUSSION

The observed vocal-tract and tongue shapes of@[# are
consistent with those of other articulatory studies~Delattre
and Freeman, 1968; Lindau, 1985; Westburyet al., 1995!.
These results suggest the presence of a wide range of tongue
shapes that is fundamentally dictated by the location of the
primary oral constriction. The canonical ‘‘retroflex’’ and
‘‘bunched’’ vocal-tract configurations correspond to two ex-
treme oral-constriction locations: the most anterior with the
constriction formed by raising only the tongue tip, and the
most posterior formed by raising the middle part of the
tongue body with the tongue-tip down, respectively. None of
our subjects showed a retroflexed@[#: AK, MI, and one of
PK’s tokens were bunched, while SC’s oral constriction was
formed by raising the tongue tip and blade, and PK’s tip-up
case used both the tongue tip and and midtongue body to
form the constriction. The results of previous cineradio-
graphic studies~Delattre and Freeman, 1968; Lindau, 1985!
and this MRI study suggest that the extreme form of retroflex
@[# may not be prevalent in American English.

It also appears that the pharyngeal constriction is likely
to be more superior in cases where the oral constriction is
formed by raising the anterior tongue body. Moreover, the
degree of concavity of the tongue shapes posterior to the oral
constriction is smaller for the more anterior oral constric-
tions. In fact, a canonical retroflex variety may not show a
secondary constriction in the pharyngeal region, and the
tongue concavity behind the oral constriction may not be
prominent. Evidence supporting these observations can be
found in Delattre and Freeman~1968! and in the results of a
recent study of Tamil liquids, that included retroflex rhotics,
using MRI, Electro Magnetic Midsagittal Articulometer, and
palatography~Narayananet al., 1996! which showed that if
the oral constriction is formed only with the tongue tip, the
pharyngeal constriction is not prominent and the degree of
concavity of the posterior tongue body is relatively small.

These results indicate that@[# tongue shapes belong to a
continuum of possible shapes created between the two ‘‘ex-
treme’’ configurations, namely, the canonical retroflex and
bunched varieties with a greater tendency towards the
bunched configuration in the present data. As a result, the
rhotic approximant in American English can be specified by
a three-cavity model wherein a more anterior primary oral
constriction is associated with a more superior secondary
pharyngeal constriction. Furthermore, the vocal tract of a ca-
nonical retroflex@[#, which may occur in other English dia-

lects or in other languages, can be treated as a special case of
the three-cavity model, wherein the secondary pharyngeal
constriction, corresponding to the anteriorly-located tongue
tip-up oral constriction, is absent.

A. Tongue-shaping mechanisms

The wide range of tongue shapes for the American En-
glish @[# imply possible differences in the underlying muscu-
lar mechanisms. The anterior tongue body is drawn inwards,
away from the lips, with little linguopalatal contact, likely
due to the contraction of the longitudinal muscle fibers. The
constriction in the oral cavity may be produced with a raised
anterior or middle tongue body; this is related to the extent of
contraction of the longitudinal fibers and, probably, the geni-
glossus. The flat and/or convex cross-sectional shapes in the
region of the constriction, and the region anterior to it, are
perhaps influenced by the contraction of the transverse
muscle~Stone, 1996!. The lateral linguopalatal contact in the
midpalatal and postpalatal regions aid in maintaining the flat
and convex anterior tongue body shapes. The concave pos-
terior tongue body shapes are likely due to the pulling up of
the lateral margins of the posterior tongue by the styloglos-
sus and palatoglossus. The posterior tongue body surface ac-
companying oral constrictions located further backward in
the oral cavity is characterized by a greater degree of con-
cavity. This suggests an interplay between the extent of the
contraction of longitudinal muscle fibers and the geniglossus,
and the effectiveness of the styloglossus and the palatoglos-
sus in pulling up the lateral margins of the posterior tongue
body. Furthermore, it was observed that more posterior oral
constrictions require a relatively higher~middle! tongue
body position and the effect of raising the tongue seems to
further enhance the degree of concavity in the back region.
Retraction of the posterior tongue body, which results in the
secondary pharyngeal constriction, may be due to the hyo-
glossus pulling the tongue back and down.

B. Acoustic implications

Some preliminary speculations regarding the acoustic
characteristics of the rhotic approximant can be made based
on the articulatory data. The first formant frequency (F1)
can be associated with the Helmholtz resonance between the
oral-constriction space and the relatively large cavity poste-
rior to it. The second formant frequency~F2! can be either
associated with the half-wavelength resonance of the cavity
posterior to the oral constriction~for cases where the pharyn-
geal constriction is not narrow! or, in the case of a narrow
pharyngeal constriction, to a Helmholtz resonance between
the pharyngeal constriction and the cavity posterior to it.F3
is probably associated with the large front cavity volume
with possible additional contributions from sublingual com-
ponents~Stevens, to be published! and lip rounding. The
correlation between lowF3 values and the ‘‘dorsal bunched
cases with dip’’ observed by Delattre and Freeman~1968! in
American English@[# is mostly likely due to the large front-
cavity volume associated with relatively posterior oral con-
strictions. Abrupt transitions in the area function between
cavities can affect the bandwidths of the cavities’ reso-
nances.
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In this paper, a detailed account of the 3-D vocal tract
and tongue shapes for sustained rhotic approximants in
American English is presented. The results of this investiga-
tion can be used as a baseline for studying articulatory-to-
acoustic relations of these sounds.
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APPENDIX: VARIABILITY ANALYSES THROUGH EPG
STUDIES

In this Appendix, we describe the results of an EPG
study which was conducted to investigate:

~1! Intra-token articulatory~temporal! stability during sus-
tained word-initial and syllabic /[/s. Subject PK, a
trained phonetician since 1972, deliberately produced
bunched and tongue tip-up /[/s; both productions occur
in her speech.

~2! Inter-token articulatory variabilities to quantify the sub-
jects’ consistency in reproducing the /[/s.

~3! Differences and similarities between /[/s produced in
sustained utterances with respect to those produced in
words. It should be noted that the main focus of this
study is the variability of artificially sustained sounds
with respect to those occurring in natural contexts, and
not specific coarticulatory effects.

~4! Inter-subject differences in the articulatory patterns for
each sound.

~5! Differences and similarities between word-initial versus
syllabic /[/.

1. Data analysis

EPG data from the sustained utterances, typically 4 s
long with eight repetitions per token, were collected from
subjects producing these sounds in a supine posture2 ~simu-
lating the position assumed inside the MRI scanner!. Sample
linguopalatal contact profiles for the rhotic approximants are
shown in Fig. A1. EPG data were also collected for the
words ~eight repetitions per word! $rod, read, rude% for
word-initial /[/, $turd, turk, kirk, perk% for word-medial~syl-
labic! /[/, and $beater, beaker, beeper% for word-final ~syl-
labic! /[/. All words were spoken embedded in the carrier
phrase ‘‘Say—again.’’ The words were spoken by the sub-
jects in their normal upright posture.

The total percentage of the electrodes contacted in the
front and back regions~refer to Fig. 2 in Part I for region
definitions! were calculated and used for variability analyses.
Temporal averaging of the contact measures was done over
the middle 3.8 s of each sustained data segment.

To investigate the gross intra-token~temporal! stability
of the sustained utterances, the mean and standard deviation
of the total ~i.e.,5front1back! linguopalatal contact were
calculated over the duration of the utterance~one EPG con-
tact profile for every 10 ms yielding 380 frames for the 3.8 s
data segment considered for analysis!. For word-initial /[/,
total ~percentage! contact was about 27% for AK and MI and
30% for SC. For syllabic /[/, the total contact was about 28%
for AK and MI, and 33% for SC. The total contact for PK’s
tip-up and bunched /[/ was 40% and 30%, respectively.
Within-token variations for all cases, except for one of MI’s
tokens, were less than 3%, while across-token variations
were less than 7%. The variations in one of MI’s word-initial
/[/ tokens varied by 8%.

Results indicate that, in general, our phonetically trained
subjects produced the sustained sounds in a consistent man-
ner assuring some degree of articulatory stability~both
within and across each repetition! during the MRI experi-
ments. Further detailed analysis of intra- and inter-token
variabilities was done using repeated measures ANOVA
with total linguopalatal contact as the dependent variable.

The first set of these tests used the sustained utterances.
Results showed no significant intra-token variations in the
total contact values for both word-initial and syllabic cases
for all subjects. Repeated measures ANOVA with total EPG
contact as the independent variable and the consonant posi-
tion ~word-initial, syllabic! showed no significant differences
between the subjects~F50.016, p50.902!. In addition,
within subjects, there was no significant variation in the total
contact between the word-initial and syllabic cases~F

FIG. A1. Sample linguopalatal contact profiles for the rhotic approximants.
For subjects AK, MI, and SC the left and right panels correspond to word-
initial and syllabic /[/, respectively. For subject PK, the left and right panels
correspond to the tip-up and bunched versions, respectively.
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51.469, p50.204! and no significant interaction with the
consonant position~F50.765, p50.619!. The somewhat
greater~although nonsignificant! variability between word-
initial cases is probably due to subjects PK and SC.

The absence of any significant intra-token variations in
the contact patterns warranted using the pooled average val-
ues of total contact for further analyses. ANOVA repeated
using the average total contact measures followed by Tukey
post hoc tests confirmed no significant differences between
the syllabic and word-initial sustained sounds~F50.016,
p50.902!. To investigate the variabilities in the contact pat-
terns with respect to the subjects, ANOVA with the subjects
as the factor was carried out using average total contact as
the dependent variable~followed by Tukey post hoc tests!.
No significant effects of the factor subjects were found~F
51.283, p50.394!. Although statistically insignificant, the
matrix of comparison probabilities~Table AI! showed that
PK’s /[/s were more different than those of the other sub-
jects. Recall that subject PK deliberately produced the
tongue-tip version~grouped with word-initial /[/s of the other
subjects! and the tongue body bunched version~grouped
with syllabic /[/s of the others!.

For a more detailed analysis, EPG data corresponding to
the rhotic approximants extracted from naturally-spoken
words were compared against the sustained productions.
Segmentation of the consonant from each word was done
manually using time-aligned displays of the acoustic wave-
form, spectrograms~with the option of obtaining spectral
slices!, and EPG data. The total contact for each token was
then obtained by~temporal! averaging over the segmented
duration and used for variance analyses. The variabilities
within the eight repetitions of each token was found to be
statistically insignificant, and the results reported in this pa-
per are based on averages of total contact across the eight

FIG. A2. Total linguopalatal contact~expressed in percent relative to the total number of electrodes! for syllabic and word-initial /[/ obtained from both
naturally spoken words and sustained utterances, using eight repetitions for each token. Note that contact measures for each token were based on a temporal
average over the duration of the appropriately segmented consonant. The first four bins in each panel correspond to syllabic /[/ while the last five correspond
to word-initial /[/. For /[/s occurring in words, contact values were averaged across eight tokens and all words for each condition. For syllabic /[/, c1 represents
contact values for word-final cases while c2 represents values for word-medial cases. For word-initial /[/, c1, c2, and c3 represent /[/ in /reed, rod, rude/
respectively. ca and sa represent the average values for the in-context~words! and the sustained cases, respectively. Note that PK’s sustained bunched and
tip-up /[/s are very similar to the syllabic and word-initial in-context cases, respectively, for the other subjects. Error bars represent variations in contact across
repetitions and were further analyzed using ANOVA.

TABLE AI. Matrix of pairwise comparison probabilities from Tukey post
hoc tests following ANOVA in average total linguopalatal contact for sus-
tained /[/s with respect to different subjects~F51.283,p50.394!.

AK MI PK SC

AK 1
MI 0.99 1
PK 0.41 0.49 1
SC 0.756 0.856 0.872 1
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repetitions. The average total linguopalatal contact values for
the in-context cases~word-medial and word-final cases are
pooled!, along with their overall average and the average
value for the sustained utterances, are shown in Fig. A2 for
the syllabic and word-initial /[/s of all the subjects. These
figures suggest that~1! the variation across repetitions for
each condition~as represented by the standard deviation er-
ror bars! are minimal.~2! The differences between the in-
context cases and the sustained cases for each subject and
consonant position in the word~syllabic, word-initial! appear
to be minimal. ~3! The total linguopalatal contact for the
word-initial and syllabic cases of subjects AK, MI, and SC
appear to be comparable. For PK, the total contact for the
in-context word-initial case are somewhat greater than the
in-context syllabic cases. Furthermore, the two cases of sus-
tained utterances that were~deliberately! produced with the
tongue tip up and a bunched tongue body, respectively, show
comparable EPG contact patterns to those of the in-context
word-initial and syllabic cases, respectively.

To verify the statistical significance of these observa-
tions, ANOVA was carried out. In the analysis, the data for
PK’s sustained tip-up /[/ were grouped with the word-initial
ones from the other subjects, and her bunched /[/ data were
grouped with the others’ syllabic /[/s.

ANOVA on total average contact~dependent variable!
for syllabic /[/ with respect to context~words: $beaker,
beeper, beater, kirk, perk, turk, turd% versus sustained!,
showed no significant variation between them~F50.817,
p50.583!. The matrix of comparison probabilities computed
following Tukey post hoc tests~Table AII! showed no spe-
cific condition as contributing to any highly significant varia-
tion. Similar tests for word-initial /[/ with respect to context
~words: $reed, rod, rude% vs sustained! showed a greater
variation than the syllabic cases~although statistically not

significant! ~F55.164,p50.016!. The matrix of comparison
probabilities computed following Tukey post hoc tests
~Table AIII! showed that the differences were mainly due to
the wordreed, and to a lesser degree, the wordrude. This is
probably due to the somewhat greater linguopalatal bracing
because of coarticulatory effects of /i/~reed! and /u/~rude!
that have a higher tongue body when compared to /a/~rod!
~recall that the sustained utterances were produced in a /./
context!.

With these observations in mind, another experiment
aimed at finding the~gross! overall differences for the word-
initial and syllabic /[/s between the in-context~all data
pooled together! and sustained cases was carried out. The
results of two-way ANOVA followed by Tukey post hoc
tests are shown in Table AIV and indicate:~1! no significant
differences between the in-context and sustained cases~F
50.263,p50.610! for both word-initial and syllabic /[/s. ~2!
Some indication of variability between the syllabic and
word-initial cases~F52.597,p50.114! with an interaction
of the context and consonant position in the word with a
similar level of statistical significance. Probabilities of pair-
wise comparison showed significant differences between the
word-initial and syllabic cases, mostly due to the coarticula-
tory influences of the vowels in the word-initial /[/ data.

Finally, a two-way ANOVA with respect to the different
subjects and consonant position in word~word-initial versus
syllabic! showed significant between-subject differences for
syllabic and word-initial /[/s ~Table AV!. The Tukeypost

TABLE AII. Matrix of pairwise comparison probabilities from Tukey post
hoc tests following ANOVA in average total linguopalatal contact~pooled
across various contexts! for syllabic /[/ across various contexts and sus-
tained utterances~F50.817,p50.583!.

beaker beeper beater kirk perk turd turk sustained

beaker 1.000
beeper 1.000 1.000
beater 1.000 1.000 1.000
kirk 1.000 1.000 1.000 1.000
perk 0.999 1.000 1.000 1.000 1.000
turd 0.995 0.912 0.963 0.915 0.891 1.000
turk 0.972 0.801 0.891 0.806 0.770 1.000 1.000
sustained 0.997 0.929 0.973 0.932 0.911 1.000 1.000 1.000

TABLE AIII. Matrix of pairwise comparison probabilities from Tukey post
hoc tests following ANOVA of average total linguopalatal contact for word-
initial /[/ across various contexts and sustained utterances~F55.164,
p50.016!.

reed rod rude sustained

reed 1.000
rod 0.017 1.000
rude 0.433 0.227 1.000
sustained 0.048 0.925 0.508 1.000

TABLE AIV. Matrix of pairwise comparison probabilities from Tukey post
hoc tests following a two-way ANOVA in average total linguopalatal con-
tact for syllabic /[/ and word-initial /[/ across various contexts~pooled av-
erages! and sustained utterances. ANOVA results: For, the factorconsonant
position in word5$syllabic, word-initial% ~F51.893,p50.176!; for the fac-
tor type5$in-context, sustained% ~F50.263, p50.610!; for the interaction
between consonant position in word and context~F52.597,p50.114!.

Syllabic
context

Syllabic
sustained

Word-initial
context

Word-initial
sustained

syllabic context 1.000
syllabic sustained 0.850 1.000
word-initial context 0.008 0.576 1.000
word-initial sustained 0.920 0.999 0.477 1.000

TABLE AV. Matrix of pairwise comparison probabilities from Tukey post
hoc tests following a two-way ANOVA in average total linguopalatal con-
tact ~pooled across various contexts! for syllabic and word-initial /[/ across
various subjects. ANOVA results: For, the factorconsonant position in
word5$syllabic, word-initial% ~F512.743,p50.001!; for the factorsubject
5$AK, MI, PK, SC% ~F58.216,p50.000!; for the interaction between con-
sonant position in word and subject~F50.581,p50.631!.

Syllabic Word-initial
AK MI PK SC AK MI PK SC

syllabic AK 1.000
syllabic MI 0.308 1.000
syllabic PK 0.993 0.061 1.000
syllabic MI 0.939 0.025 1.000 1.000
word-initial AK 0.994 0.162 1.000 1.000 1.000
word-initial MI 1.000 0.618 0.995 0.966 0.995 1.000
word-initial PK 0.195 0.002 0.539 0.730 0.771 0.316 1.000
word-initial SC 0.019 0.000 0.094 0.178 0.260 0.054 0.988 1.000
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hoc tests help to isolate the specific sources for these differ-
ences. For both syllabic and word-initial /[/, subject MI was
different compared to subjects PK and SC, and to a lesser
extent with respect to AK. The raw contact pattern values
shows that MI has somewhat smaller percentage of elec-
trodes contacted. This may be due to the limitation of EPG:
recall from the MRI data that the tongue body for MI was
further back in the oral cavity than the other subjects, and
probably was out of the EPG pseudopalate’s range. None of
the subjects, however, showed significant differences be-
tween word-initial and syllabic /[/s.

In summary, the EPG analyses show significant intra-
and inter-token articulatory stability in the production of
word-initial and syllabic /[/s by our four phonetically trained
subjects~except subject PK who produced the sustained ut-
terances with the tongue tip up and tongue body bunched!.
Furthermore, no significant differences were found in the
linguopalatal contact patterns of the artificially sustained ut-
terances of /[/ and those that occurred in words. These results
justify the use of MRI to study the human vocal tract and
tongue shape during sustained production of the rhotic ap-
proximants.

1Although the MRI data for SC is available for only the word-initial@[#,
EPG data were collected for both word-initial and syllabic@[#.

2Data were also collected from the subjects in an upright position, but not
used or reported in this paper since our analyses indicated no significant
differences in the linguopalatal contact patterns of the sounds produced in a
supine posture versus those produced in an upright posture. Subjects AK
and SC showed some tendency towards greater contact in the postpalatal
region in the supine posture, but these differences were not statistically
significant.
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Finnish speaking adults categorized synthetic vowels, varying in the frequency of the second
formant (F2), as either /y/ or /i/. Two subject groups emerged: ‘‘good’’ and ‘‘poor’’ categorizers.
In a /i/ rating experiment, only the good categorizers could consistently label their best /i/~the
prototype, P!, being low in theF2 continuum. Poor categorizers rated /i/’s with highF2 values as
Ps. In a same/different~AX ! discrimination experiment, using the individual Ps and nonprototypes
~NPs!, it was more difficult for good categorizers to detect smallF2 deviations from the P than from
an NP~the ‘‘perceptual magnet effect’’!. For poor categorizers, the opposite effect was found. The
same stimuli were used to record the mismatch negativity~MMN !, an ERP component reflecting
preattentive detection of deviations from a standard sound. For the good categorizers the MMNs
were lower for Ps than for NPs; for the poor categorizers the MMNs for Ps and NPs did not differ
significantly. The results show that individual listeners behaved differently in categorization and
goodness rating but in the same way in attentive~AX ! discrimination, being the poorest at about the
sameF2 location. The perceptual magnet effect was indicated in the good categorizers both by
behavioral and psychophysiological~MMN ! discrimination data. ©1997 Acoustical Society of
America.@S0001-4966~97!05502-1#

PACS numbers: 43.71.Es, 43.71.An, 43.64.Qh@RAF#

INTRODUCTION

In a series of papers, Kuhl and her collaborators~e.g.,
Kuhl, 1991; Kuhlet al., 1992; Kuhl, 1993a! have suggested
that speech perception is governed not only by the functional
principles of the auditory system, but also by speech proto-
types in long-term memory. The proponents of the prototype
approach~e.g., Eimas and Corbit, 1973; Massaro and Oden,
1989; Kuhl, 1991! hold that classification into a phonetic
category is based on a mental representation that contains
information about its characteristic and ideal attributes,
rather than about its boundaries against other categories
~Rosch and Mervis, 1975; Mervis and Rosch, 1981; Medin
and Barsalou, 1987!. The application of prototype theory has
diverted the emphasis of speech perception from the bound-
aries of categories to their centers.

In the boundary-based approach, the mental representa-
tion of a category is thought to hold information only about
its boundaries~e.g., Studdert-Kennedyet al., 1970; Maddox
and Ashby, 1993!. Hence, discrimination is assumed pos-

sible only for pairs of sounds whose members can be iden-
tified as belonging to different phoneme categories. This re-
lation between identification and discrimination has been
interpreted as a consequence of categorial perception, which
is also reflected as an increased sensitivity to stimulus differ-
ences at the boundaries. In contrast, the prototype-based ap-
proach holds that members of a given phonetic category are
discriminable in terms of their goodness as category exem-
plars, that is, some are perceived to be better exemplars than
others~e.g., Grieser and Kuhl, 1989!. Reaction times to iden-
tification judgements of stimuli within a category depend on
this goodness~Massaro, 1987!. It also appears that members
of a category can vary in their perceptual potency, providing
an internal structure to the category. For example, some cat-
egory exemplars are more effective than others in selective
adaptation~Samuel, 1982; Milleret al., 1983! and in dichotic
competition~Repp, 1977!.

Kuhl ~1991! provided the first evidence suggesting that
discrimination is affected not only by physical factors but
also by stimulus typicality. She showed that a vowel judged

1090 1090J. Acoust. Soc. Am. 101 (2), February 1997 0001-4966/97/101(2)/1090/16/$10.00 © 1997 Acoustical Society of America



to be a prototype of its category was more difficult to dis-
criminate from its neighbors than a less prototypical one, a
nonprototype. The recent experiments of Iverson and Kuhl
~1995!, using signal detection theory and multidimensional
scaling of choice reaction times, convincingly demonstrate
how perceptual distances within a category shrink and
stretch in the regions of the best and the worst instances,
respectively. The effect is even stronger for vowels in a word
context than for isolated ones~Eyraud and Kuhl, 1994!. With
respect to discrimination, the prototype thus seems to act like
a ‘‘perceptual magnet’’ by pulling other stimuli toward itself
and by that means it strengthens category coherence. More-
over, the magnet effect was found in infants of only six
months of age, while monkeys failed to show it~Kuhl,
1991!. Therefore, Kuhl~1991, 1993a! concludes that the
magnet effect must be caused by mental representations
unique to humans rather than to general auditory ones,
shared by humans and animals. Kuhl suggests that infants
either are biologically endowed with phonetic prototypes, or
develop such prototypes through experience with spoken lan-
guage.

To test the language-experience hypothesis, Kuhlet al.
~1992! synthesized a set of vowels surrounding, in formant
space, the American English prototypic /i/ and another set
surrounding the Swedish prototypic /y/.~American English
/i/ is not prototypical of any Swedish vowel; neither is Swed-
ish /y/ prototypical of any American English vowel.! Both
American and Swedish six-month-old infants showed poorer
detection of deviations from their native vowel than from the
foreign one. Similar results were obtained by Polka and
Werker ~1994! with American and German infants. Thus,
phonetic prototypes seemed to develop in infants prior to
word acquisition, as a result of their exposure to ambient
speech. Kuhl~1993a, 1993b! hypothesized that this occurs
because infants are neurophysiologically prepared to respond
to linguistic stimuli.

Recent evidence questions some of Kuhl’s findings.
First, the subjects’ qualitative ratings of category goodness
may not be stable, although the location of the prototype
seems to be determined by long-term exposure to language.
Thus, rating experiments may not provide accurate measures
of the true internal structure of a phonetic category. For ex-
ample, vowels with highF2 frequencies, rather than those
central in the category, were rated with highest prototypical-
ity in the experiments of Lively~1993!, Iverson and Kuhl
~1995!, and Sussman and Lauckner-Morano~1995!. Also,
Lively ~1993! found that the prototype location varied as a
function of context. Attempts to replicate the magnet effect,
using Kuhl’s vowels and the subjects’ own prototypes, have
failed ~Lively, 1993!. Furthermore, Sussman and Lauckner-
Morano ~1995! argued that results usually interpreted as
demonstrating the magnet effect can be explained by varying
auditory resolution over the formant space, as found by Mac-
millan et al. ~1988!.

The findings of Kuhl and her colleagues are of great
significance for evaluating the traditional division of the
speech perception process into distinct auditory and phonetic
stages. According to this dual-process approach, the phonetic
stage is needed to transform the initial auditory representa-

tion into a categorical one that corresponds to the perceived
segments of the utterance~e.g., Fujisaki and Kawashima,
1970; Pisoni, 1973; Sawuschet al., 1980!. Auditory coding
processes are sensitive to physical differences, whereas pho-
netic processes depend on such factors as learning, linguistic
experience, memory, and attention~Repp, 1987!. In light of
this evidence, it has been proposed that the acoustic proper-
ties of vowels favor auditory coding, whereas those of con-
sonants do not~Studdert-Kennedy, 1976, 1993!.

Kuhl ~1991! suggested, however, that the magnet effect
for vowels, which was found only in humans, not in animals,
must reside at the phonetic stage, subsequent to the auditory
analyses. In contrast, categorical perception, shared by hu-
mans and animals, has to have the characteristics of the au-
ditory stage~e.g., Kuhl and Miller, 1975!. Thus, in Kuhl’s
view, the magnet effect offers a tool for behaviorally disso-
ciating the two distinct and ordered analysis stages. There is,
however, a methodological problem in realizing this disso-
ciation. Standard behavioral measures are based on the final
output of the categorization process~e.g., Meyeret al., 1988!
and cannot yield information about its components. In addi-
tion, these measures require that the subjects attend to the
stimuli. Attending affects discrimination performance by
way of numerous factors such as strategies, previous learn-
ing, and the nature of the experimental task~Creelman and
Macmillan, 1979; Pisoni and Luce, 1986! and thus make the
measures hard to interpret.

Looking for the magnet effect in subjects who are ignor-
ing the stimuli should therefore help to clarify the role of the
auditory component in speech perception. In conditions
when attention is not being paid to the stimuli there may be
too little spread of activation from the acoustic detectors to
the neurons underlying phonetic perception~Maiste et al.,
1995!. Thus, ignoring the stimuli has the advantage that the
auditory processing is not affected by the phonetic process-
ing, which otherwise would always be superimposed on the
concordant auditory processing. If the magnet effect could be
demonstrated by examining sensitivity to ignored stimuli,
this would support the view~e.g., Massaro, 1987; Rosner and
Pickering, 1994! that auditory prototypes, rather than more
abstract ones, are used by listeners in categorizing speech
sounds. In the developing brain, auditory prototypes might
be built up by synaptic modifications resulting from some
form of simple unsupervised learning of phonetic categories
~e.g., Hebb, 1949; Lieberman, 1984; Kluender, 1994!. The
human auditory system thus becomes customized to human
speech sounds, just as those of animals become customized
to species-typical animal sounds~Konishi, 1985; Suga,
1988!. The role of common auditory coding processes in the
formation of category prototypes for speech sounds is also
indicated by animal studies of categorization. For example,
Kluender et al. ~1987! have shown that birds~quails! can
learn to categorize speech sounds in a way that parallels that
found in studies of human categorization~for a review, see
Kluender, 1994!. Furthermore, the recent results of Sussman
and Lauckner-Morano~1995! using a paradigm less condu-
cive to phonetic processing than that of Kuhl~1991! suggest
an important auditory factor behind the perceptual magnet
effect.
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One promising method of measuring cortical informa-
tion processing ‘‘on line’’ is to record event-related poten-
tials ~ERPs!, transient voltage fluctuations in brain tissue,
generated by neural events. There are two general classes of
ERP components: exogenous and endogenous~Hillyard and
Kutas, 1983!. According to Meyeret al. ~1988! the exog-
enous components occur within 100 ms or so after the stimu-
lus onset, and they are believed to reflect relatively periph-
eral sensory mechanisms, while the endogenous components,
occurring 100 ms or more after stimulus onset, are thought to
reflect more central processes such as perception, attention,
and decision.

One of the endogenous ERP components, the mismatch
negativity ~MMN !, is of particular interest for the study of
auditory processes, because it reflects preattentive detection
of deviations from sounds in sensory memory, and can there-
fore be elicited even when the subject ignores the stimuli~for
reviews, see Na¨ätänen, 1990, 1992; Ritteret al., 1995!. Thus,
the MMN makes it possible to study automatic auditory dis-
crimination without influences from higher-level psychologi-
cal factors.

Näätänen ~1992! claims that each auditory stimulus
leaves a memory trace which is formed automatically, with-
out conscious perception or selective attention, and that this
trace accurately represents the physical features of the stimu-
lus. In an automatic comparison process, with a neuronal
memory trace left by a repetitive standard stimulus, the
MMN process is triggered by an occasional stimulus that
deviates from the standard~the oddball paradigm!. This neu-
ronal mismatch process, reflected by the MMN, is capable of
causing an attention switch. The MMN consists of an in-
creased negativity in the 100–200 ms poststimulus range of
the ERP, its amplitude increasing with the magnitude of the
deviation. Magnetoencephalographic recordings~Hari et al.,
1984; Samset al., 1991! and source analyses of scalp-
recorded electrical potentials~Scherget al., 1989! suggest
that the MMN is mainly generated in the supratemporal
plane~for a review, see Alho, 1995!. It can be obtained from
simple sounds as well as from speech signals such as vowels
and consonant–vowel syllables~e.g., Aaltonenet al., 1987,
1992; Langet al., 1990; Samset al., 1990; Sharmaet al.,
1993; Lawson and Gaillard, 1981; Maisteet al., 1995!. The
correlation of the MMN with reported behavioral discrimi-
nation measures is high even with stimulus differences close
to detection thresholds~Aaltonenet al., 1994; Krauset al.,
1992!.

MMN recordings from guinea pigs suggest that certain
speech features require processing at the cortical level~e.g.,
rapid spectral changes typical to stop consonants!, whereas
others~e.g., slow varying spectral changes typical to supra-
segmental aspects of speech! are processed at the thalamic
level ~Kraus et al., 1994!. Thus, different acoustic features
underlying speech are represented by different neural pro-
cesses in the auditory system. Likewise, results from aphasic
patients~Aaltonen et al., 1993! indicate that the MMN to
vowels, but not to sine tones, disappears after left temporo-
parietal lesions.

The present study is a series of four experiments with
the same Finnish-speaking subjects, using synthetic vowel

stimuli varying only in the second formant (F2). In experi-
ment 1, the subjects categorized the stimuli as either /i/ or
/y/. In experiment 2, the stimuli previously categorized con-
sistently as /i/ were rated for their goodness as exemplars of
/i/. For each subject, the best scoring exemplar was desig-
nated the prototype~P! and the lowest scoring the nonproto-
type ~NP!. In experiment 3, the individual P and NP were
used as referents, and they were discriminated, using a
same–different procedure~AX discrimination!, from devi-
ants spaced in equal mel steps. Finally, in experiment 4,
using the same P, NP, and deviants, preattentive auditory
discrimination was studied by MMN recordings.

I. EXPERIMENT 1: CATEGORIZATION

It is essential that in locating the prototype of a phonetic
category, all employed stimuli represent this category~Kuhl,
1991!. However, in earlier studies of the categorization of
Finnish vowels~e.g., Aaltonen and Suonpa¨ä, 1983!, in group
data the phoneme boundary between /i/ and /y/ was not sharp
but gradual, indicating that listeners differ in their categori-
zation of the same sounds. Therefore, the purpose of this
experiment was to determine what stimuli are consistently
categorized as /i/ by speakers of Finnish. Thequality of the
Finnish closed front vowels /i/ and /y/ is mainly dependent
on the frequencies ofF2 andF3. To make the interpretation
of the results straightforward and comparable to our earlier
experiments studying the effects ofF2 on the MMN and on
the labeling of synthetic vowel stimuli~e.g., Aaltonenet al.,
1987!, we used stimuli varying only in the frequency ofF2.

A. Method

1. Subjects

Thirteen Finnish-speaking young adults with normal
hearing~aged 21–32 years, mean age 23.5 years, 9 females,
4 males! volunteered. All spoke the modern educated Finnish
of the Turku area. Before the experiment, they were screened
for possible hearing defects by routine audiometric tests.

2. Stimuli

Nineteen long vowels~duration 500 ms! in the Finnish
/y/–/i/ continuum~Aaltonen and Suonpa¨ä, 1983! were syn-
thesized by a parallel mode speech synthesizer~Klatt, 1980!
embedded in a UNIX workstation. The duration of each
stimulus was 500 ms with a linearly ramped 30-ms onset and
offset in the beginning and at the end of the stimulus. The
synthesis parameters given by Kuhl~1991! were followed
with the exception that only theF2 value varied from 1520
Hz to 2966 Hz in steps of 30 mels~Table I!. The other
formants were fixed at the following frequencies:F15250
Hz, F353010 Hz,F453300 Hz,F553850 Hz. A 100-ms
rise–400-ms fall contour was used forF0; that is, it rose
from 112 Hz to 132 Hz in 100 ms and dropped to 92 Hz
during the remaining 400 ms of the vowel duration.

3. Apparatus

The stimuli were played with a NeuroStim PC-based
stimulus presentation device at 10-kHz playback rate. A 12-
bit digital-to-analog converter with an integrated reconstruc-
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tion filter fed the stimuli through calibrated insert earphones
~Ear Tone 3A! at a sound-pressure level of 75 dB~A!. The
audio system was calibrated with a Bruel & Kjaer artificial
ear ~type 4152! and a precision sound level meter~type
2230!. Like in all experiments, the subjects sat in a quiet
soundproof room~sound-pressure level of ambient noise
lower than 40 dB!.

4. Procedure and analysis

Each of the 19 vowel variants was randomly repeated 15
times, i.e., each variant occurred in a random order 15 times
in a series of 285 vowel variants. The subjects were to iden-
tify each variant as /y/ or /i/ by pressing one of two buttons
during a 2000-ms period after the stimulus. Pressing the but-
ton paced the next stimulus. The maximum interstimulus in-
terval ~ISI! was thus 2000 ms, i.e., those responses given
after the 2000-ms period were not counted, but the next
stimulus was played instead. Half of the subjects used the
left thumb for /y/ and the right thumb for /i/, and the other
half vice versa.

To evaluate the reliability of the identifications, Subjects
3, 4, 5, and 12 were selected at random to repeat the test
within a few days from the first recording.

B. Results and discussion

The categorization data are presented in Fig. 1. The per-
centage of /y/ and /i/ categorizations in the 15 occurrences of
each variant is plotted against theF2 frequency.

All the subjects were able to make the categorization.
The categorization changed in an orderly manner: Stimuli
with low F2 values were predominantly called /y/, and those
with higherF2 values were called /i/. At aF2 of about 2000
Hz the subjects categorized stimuli equally often as /i/ and as
/y/ Considerable interindividual variation can be seen in the

steepness of the categorization function and in the boundary
location. For example, subjects 3 and 10 consistently catego-
rized the stimulus withF252000 Hz as /y/, whereas the
same stimulus was categorized as /i/ by subjects 5 and 12.
The retest results for subjects 3, 4, 5, and 12 demonstrate that
the categorization functions were quite stable.

The plot shapes indicate that subjects differed greatly in
the consistency with which they made the categorizations.
On the basis of the categorization consistency and the bound-
ary width ~defined as the difference between theF2 values
yielding 75% /i/ and 75% /y/!, the subjects were classified as
good categorizers~subjects 1, 2, 3, 5, 9, 11, and 12! and poor
categorizers~subjects 4, 6, 7, 8, 10, and 13!. The mean
boundary width of the good categorizers was 112 Hz~s.d.
39.5 Hz, range 68–182!. Thus, they made phonemic distinc-
tions with F2 differences much smaller than the standard
critical bandwidth, one bark~e.g., Zwicker and Feldtkeller,
1967!. The poor categorizers had a mean boundary width of
339.5 Hz~s.d. 115.5 Hz, range 250–363! indicating that they
needed more than one bark of difference inF2 to be certain
about the phonemic quality of the vowel stimuli used in the
experiment. Subject 4 was inconsistent in categorizing most
of the stimuli. Subject 7 was least consistent in categorizing
vowels as /y/, for this subject there were no clear exemplars
of /y/ and some of the stimuli in the boundary area were not
responded to at all within 2000 ms~hence the less than 50%
in Fig. 1!. Subject 10 behaved in the opposite way; for this
subject there were more clear exemplars of /y/ than of /i/.
The individual differences in the location and width of the
boundary resulted in a gently sloping categorization function
for /i/ in the group data, with a boundary width of approxi-
mately 1.2 bark.

As shown in Fig. 1, there is no clear relationship be-
tween the location of the boundary and its width. For in-
stance, subjects 3 and 5 were equally consistent in categoriz-
ing the stimuli in the range of 1750–2300 Hz although they
did this in opposite ways. The phonetic category boundaries,
defined by the point at which the stimuli were labeled
equally often as /i/ and /y/, were at the same location for
subjects 3 and 7. However, the boundary was sharper for
subject 3.

Three main findings emerge. First, the location of the
/y/–/i/ boundary in theF2 continuum varied greatly between
subjects. However, it was quite stable within each subject,
which is consistent with the results of Ganong and Zatorre
~1980!. It is generally agreed that several factors influence
the location of phonetic category boundaries on physical
stimulus continua. For example, subjects may be differently
sensitive to effects of the stimulus sequence, their internal
category representations may be different, or they may have
adopted different criteria for deciding between two compet-
ing categories~for a review, see Repp and Liberman, 1987!.

Second, some subjects made distinctions forF2 differ-
ences much smaller than one bark, indicating that the stan-
dardized critical bandwidth does not limit individual catego-
rization performance~cf. Weitzman, 1992!. Third, the
frequency ofF2 alone was a sufficient cue for the good
categorizers to classify the vowels as /i/ or /y/. For the poor
categorizers the stimuli apparently were not natural enough,

TABLE I. The F2 values of the stimuli used in the experiments in the Hz
and mel scales. Center frequencies of the critical bands, according to Scharf
~1970!, associated with theF2 frequency range. Frequency differences of
adjacent stimuli in the Hz and mel scale.

Stimulus
unit

F2 frequency Critical
band
Hz

Frequency
difference

Hz mel Hz mel

1 1520 1290 1480
2 1582 1320 62 30
3 1646 1350 64 30
4 1712 1380 1720 66 30
5 1780 1410 68 30
6 1850 1440 70 30
7 1922 1470 72 30
8 1996 1500 2000 74 30
9 2071 1530 75 30
10 2149 1560 78 30
11 2230 1590 81 30
12 2313 1620 2320 83 30
13 2400 1650 87 30
14 2488 1680 88 30
15 2578 1710 90 30
16 2670 1740 2700 92 30
17 2766 1770 96 30
18 2864 1800 98 30
19 2966 1830 102 30
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which may have led these subjects to feel uncertain about the
categorization task. This may have been due to the absence
of the information which in natural vowels is provided by the
higher formants. In a naturally spoken /y/, the lip rounding
lowers the frequencies of the higher formants~Fant, 1960!.
These~especiallyF3! contribute to the perceptual distinc-
tiveness of /y/ and /i/~e.g., Aaltonen, 1984!. Furthermore,
many researchers~e.g., Carlsonet al., 1970; Chistovich
et al., 1979! have suggested that the higher formants are per-
ceptually integrated withF2, forming a single ‘‘effective’’
formant ~F28!, which is higher for /i/ than for /y/.

II. EXPERIMENT 2: GOODNESS RATING

While it is a long-standing tradition to focus on subjects’
relative inability to detect within-category differences, the
prototype approach, as discussed above, holds that stimuli
within a category differ in their representativeness as cat-
egory members~e.g., Eimas and Corbit, 1973; Oden and
Massaro, 1978; Samuel, 1982; Miller and Volaitis, 1989!. If
the prototype location, defined as the location of the token
with the highest rated goodness, is determined by long-term

exposure to language~Kuhl et al., 1992! it should be rela-
tively stable across subjects and contexts. In Kuhl’s~1991!
study, the prototype was found in the center of the category
and rated goodness decreased symmetrically from that point.
On the other hand, the results of Lively~1993!, Iverson and
Kuhl ~1995!, and Sussman and Lauckner-Morano~1995! in-
dicate that prototypes can reside at more extreme locations in
the vowel space. The location of the prototype may be influ-
enced by for instance, the particular set of stimuli used~Iver-
son and Kuhl, 1995!. Moreover, Lively~1993! found that the
subjects’ prototypes may be unstable, whereas the subjects of
Iverson and Kuhl had a stable prototype location across tri-
als, although their identification responses were influenced
by the context and also showed individual differences. Fi-
nally, Sussman and Lauckner-Morano~1995! suggest that
experienced listeners may judge the ‘‘goodness’’ of stimuli
in a different way from naive listeners, because knowledge
of phonetics plays a role in identification. Altogether, these
contradictory results support the notion of graded internal
structure of vowel categories, but they also call into question
whether rating experiments yield accurate measures of this
structure.

In experiment 2, the subjects rated the stimuli previously
labeled as /i/, using a ‘‘category goodness’’ metric. We ex-
pected the good categorizers, with their steeper categoriza-
tion functions, to give higher ratings than the poor categoriz-
ers, as was found by Na`beleket al. ~1993!. We also expected
that the poor categorizers, who could reliably categorize only
stimuli high in theF2 continuum as /i/, would tend to select
those stimuli as the best instances of /i/. For the good cat-
egorizers, a wider range of stimuli received a high percent-
age of /i/ responses, and therefore they should have more
choices.

A. Method

1. Subjects and stimuli

The same subjects as in experiment 1 participated. Each
subject evaluated those vowels that were consistently~in
more than 75% of the cases! categorized by him/herself as /i/
~see Table I!. Because there was large variation in the indi-
vidual location of the /y/–/i/ boundary, the number of /i/
variants differed between subjects.

2. Procedure and analysis

The stimuli were played via the same stimulus presenta-
tion device as in experiment 1. The minimum ISI was 2000
ms although stimulus presentation was self-paced. The vari-
ants were presented in random order, 15 times each. The
stimuli were rated using the scale 1–7~15poor category
exemplar, 75good category exemplar! and the results were
marked on a form. The ratings were to be done with refer-
ence to a good pronunciation of /i:/ in the Finnish wordtiili
/ti:li/ ‘‘brick.’’ To check the reliability of the ratings, the test
was repeated with subjects 1, 3, 4, 5, 7, and 10 within a few
days from the first session. The individual ratings were plot-
ted against theF2 frequency~see Fig. 2!. For each subject,
the stimulus with the highest rating was called the P and the

FIG. 1. Individual categorization percentages as a function ofF2 in the
frequency range of 1520–2966 Hz. Repetitions for subjects’ 3, 4, 5, and 12
are shown in the corresponding frames. The averaged categorization data for
all subjects are presented in the lowermost panel on the right. TheF2 step
size between successive stimuli is 30 mels. TheF2 scale ticks indicate
intervals of 125 Hz. Poor categorizers are marked by* .
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one with the lowest the NP. The significance of the differ-
ence in mean rating between the P and NP wast tested for
each subject.

B. Results

The individual rating data are presented in Fig. 2, and
Table II. The Ps and the NPs obtained average ratings of 5.7
and 2.1, respectively. Although goodness is a relative mea-
sure usable only within a given stimulus set, the rating values
obtained are lower than those reported by Kuhl~1991!, using
the same scale. This is probably, at least partly, due to our
subjects’ inexperience with synthetic speech. The difference
in goodness rating between the Ps and the NPs is substantial
and comparable to that found by Kuhl. Apart from the Ps
themselves, ratings were highest for their closest neighbors,
and consistently decreased with increasing distance from the
Ps.

Individual goodness ratings show that, as was hypoth-
esized on the basis of the categorization data, the perceptual
organization of the /i/ category was not the same across sub-
jects. Subjects 4, 6, 7, 8 and 10~the high-P group! selected
the stimulus with highestF2 as the best /i/ with ratings de-
creasing with lowerF2 values. Thus, they showed a cat-
egory structure similar to that reported by Lively~1993!.
However, except for subject 6,t tests for the difference be-
tween P and NP in rated goodness showed no significance
for the subjects in the high-P group. Subjects 1, 2, 3, 11, and
13 ~the Down group! yielded an opposite pattern. For them,
stimuli close to the boundary against /y/ were rated as the
best /i/ and those with highestF2 as the worst. Subjects 5, 9,
and 12 ~the Hill group! had similar P positions but lower
category boundaries; therefore the stimuli they rated as the
best /i/ were close to their category center. Thus, their ratings
indicate a category structure for /i/ similar to that obtained by
Kuhl ~1991!. The Down and Hill groups~henceforth, the
low-P group! showed significant differences in rated good-
ness between the P and the NP, which indicates that, unlike
the high-P group, they could reliably distinguish the best /i/
from the worst. The replications for subjects 1, 3, 4, 5, 7, and
10 yielded virtually identical results.

The goodness ratings and categorization data were com-
pared. As expected, the subjects in the high-P group were the
poor categorizers of experiment 1. The subjects of the low-P
group were the good categorizers@with subject 13, a poor
categorizer~boundary width 272 Hz!, as an exception#. The
mean width of the boundary for the low-P group was 132 Hz
~s.d. 67 Hz, range 68–272! and for the high-P group 353 Hz
~s.d. 124 Hz, range 250–363!. The lower the boundary, the
lower was the location of the P~r50.67,p,0.05!. Also, the
sharper the boundary, the lower was the P~r50.67,
p,0.05!. The location of the NP correlated significantly only
with the boundary width~r520.59,p,0.05!.

C. Discussion

Our subjects’ ability to perceive and label goodness dif-
ferences within-category was related to their performance in
the identification task. The good categorizers were more able
to distinguish the best category exemplars from the poor

ones than the poor categorizers. As indicated by the good-
ness ratings, only the good categorizers exhibited an internal
category structure. However, for the Down~sub!group this
structure was not concordant with that reported by Kuhl
~1991!, because the vowels close to their boundary were
rated as having the highest prototypicality, not those in the
center of the category.

It can be doubted, however, whether goodness rating of
synthetic stimuli is an adequate method for revealing the true
internal structure of vowel categories. The P and NP deter-
mined in this way are most likely based on a rather abstract
level of information processing guided by experience and
with principles varying between subjects. The subjects in our
high-P group may have been chasing after the most distinct
example of /i/~as compared to /y/!, instead of the most natu-
ral /i/, because they could categorize with certainty only the
extreme stimuli. SettingF2 close toF3 typically increases
the distinctiveness of /i/ sounds, but at the cost of losing their
status as typical members of the Finnish /i/ category. Addi-

FIG. 2. Individual goodness ratings in the scale of 1–7~7 is the best rating!
for the stimuli categorized by the subject as /i/ in more than 75% of the
cases. Dashed lines represent repetitions. The individualF2 values~Hz! of
prototypes~P! and nonprototypes~NP! are shown in Table II as well as the
p-value of the significance of their difference. TheF2 step size between
successive stimuli is 30 mels. TheF2 scale ticks indicate intervals of 125
Hz. Poor categorizers are marked by* . The /i/ category boundary is indi-
cated by a thick line.
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tional information of thevowel quality, and thus for the suf-
ficient contrast between thenatural /i/ and /y/, is hidden
among higher formants, althoughF1 andF2 are considered
to convey more information than any other formant in cat-
egorizing natural vowel sounds.

The lack of additional information may have made these
subjects particularly susceptible to the ‘‘hyperspace effect’’
discovered by Johnsonet al. ~1993!: Listeners’ perceptual
vowel space is expanded relative to their production space,
reflecting hyperarticulated vowels rather than vowels of nor-
mal effortless speech. Johnsonet al. also found that good-
ness ratings of synthetic stimuli can be affected by the in-
structions given. Subjects who were asked to find the ‘‘best’’
vowel for each word were more critical to the stimuli than
those instructed to find the vowel sound most closely match-
ing their own pronunciation. Thus, our subjects may have
interpreted the instructions in two different ways: The sub-
jects in our high-P group may have meant as the ‘‘best’’ the
‘‘most distinct,’’ and consequently, rated the stimuli with
reference to more abstract linguistic representations than the
subjects in the low-P group did, for whom the vowels prob-
ably sounded more natural or closer to their own pronuncia-
tion. For the low-P group the goodness ratings at the pho-
netic level may be based on an internal category structure at
the auditory level, as was earlier suggested by the adaptation
study of Miller et al. ~1983!.

III. EXPERIMENT 3: DISCRIMINATION

As was discussed earlier, Kuhl~1991! found that detect-
ing deviations from the P was more difficult than from the
NP; thus, discrimination performance was determined not
only by the mel difference but also by the prototypicality of
the referent. A signal detection analysis of the discrimination
results of Sussman and Lauckner-Morano~1995, p. 551!
partly supports this conclusion, but these authors also sug-
gest that ‘‘an auditory processing component may be an im-
portant part of the ‘perceptual magnet’ effect’’~p. 551!. In
contrast, Lively ~1993! found that discrimination perfor-
mance, as measured by the percentage of misses, was similar
for the P and the NP, and depended solely on the mel differ-
ence. Experiment 3~the same–different discrimination test!

studied the relation between the discriminability ofF2 dif-
ferences for /i/ tokens and their rated goodness.

A. Method

1. Subjects

The same subjects as in experiments 1 and 2 partici-
pated.

2. Stimuli

The discrimination performance of each subject was
studied using a same–different~AX ! paradigm. The indi-
vidual Ps and NPs, and stimuli differing from them by 30,
60, 90, or 120 mels inF2 ~for theF2 values in Hz see Table
I! were used as stimulus pairs. The presentation of the stimu-
lus pairs is indicated in Table III. Different sessions were
used for Ps~rows 1–4 in Table III! and NPs~rows 6–10 in
Table III!. All P and NP stimuli served as referents@the
columns marked ‘‘A~standard!’’ in Table III # as well as de-
viants @the columns marked ‘‘X~deviant!’’ in Table III #. In
addition X could be identical to A, i.e., the difference was 0
mel. When the referent was high inF2 ~close toF3! only
lower deviants were used; when it was low~close to the
boundary! only higher ones. The AX pairs were presented in
random order, 15 times each in each direction, that is,
A5referent/X5deviant and A5deviant/X5referent. Thus,
each subject heard 8315 pairs of different stimuli and 15
pairs of equal stimuli in two different sessions of randomly
ordered pairs.

3. Procedure and analysis

The stimuli were presented with a pause of 1000 ms
between stimuli, and 2000 ms between stimulus pairs. The
responses were collected using the NeuroStim reaction time
keypad. The subjects were asked to press, as quickly as pos-
sible, the ‘‘same’’ button when they heard the stimuli as
being the same and the ‘‘different’’ button when they heard
them as different. Half of the subjects used the left thumb for
‘‘same’’ and the right thumb for ‘‘different,’’ and the other
half vice versa.

TABLE II. The F2 values and the mean goodness ratings for the best rated~prototype, P! and the worst rated stimuli~nonprototype, NP! for each subject.
t andp values for the differences between mean ratings of P and NP. Poor categorizers are marked by* . Ns5not significant~p.0.05!.

Subject

F2 value~Hz! Mean goodness ratings on scale 1–7

t d f pP NP P s2 NP s2

1 2230 2966 6.00 6.34 1.00 0.00 7.692 28 ,0.001
2 2313 2966 4.87 1.84 2.00 0.00 8.200 28 ,0.001
3 2400 2966 6.87 1.84 1.00 0.00 16.771 28 ,0.001
4* 2864 2313 5.53 8.21 3.00 38.40 1.435 28 ns
5 2230 2966 6.00 0.00 1.07 1.01 18.926 28 ,0.001
6* 2766 1996 6.27 7.35 1.93 28.98 2.789 28 ,0.01
7* 2864 2400 5.47 8.21 4.00 23.44 1.012 28 ns
8* 2488 2149 4.27 37.45 3.07 22.33 0.601 28 ns
9 2230 2966 5.87 14.70 1.13 1.84 5.790 28 ,0.001
10* 2864 2578 5.13 4.06 3.4 40.34 1.006 28 ns
11 1996 2966 6.20 8.89 1.53 6.14 4.664 28 ,0.001
12 2230 2966 6.60 3.90 3.23 2.52 5.196 28 ,0.001
13* 2230 2966 4.60 10.33 1.00 0.00 4.337 28 ,0.001
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B. Results

Table IV gives, for each subject, the number of re-
sponses ‘‘different’’ and ‘‘same’’ for each referent and de-
viant combination~P5P, PÞP, and NP5NP, NPÞNP! along
with the values ofd8, read off from the tables of Kaplan
et al. ~1978! for AX experiments. As recommended by Mac-
millan and Creelman~1991!, percentages of hits and false
alarms below 1% were changed to 1%, and those above 99%
to 99%.

A MANOVA ~multivariate approach to repeated mea-
sures! on thed8 values with factors referent~P and NP! and
P level~low-P and high-P! yielded a nonsignificant effect of
referent@F~1,11!53.00, ns#. The effect of the P level was
significant@F~1,11!510.06;p,0.01#, which is due to higher
d8 values in the low-P group~mean54.54, s.d.50.53! than
in the high-P group~mean53.54, s.d.50.59!. Individual d8
values correlated significantly with the width of the bound-
ary: r520.68,p,0.05 ~two tailed!.

The referentx P level interaction was highly significant
@F~1,11!569.38; p,0.001#. To explore the nature of this
interaction in more detail, for each subject the relative dif-
ference ind8 between NP and P,

Dd852@dNP8 2dP8#/@dNP8 1dP8# ~1!

and the correspondingF2 difference in Hz between NP and
P,

DF25F2NP2F2P ~2!

were computed. An effect ofF2 on discriminability will
show up in the regression term, and an effect of the designa-
tion of the referents~the one with higherF2 as P and the one
with lower F2 as NP, or vice versa! in the intercept~the
value ofDd8 that obtains forF2NP5F2P!. The linearity of
this plot, and thus also the estimate of its intercept, is quite
insensitive to a possible nonlinearity of the relation between
d8 andF2.

The computed regression line was:

Dd8520.02210.5013DF2 , r50.912. ~3!

The regression coefficient differed highly significantly
from zero@t~11!57.39; p,0.001# whereas the intercept did
not @t~11!520.48, ns#. This implies that the detectability of

deviations increased with theF2 frequency of the referent,
but was independent of its designation as P or NP. Thus, for
each group, discrimination was easiest for the referent with
the highestF2 frequency: for the low-P group, NP; for the
high-P group, P.

C. Discussion

Our aim with experiment 3 was to investigate whether
the discriminability of the /i/ tokens is related to their rated
goodness. In other words, are equal mel deviations more dif-
ficult to detect from the P than from the NP? The answer
from the analysis of the data as a whole seems to be nega-
tive. For both the high-P and low-P groups, the poorest dis-
crimination occurred at about the same location in theF2
continuum, which made the best-rated /i/ for the low-P
group, and was therefore used as their P, but which was also
the worst-rated /i/ for the high-P group and used as their NP.
Thus, only the data from the low-P group are possible to
explain as resulting from a prototype-based magnet effect.
The high-P group showed an opposite effect. For these sub-
jects, it was more difficult to detect deviations from their NP
than from their P.

The simplest conclusion, then, from the evidence col-
lected so far seems to be that discriminability, rather than
being ruled by the prototypicality of the referent as indicated
by goodness ratings, depends on its location in theF2 con-
tinuum. Furthermore, our results can neither be explained by
categorical perception, which predicts that discrimination of
identically labeled stimuli should be equally poor~Fry et al.,
1962; Pisoni and Tash, 1974; Reppet al., 1979!, nor by the
listeners’ strategy to use such stimuli that are easy to label
consistently ~‘‘perceptual anchors’’! for discriminating
speech stimuli~Macmillan et al., 1988!. Although the theo-
ries of categorical perception, perceptual magnets, and per-
ceptual anchors are based on fundamentally different ap-
proaches to speech perception, they all predict peaks in
discrimination near the category boundary. Thus, none of
these theories can explain the discrimination behavior of the
Finnish listeners, who were more sensitive to stimulus dif-
ferences far from the boundary than close to it.

An important point, as made by a reviewer, is that for

TABLE III. The stimulus pairs in experiment 3~AX discrimination!, and experiment 4~MMN recordings!. In
both experiments two separate sessions were used: the prototype session~cases 1–5! and the nonprototype
session~cases 6–10!. In the AX discrimination sessions nine stimulus pairs were used. In the MMN recording
sessions only eight stimulus pairs were used because equal stimuli~P-P or NP-NP! do not elicit MMN re-
sponses.

A ~standard! X ~deviant! A ~standard! X ~deviant!

1 prototype prototype
2 prototype prototype130 mel prototype130 mel prototype
3 prototype prototype160 mel prototype160 mel prototype
4 prototype prototype190 mel prototype190 mel prototype
5 prototype prototype1120 mel prototype1120 mel prototype
6 nonprototype nonprototype
7 nonprototype nonprototype130 mel nonprototype130 mel nonprototype
8 nonprototype nonprototype160 mel nonprototype160 mel nonprototype
9 nonprototype nonprototype190 mel nonprototype190 mel nonprototype
10 nonprototype nonprototype1120 mel nonprototype1120 mel nonprototype
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similar F1 frequencies the Finnish listeners in our study
showed a discrimination pattern opposite to that of American
listeners: Finnish listeners are least sensitive to acoustic dif-
ferences for /i/ tokens with lowF2; American listeners for
those with highF2 ~Kuhl, 1991; Iverson and Kuhl, 1995;
Sussman and Lauckner-Morano, 1995!. Thus, the pattern of
differential sensitivity along theF2 continuum observed in
the present study is not due to common auditory processing,
as suggested by Sussman and Lauckner-Morano, but rather

seems to result from the specific linguistic experience of the
Finnish-speaking subjects. Macmillanet al. ~1988! have sug-
gested that listeners use perceptual anchors for discriminat-
ing speech stimuli, which leads to increased discrimination
near perceptual anchors and poor discrimination far from
them. According to this, our discrimination results suggest
that Finnish listeners have perceptual anchors located at high
rather than low frequencies ofF2 for /i/ tokens. Increased
auditory resolution for higher formant frequencies is needed

TABLE IV. Number of responses in categories ‘‘different’’ and ‘‘same’’~total for all deviants!, the d8 esti-
mates, and differences ofd8 estimates for NP and P referents.

Subject
No. ~Type! Referent Deviant Different Same d8 dNP8 2dP8

1 ~low-P! P 5 5 67 3.21
P Þ 80 40 12.28
NP 5 0 75 5.49
NP Þ 104 11

2 ~low-P! P 5 0 68 4.42
P Þ 80 33 10.92
NP 5 0 75 5.34
NP Þ 108 14

3 ~low-P! P 5 2 73 4.61
P Þ 102 18 10.89
NP 5 3 72 5.50
NP Þ 116 4

11 ~low-P! P 5 8 67 2.80
P Þ 77 43 11.52
NP 5 3 72 4.32
NP Þ 101 19

13 ~low-P! P 5 21 53 3.03
P Þ 103 17 12.19
NP 5 9 66 5.22
NP Þ 117 2

5 ~low-P! P 5 3 72 3.75
P Þ 87 33 11.29
NP 5 1 74 5.04
NP Þ 103 17

9 ~low-P! P 5 0 66 4.33
P Þ 112 8 11.52
NP 5 1 74 5.85
NP Þ 114 6

12 ~low-P! P 5 10 65 3.81
P Þ 106 14 12.06
NP 5 5 69 5.87
NP Þ 119 1

4 ~high-P! P 5 11 61 3.64
P Þ 96 14 20.61
NP 5 14 71 3.03
NP Þ 110 32

6 ~high-P! P 5 17 58 3.45
P Þ 106 13 20.60
NP 5 8 66 2.85
NP Þ 79 41

7 ~high-P! P 5 8 67 3.85
P Þ 104 16 21.21
NP 5 14 61 2.64
NP Þ 83 34

8 ~high-P! P 5 7 67 3.78
P Þ 101 19 20.82
NP 5 10 64 2.96
NP Þ 87 33

10 ~high-P! P 5 0 60 5.55
P Þ 82 8 21.93
NP 5 2 58 3.62
NP Þ 60 30
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in Finnish, which has an opposition between /i/ and /y/ based
on higher versus lower values ofF2 andF3 ~or of F28!. No
such opposition is found in English, which instead has an
opposition~not found in Finnish! between /i/ and /I/ based on
F1 andF2 ~Wiik, 1965!.

Sussman and Lauckner-Morano~1995! suggest that the
direction of the intrapair change in formant frequency plays a
role in determining differential sensitivity, and that this may
have contributed to the perceptual magnet effect they found.
Subjects who made frequency comparisons in pairs with a
change from high to low showed better sensitivity than those
who heard the same standard but with an upward frequency
change. Dooley and Moore~1988! found the same asymme-
try in glide detection. These results suggest that, in the
present study, the measured sensitivity toF2 changes in the
regions close toF3 might have been somewhat overesti-
mated due to the fact that only downward changes inF2
were used. Nord~1980! also showed that Swedish listeners
are more sensitive to anF2 fall than to a rise, whereas in
Flanagan’s~1955! study the same type of stimuli produced
the opposite pattern with American listeners. Thus, linguistic
experience as well as acoustic factors may make listeners
more sensitive in their vowel discrimination to a shift of a
formant frequency in one direction than in the other.

IV. EXPERIMENT 4: MMN RECORDINGS

According to Kuhl’s~1991, 1993a! hypothesis, the per-
ceptual magnet effect is restricted to a phonetic process com-
ponent that uses abstracted mental representations of proto-
typical speech sounds. An alternative hypothesis is that
auditory ~sensory! prototypes are linked with phonetically
good tokens. The assumption is supported, at least partly, by
theories that emphasize the role of lower-level articulatory
and auditory constraints in shaping phonetic inventories
~e.g., Liljencrants and Lindblom, 1972; Stevens, 1989; Diehl
et al., 1990!. To test the latter hypothesis, auditory discrimi-
nation was measured by recording MMNs using the same~P
and NP! referents~in MMN literature: standards! and devi-
ants as in experiment 3. In order to rule out attention effects
during the MMN recording, the subjects were instructed to
watch a silent subtitled movie and to ignore the vowel
stimuli.

A. Method

1. Subjects and stimuli

The same subjects and the same stimuli as in experiment
3 were used. Using the oddball paradigm, either the P or the
NP served as a standard and vowels deviating from it by 30,
60, 90, or 120 mel inF2 as deviants, or vice versa~see Table
III !. For each subject there were two sessions, each with
eight stimulus pairs, which were separately randomized for
Ps and NPs. The duration of each stimulus was 500 ms; the
time interval from the beginning of one stimulus to the next
was 850 ms, so the presentation of one block~100 deviants
and 900 referents! took about 15 min. The duration of a
recording session was thus about 2 h excluding a 30-min
preparing time for electrode fittings. The subject watched a
silent, subtitled movie~of their own choice! on a 21-in. TV

screen 2.5-m apart and was instructed to ignore the vowel
stimuli presented binaurally in earphones. All subjects had
normal vision.

2. Equipment and procedure

Continuous EEG was recorded and stored using a Brain-
tronics 32-channel EEG-amplifier connected to the Neuro
Scan EEG data acquisition and analysis computer. Ag/AgCl
electrodes were used, and they were placed according to the
international 10/20 system, using linked ears as the refer-
ence. The electrodes were placed atFp1, Fp2, F7, F3, Fz,
F4,F8,T3,C3,Cz, C4,T4,T5, P3, Pz, P4,T6,O1,Oz,
andO2 ~Figs. 4 and 5!. The electrode impedance was regu-
larly checked during the sessions in order to keep it below 5
kV. At the beginning of each session the amplifiers were
calibrated. The amplifier bandwidth was set to 0.1–70 Hz
~23 dB! and a sampling frequency of 200 Hz was used. The
EEG averaging was triggered by the stimulus onset, and re-
sponse epochs of 800-ms duration were averaged off-line
and stored in separate files for standard and deviant stimuli.
A 50-ms pretrigger period was used to evaluate the EEG
background activity, which was subtracted as a dc baseline
from the response epoch. A level-sensitive~650-mV! artifact
rejection was applied prior to the summing of the trials. The
averaged ERP responses to standard and deviant stimuli
were digitally filtered~using a time-domain bandpass filter of
24 dB/octave in a band of 0.1–21 Hz! to further reduce
noise.

The experimenter~an experienced EEG laboratory tech-
nician! continuously monitored the subject’s EEG and per-
formance~via a video system!. Eyeblinks, drowsiness, and
alfa activity were specifically controlled. In a few cases, the
experiment was stopped because a subject did not watch the
movie or got tired. The session was then restarted after a few
minutes’ break.

For each stimulus block, the response epoch to the stan-
dard preceding the deviant was subtracted~point-by-point!
from that to the deviant, and the MMN peak amplitude and
latency were measured from the difference curves~from on-
set to peak! manually by two scorers blind as to the behav-
ioral performance of the subject. Both were professional
EEG laboratory technicians experienced with MMN experi-
ments. The amplitude values were fed to a computer for
statistical analysis.

B. Results

1. MANOVA

The analysis was done with SAS software using the
MANOVA approach to repeated measures~Bock, 1975!.
This method eliminates interindividual differences normally
present in ERP recordings~e.g., Langet al., 1995!. The
MMN peak amplitudes and latencies from the same subject
in different conditions and in different electrodes were the
repeated measures. These were structured by within-factors
referent ~P,NP!, position ~standard; deviant!, distance~30,
60, 90, and 120 mel!, laterality @left (F3,C3); middle
(Fz,Cz); right (F4,C4)#, and sagittal@front (F3,Fz,F4);
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central (C3,Cz,C4)#. The rest of the electrodes were ex-
cluded from the statistical analysis, because they showed no
MMN.

The subjects were grouped by two between-subject fac-
tors, gender~male; female! and P level@low-P ~8 subjects!;
high-P ~5 subjects!#. Distance had a significant effect on
MMN amplitude @F~3,7!517.31;p,0.01# and on MMN la-
tency @F~3,29!57.98; p,0.001#. The MMN amplitude in-
creased and latency decreased with the difference between
standard and deviant. The linear effect of distance on MMN
amplitude was highly significant@F~1,9!545.25;p,0.0001#.
The MMN latency was not affected by any other factor than
distance.

For MMN amplitudes, the effects of position and sagittal
factors were nonsignificant, whereas that of laterality factor
was highly significant@F~2,6!547.50;p,0.001#. The mean
MMN amplitudes were22.65 mV for the left (F3,C3),
22.79mV for the middle (Fz,Cz), and22.68mV for the
right (F4,C4) electrodes. Thus, the significance resulted
from a difference between the middle electrodes and those to
the left and to the right.

There was also a significant main effect on MMN am-
plitude due to gender@F~1,7!512.03; p,0.05#. The mean
MMN amplitudes were higher for females~22.79mV! than
for males~22.49mV!. The main effect of referent was not
significant@F~1,9!50.61#. This effect was significant for the
low-P group@F~1,9!56.79; p,0.05# but not for the high-P
group @F~1,9!51.65#. The referent3P level interaction was
significant@F~1,9!57.26;p,0.05#.

The mean MMNs for P and NP as a function of distance
are plotted in Fig. 3. As shown in the low-P group the mean
MMN amplitude is systematically less negative for P~mean
522.77 mV! than for NP~mean523.40 mV!, reflecting a
magnet effect. The MMN becomes less affected by stimulus
prototypicality as the difference between the standard~refer-
ent! and deviant increases. The MMN data from the high-P
group are less systematic than those from the low-P group.
The difference curves in Figs. 4 and 5 illustrate the differ-
ence between the P and the NP as a standard~referent! at
different electrodes in the low-P and high-P groups when the
deviation was 30 mels. For the low-P group, with the NP as
referent, there is a clear MMN recorded at the F and C elec-
trodes, peaking around 200 ms. No such peaks are visible for
the P. The low-P group shows no P300~an ERP component
reflecting attentive discrimination in an oddball paradigm!,
which indicates that the 30-mel deviation from the P did not
trigger attentional processes. As illustrated by Fig. 5, there is
a different MMN pattern in the high-P group: The MMNs at
the F and C electrodes are clearly larger for the P than for the
NP. In addition, aP3 component is visible, indicating that
for the same stimulus differences the mismatch process was
sensitive enough to cause an attention switch in the high-P
group but not in the low-P group. There is also a clear nega-
tive peak at a latency of 400 ms in the low-P group, but no
such component is visible in the high-P group~Figs. 6 and
7!. This late negative peak may thus be related particularly to
preattentive discrimination. However, these conclusions are
based only on the qualitative inspection of the grand average
difference curves.

2. Regression analysis

In analogy with the analyses for thed8 values from ex-
periment 3@see Eqs.~1! and~2!#, the within-subject relative
difference in MMN between NP and P,

DMMN52@MMNNP2MMNP!/@MMNNP1MMNP# ~4!

for each electrode position, and the correspondingF2 differ-
ence in Hz,

DF25F2NP2F2P ~5!

were calculated~using amplitudes as well as latencies!. In a
linear regression of MMN onDF2, an effect of theF2 dif-
ference between the standards~referents! would show up in
the regression term, and an effect of the designation of the
standard~referent! with the higher and lowerF2 as P and

FIG. 3. Mean MMN amplitudes for the low-P and high-P groups recorded
from electrodesF3, F4, C3, C4, Fz andCz in the P and NP conditions.

FIG. 4. Difference curves for P and NP at different electrodes for the low-P
group with 30-mel deviance.
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NP, or vice versa, in the intercept~the value ofDMMN for
F2NP5F2P!. The correlations were higher for the amplitudes
than for the latencies. The computed correlation coefficients
~two-tailedp values in parentheses! betweenDMMN ~absolute
amplitudes! andDF2 were:F3: 0.346~ns!; Fz: 0.430 ~ns!;
F4: 0.531 ~p,0.10!; C3: 0.534 ~p,0.10!; C4: 0.570 ~p
,0.05!. For C4, which showed the highest correlation, the
regression line was:

DMMN50.000417.443DF2 , r50.569. ~6!

The regression coefficient differed significantly from
zero~p,0.05! whereas the intercept did not. Thus, similarly
as for the behavioral discrimination measures, for the subject
group as a whole, only theF2 frequency of the referent, not
its designation as P or NP, determined the MMN evoked by
the deviants.

Also, for each electrode, the correlations were computed
between the subjects’ meand8 values and their mean MMN
latencies and amplitudes. The coefficients and two-tailedp
values were for the MMN latencies:F3: 0.494 ~p,0.10!;
Fz: 0.520 ~p,0.10!; F4: 0.512 ~p,0.10!; C3: 0.523 ~p

,0.10!; Cz: 0.514 ~p,0.10!; C4: 0.507~p,0.10!. For the
MMN amplitudes all correlations were small and nonsignifi-
cant.

The correlations between MMNs and category widths
were also computed; none of these correlations was signifi-
cant.

C. Discussion

The MMN recordings showed that preattentive process-
ing is sensitive to differences within a vowel category. The
MMN amplitude increased with the difference between stan-
dard ~referent! and deviant. The subjects’ MMN latencies
correlated with their discrimination performance as measured
by d8, which suggests that conscious and preattentive dis-
crimination of vowel sounds works in much the same way.
The MMN amplitudes were highest in the middle of the
head, and tended to be higher for females than for males. For
d8, there was no appreciable gender difference.

Prior evidence suggested that the MMN reflects the
physical parameters of the stimuli, and not their phonetic
categories~e.g., Aaltonenet al., 1992; Samset al., 1990;
Sharmaet al., 1993; Maisteet al., 1995!. For example, in-
creased sensitivity at phonetic boundaries, reflecting cat-
egorical perception, has not been reported for MMN; neither
are there any differences between MMNs elicited by phoneti-
cally relevant ~e.g., F2! and irrelevant stimuli~e.g., F0!
~Aaltonenet al., 1994!. Typically, the choice of stimuli in
earlier studies was based on the boundary-oriented approach
~using stimuli from opposite categories or from the boundary
area as standards!, whereas in the present study it was guided
by the prototype-oriented approach~using stimuli within one
category!. The most interesting result of experiment 4, then,
is that the position of the stimuli in the phonetic continuum
plays a role in the generation of the MMN. Equal mel dif-
ferences between standard and deviant stimuli elicited larger
MMNs at the higher end of theF2 continuum than at the
lower end. Earlier MMN studies indicate equal discrimina-
tion both across and within categories. Moreover, in the
low-P group the MMN amplitudes not only reflected the dif-
ference between referent and deviant, but also correlated

FIG. 5. Difference curves for P and NP at different electrodes for the high-P
group with 30-mel deviance.

FIG. 6. Difference curves for P and NP atFz for the low-P group with
30-mel deviance.

FIG. 7. Difference curves for P and NP atFz for the high-P group with
30-mel deviance.
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with the rated goodness of the stimuli. This gives further
support to the hypothesis that the prototypes of the high-P
group were based on more abstract levels of processing than
such prototypes as yield a perceptual magnet effect. This
might also explain the attention shift, which was not shown
by the low-P group.

An important feature of the MMN is that its amplitude
increases with training~Kraus et al., 1995!. Perhaps the
MMNs were larger in the good categorizers~the low-P
group! because these had properly learned to discriminate
the stimuli. In the high-P group, as well as in the low-P
group, the MMN tended to be diminished for stimuli in the
low F2 region. Applying the perceptual magnet theory, this
could mean that this region has features that are related to
stimulus prototypicality—although subjects may not recog-
nize this—and therefore impair discrimination.

V. GENERAL DISCUSSION

In earlier studies it has generally been assumed that the
processes underlying the MMN are based primarily on
acoustical stimulus differences~e.g., Näätänen, 1992; Aal-
tonenet al., 1994!. Our results suggest that this may not be
true. The low-P group demonstrated what may be interpreted
as a perceptual magnet effect, not only behaviorally but also
in terms of MMN amplitudes. For this group, equal mel dif-
ferences between standard~referent! and deviant stimuli elic-
ited lower MMNs when the standard was the P than when it
was the NP. On the other hand, the high-P group behaved in
the opposite way: Both as indicated by MMN amplitudes and
behaviorally, it was easier for them to detect differences
from their Ps than from their NPs.

The MMN reflects aspects of sensory processing that are
assumed to be relatively independent of cognitive, linguistic,
and attentional factors. Nevertheless, according to our re-
sults, it is modified by the listener’s experience with spoken
language. One interpretation is that on the auditory process-
ing level this experience is organized into clusters of similar,
frequently heard speech sounds. The ability to discriminate
sounds within the same cluster is impaired—the perceptual
magnet effect—and at the subsequent phonetic processing
level the category limits are adjusted to fit the pattern of
clusters.

Morais and Kolinsky~1994! suggest that there are two
functionally distinct phonological systems underlying lan-
guage processing: an unconscious one for speech perception
and production, and a conscious one for reading and writing.
One explanation for the results of the high-P group might be
that these subjects used unconscious~auditory! phoneme rep-
resentations for discrimination, resulting in interindividually
consistent MMNs andd8 values but conscious~phonetic!
representations, which are more difficult to use, for catego-
rization and goodness rating, yielding inter- and intraindi-
vidually inconsistent results.

In the study of Langet al. ~1990! the MMN elicited by
a given set of pure-tone stimuli varied greatly between nor-
mally hearing listeners; as in the present study, one-third of
their subjects showed lower MMN amplitudes than the oth-
ers. The MMNs correlated with frequency discrimination
performance. It is possible that, for some reason, the memory

traces generating the MMN were not equally well developed
in our poor categorizers as in our good ones. To compensate
for this deficit at the preattentive level of perception, the poor
categorizers may have been inclined to rely on abstract rep-
resentations of the vowels, different from the auditory ones
used by the good categorizers; therefore, attentional pro-
cesses were triggered by the poor categorizers to activate the
corresponding neuronal assemblies.

One counterargument against the interpretation we offer
for our results might be that the mechanism that generates
the MMN may not be fully independent of attention; subjects
may have attended to the stimuli although they were asked to
ignore them. However, there is a bulk of literature on the
MMN ~e.g., Näätänen, 1992! indicating that the MMN rep-
resents preattentive processes. This view is supported by the
fact that the MMN is elicited even when the subject concen-
trates on a difficult problem solving task~Lyytinen et al.,
1992!, or tries to recognize visual stimuli~Woods et al.,
1992! or stimuli in another auditory modality~Paavilainen
et al., 1993!. A strong piece of evidence for the indepen-
dence of the MMN from the direction of the subject’s atten-
tion comes from a recent study by Cheour-Luhtanenet al.
~1995! who recorded an MMN-like response to vowels in
quietly sleeping newborns. In the present study, the lack of
theP3 component in the low-P group strongly suggests that
they did not attend to the stimuli.

Our study also showed that listeners are not all alike in
identifying vowels and in rating their category goodness.
About one-third of our subjects~the poor categorizers! were
uncertain about the phonetic quality of the stimuli. In addi-
tion, their mean MMN amplitude over all electrodes~22.1
mV! was lower than that of the other subjects~22.9 mV!.
However, this difference was not significant, probably be-
cause of the small number of subjects~Lang et al., 1995!.
Nevertheless, separatet tests for each electrode showed dif-
ferences approaching statistical significance between the
groups at Fz @t~11!522.05, p,0.10# and F4 @t~11!
521.86, p,0.10#. As expected, the meand8 also differed
significantly ~2.94 for the high-P group, 3.39 for the low-P
group! @~9.10! ~unequal variances!52.90,p,0.05#.

High goodness ratings require that most formants~F1,
F2,F3, etc.! are close to their prototypical values. However,
as indicated by our results, the perceptual magnet effect
works at a lower level of processing than the goodness rat-
ings. The level of the magnet effect may be also lower than
that where the formant cues are integrated to form a single
percept of a vowel. If so, then the magnet effect can be
elicited when the stimulus vowel has the sameF2 frequency
as the prototype~cf. Lively, 1993!, not requiring a match to
occur forF3 as well. The latter match may depend on inter-
individually varying principles. Our stimuli turned out to
sound quite unnatural for many subjects, and for those sub-
jects theF3 match may not have occurred. The elicitation of
the magnet effect by a single formant match reminds of the
principle in visual perception that the presence of a single
depth cue can evoke size scaling to achieve constancy, with-
out eliciting any conscious experience of depth~see Coren
et al., 1994!.
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VI. CONCLUSIONS

Taken together, our results show that individual listeners
were inconsistent in categorization and goodness rating but
consistent in discrimination. For all our subjects, the poorest
discrimination occurred at about the same location in theF2
continuum, but only the data from the good categorizers are
possible to explain as resulting from a prototype-based mag-
net effect. In speech perception research, the absence of de-
cisive evidence often leads to a long-standing competition
between phonetic explanations and more general and simple
auditory ones~Diehl et al., 1990!. In the case of the percep-
tual magnet effect, more evidence from electrophysiological,
as well as, behavioral measures is obviously needed before
the locus of the effect can be unambiguously determined.
However, for similarF1 frequencies the Finnish listeners of
our study show a discrimination pattern opposite to that of
American listeners. Thus, the pattern of differential sensitiv-
ity along theF2 continuum observed in the present study
seems to result from language experience affecting basic sen-
sory capabilities of listeners, as demonstrated by our MMN
recordings.
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This paper describes the use of the divergence measure as a criterion for finding a transformation
matrix which will map the original speech observations onto a subspace with more discriminative
ability than the original. A gradient-based algorithm is also proposed to compute the transformation
matrix efficiently. The subspace approach is used as a preprocessing step in a hidden Markov model
~HMM ! based system to enhance discrimination of acoustically similar pairs of words. This
approach is compared with standard linear discriminant analysis~LDA ! techniques and shown to
yield as much as 4.5% improvement. The subspace approach is also applied successfully to a more
general recognition problem, i.e., discrimination ofK confusable words, using the average
divergence measure. ©1997 Acoustical Society of America.@S0001-4966~97!04501-3#

PACS numbers: 43.72.Ne@JS#

INTRODUCTION

Linear discriminant analysis is a well-known technique
in statistical pattern recognition which has been applied re-
cently to speech recognition to improve recognition perfor-
mance~Brown, 1987; Yuet al., 1990; Zahorianet al., 1991;
Hunt and Lefebre, 1989; Umbach and Ney, 1992!. The idea
in linear discriminant analysis~LDA ! is to find a transforma-
tion matrix which projects feature vectors from an
n-dimensional space to anm-dimensional space (m,n)
such that a class separability criterion is maximized. Criteria
such as the ratio of overall-class~or between-class! variance
to the average within-class variance are often used in LDA.
Ideally, we would like to use the error probability as a crite-
rion for finding this transformation matrix. Unfortunately,
the error probability is either unknown or too difficult to
compute. In this paper, we propose the divergence measure
as an alternative criterion which, unlike previously proposed
criteria, is related to the Bayes’ error~Kailath, 1967!. In
addition, the divergence measure criterion makes no assump-
tion about the normality of the input features since it is for-
mulated for any distribution. We note that similar measures
have been used in signal selection~Kailath, 1967! and char-
acter recognition applications~Tou and Heydorn, 1967!. We
show here that the use of the divergence measure yields con-
siderable improvement in recognition of confusable pairs of
words. The requirements for the computation of the transfor-
mation matrix in the proposed method are rather high. In
order to reduce the complexity, we propose a gradient algo-
rithm for the efficient computation of the transformation ma-
trix. The above approach has also been applied to a more
general recognition problem, i.e., discrimination ofK con-
fusable words, using the average divergence measure. The
rest of the paper is organized as follows. Section I presents
the derivation of the transformation matrix used to enhance
discrimination of pairs of confusable words, and also gives
simulation results. Section II extends the idea presented in

Sec. I, and derives the transformation matrix used to enhance
the discrimination ofK confusable words. Section III gives
the conclusion.

I. DIVERGENCE MEASURE

The divergence is a measure of dissimilarity between
two pattern classes, and also a measure of difficulty in dis-
criminating between two classes~Kullback, 1958!. Consider
two classes,v1 and v2, characterized by the conditional
probability density functions, p1~x!5p~xuv1! and
p2~x!5p~xuv2!, respectively. Now consider a linear transfor-
mation matrixA which maps the original observationsx into
y, that is

y5ATx, ~1!

wherex is ann-dimension vector,y anm-dimension vector,
m,n, andA is n3m matrix with m linearly independent
columns. The divergence between the two classes in the sub-
space is given by~Kullback, 1958!

Y125E
y
@p1~y!2p2~y!# lnFp1~y!

p2~y!Gdy. ~2!

Assuming that the conditional density functionspi~x! are
normally distributed according toN~mi ,Si! with meansmi

and covariance matricesSi ~i51,2!, then it can be shown
that the corresponding density functionspi~y! are also nor-
mally distributed according toN~ATmi ,A

TSiA!. The diver-
genceY12 is then given by~see Kailath, 1967, p. 59!

Y125
1
2 tr@C1

21C21C2
21C1#2m1 1

2 tr@~C1
211C2

21!D1#,

~3!

whereC15ATS1A, C25ATS2A, D15ATDA arem3m ma-
trices, andD5~m12m2!~m12m2!

T is an n3n matrix, and
tr@•# is the trace of a matrix. We are seeking a transformation
matrix A such that the divergenceY12 given in ~3! is maxi-
mized. This can be done by taking the partial derivative of
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Y12 with respect to the matrixA and setting it equal to zero,
i.e.,

G[
]Y12

]A
5S1A~C2

212C1
21~C21D1!C1

21!1S2A~C1
21

2C2
21~C11D1!C2

21)1DA~C1
211C2

21!.
~4!

Matrix A can be obtained by solving the equationG50 for
A, which is difficult. Therefore we propose a gradient ascent
algorithm for finding matrixA, i.e., given an initial matrix
A~0! update matrixA(k) in the following manner:

A~k11!5A~k!1gG~k! ~5!

for k50,1,2,.., wherek is the iteration index, andg is a
constant step size. This algorithm is terminated when an ap-
propriately chosen convergence criterion is met. The compu-
tation of theG matrix can be simplified a great deal if the
initial matrix A~0! is chosen properly. This can be done as
follows. The divergenceJ12 between two normally distrib-
uted probability densities is given by~see Kailath, 1967, p.
59!

J125
1
2 tr@S1

21S21S2
21S1#2n1 1

2 tr@~S1
211S2

21!D#,
~6!

and using the fact that the trace of a matrix is the sum of its
eigenvalues, Eq.~6! can be written as

J125
1

2 (
i51

n S l i1
1

l i
D2n1

1

2
~d11d2!, ~7!

whereli are the eigenvalues of the matrixS2
21S1, d1 is the

nonzero eigenvalue ofS1
21D, and d2 is the nonzero eigen-

value of S2
21D. Hence,A~0! can be initialized with them

eigenvectors ofS2
21S1, corresponding to the eigenvaluesli

for which

l i1
1

l i
>lk1

1

lk
i51,2,...,m and k51,2,..n iÞk.

~8!

With this A~0! as the initial matrix in~5!, theG matrix com-
putation~4! can be simplified significantly using the follow-
ing result from linear algebra~Searle, 1982!. SinceSi are
positive definite, the eigenvector matrixU of S2

21S1, simul-
taneously diagonalizes the matricesS1 andS2, that is

UTS1U5L and UTS2U5I , ~9!

whereL is the diagonal eigenvalue matrix ofS2
21S1 andI is

the identity matrix. Therefore, the covariance matrices will
initially be diagonalized when the matrixA~0! is initialized
with them eigenvectors ofU. There is no guarantee that the
matrixA(k) in ~5! will also diagonalize the covariance matri-
ces for everyk. We found, however, thatA(k)TSiA

(k) is ap-
proximately diagonal, and thereforeCi

(k) can be approxi-
mated by the diagonal ofA(k)TSiA

(k), i.e., C1
(k)

' diag(A(k)TS1A
(k)) andC2

(k) ' diag(A(k)TS2A
(k)). Letting

S1( i )5~ATS1A!i i @~F!i i denotes the diagonal element of the
i th row of matrixF#, S2( i )5~ATS2A!i i ( i51,2,...,m) and
defining the diagonal matricesEj (m3m), j51,...,4, with di-
agonal elements given by

~E1! i i5
1

S1~ i !
2
S1~ i !

S2
2~ i !

, ~10!

~E2! i i5
1

S2~ i !
2
S2~ i !

S1
2~ i !

, ~11!

~E3! i i5
1

S1~ i !
, ~12!

~E4! i i5
1

S2~ i !
, ~13!

theG matrix can be approximated byĜ

Ĝ'S1A~E22E3D1E3!1S2A~E12E4D1E4!

1DA~E31E4!. ~14!

Note that theĜ matrix computation no longer requires ma-
trix inversions for each iteration, but only matrix multiplica-
tions. Therefore theĜ matrix, and consequently the transfor-
mationA matrix, can be computed efficiently. It should also
be noted that the matrixĜ ~14! and Eqs.~10!–~13! are valid
under the assumption that the covariance matricesSi are
symmetric and positive definite. Simulation results are pre-
sented next which compare the performance obtained using
the exact matrixG and its approximationĜ.

A. Training

The divergence-based approach can be used in general
to enhance the discrimination of confusable pairs of pho-
nemes, words, etc. For instance, it can be used to enhance the
recognition of phonemes /b/–/d/, /p/–/t/, /m/–/n/, etc., which
are known to be highly confusable. In this paper, we will
apply our approach to the discrimination of the lettersMand
N in the alphabet~i.e., discrimination of /m/–/n/!, which are
considered to be the second most confusable set in the alpha-
bet after the E-set~Cole et al., 1990a; Loizouet al., 1995a;
Loizou and Spanias, 1994!. Sixty speakers from the ISOLET
database~Coleet al., 1990b!, speaking the alphabet letters M
and N twice in isolation, were used to test and train our
phoneme-based HMM recognizer. Half of the speakers were
used in training, and half for testing, with an equal number of
female and male speakers. There was a total 60 training ut-
terances~30 of letter M and 30 of letter N! and 120 testing
utterances~60 of letter M and 60 of letter N!.

The original feature vectors used to derive the transfor-
mation matrix consisted of 26 log-filterbank energies ob-
tained by applying 26 mel-spaced triangular windows to the
magnitude spectrum. Training involved a three step proce-
dure. The training data were first manually segmented into
the phonemes@eh#, @m#, and@n#. Feature vectors correspond-
ing to segments@m# and @n# were then used to estimate the
sample mean vectors,m1 andm2, and covariance matrices,
S1 andS2, respectively. In the second step, the transforma-
tion matrix was estimated using the gradient ascent algo-
rithm ~the final transformation matrix was obtained within
six iterations using the gradient based algorithm! described
in the previous section, and then used to project the original
n-dimensional feature vectors of letters M and N to an
m-dimensional space (m,n). In the last step, the projected
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feature vectors, appended with a normalized energy term,
were used to train phoneme-based HMMs using conven-
tional HMM training techniques~e.g., the Baum–Welch al-
gorithm!. A single state, single Gaussian mixture, continuous
HMM was used to model each of the phonemes@eh#, @m#,
and @n#. Recognition was performed using the Viterbi algo-
rithm.

It should be noted here that the proposed approach is
used as a preprocessing step in an HMM-based system. It is
therefore not optimal, in the sense that the transformation
matrix is obtained independently of the HMM training. An
optimal linear-transformation approach has been proposed
by Schukat-Talamazziniet al. ~1995! where the transforma-
tion matrix was included in the model~called feature trans-
form hidden Markov model!, and incorporated in the maxi-
mum likelihood HMM parameter estimation. A similar
approach has also been proposed by Rathinavelu and Deng
~1996! for discriminative training of confusable classes.

B. Results

A series of experiments were run to determine the best
~in terms of recognition performance! feature dimensionm
to use in recognition of M and N. This is an important issue
in subspace projection approaches, which can be resolved
experimentally by varying the dimension of the transformed
features and observing the performance. Figure 1, plot~a!,
shows the percentage of correct classifications of letters M
and N, as a function of feature dimension. Figure 1, plot~b!,
gives the recognition performance obtained when the trans-

formation matrix in~5! is computed using the approximateG
matrix ~14!. The difference in performance is small, which
shows that the transformation matrix can be estimated effi-
ciently without considerable loss of performance. In order to
compare the divergence-based approach with the standard
LDA approach, we ran a few additional experiments using
the LDA transformation matrix, in place of the divergence-
based transformation matrix, to project the feature vectors
@see Fig. 1, plot~c!#. The LDA transformation matrix was
estimated from within-class and total scatter matrices as in
~Brown, 1987; Yuet al., 1990; Umbach and Ney, 1992!. It
should be noted that in our experiments the total scatter ma-
trix was computed using only the /m/ and /n/ observations,
and not the /eh/ observations. As shown in Fig. 1, the
divergence-based approach outperformed the LDA method
for all feature dimensions, with maximum performance of
90% obtained withm512 or 6.

So far, we used context-independent models and as-
sumed that each phoneme was characterized with a single
Gaussian distribution, i.e., with a single state HMM. Addi-
tional experiments revealed, however, that further improve-
ment in performance could be achieved by modeling each
phoneme with a three-state HMM, and by using context-
dependent models rather than context-independent models.
Figure 2 shows the performance obtained@using the exact
matrix G ~4!# with three-state context-independent models
and three-state context-dependent models~@eh1m#, @eh1n#,
@n1sil#, @m1sil#!. As shown in Fig. 2 the context-dependent
models outperformed the context-independent models for all

FIG. 1. Comparative performance, in terms of percent correct classification of lettersM andN, between our proposed approach@plots ~a! and ~b!# and the
LDA method @plot ~c!# as a function of the projected feature dimension. Plots~a! and ~b! give the performance obtained with our approach when the
transformation matrix in~5! is estimated using the exactG matrix ~4! and approximateĜ matrix ~14!, respectively. Plot~c! gives the performance obtained
when the LDA transformation matrix is used to project the feature vectors.

1108 1108J. Acoust. Soc. Am., Vol. 101, No. 2, February 1997 P. Loizou and A. Spanias: Improving discrimination of confusable words



feature dimensions by as much as 6%. The maximum per-
formance achieved with the context-dependent models was
92.5% withm516. Further improvement was realized by
appending to the projected feature vector the delta feature
vector and delta energy terms. This improved the perfor-
mance to 94.1%~obtained withm514!.

II. AVERAGE DIVERGENCE MEASURE

In the previous section, we discussed how to use the
divergence measure in a two-class classification problem,
where the two classes are highly confusable. In this section,
we extend this idea toK-class classification problems, using
the average divergence measure~Loizou and Spanias,
1995b!.

The average divergence measure~ADIV ! can be defined
as ~Grettenberg, 1963!,

J̄5(
i51

K

(
j51

K

PiPjJ~ i , j !, ~15!

whereK is the number of classes~e.g., words, phonemes,
etc.!, Pi is thea priori probability of classi andJ( i , j ) is the
divergence between classesi and j . Assuming that all the
classes are normally distributed,J( i , j ) can be given as in
~3!, i.e.,

J~ i , j !5 1
2 tr@Ci

21Cj1Cj
21Ci #2m

1 1
2 tr@~Ci

211Cj
21!ATDi jA#, ~16!

where Ci5ATSiA, Cj5ATSjA are m3m matrices, and
Di j5~mi2mj !~mi2mj !

T is ann3n matrix. Assuming a com-

mon covariance matrixV among all classes, the average di-
vergence reduces to

J̄5(
i51

K

(
j51

K

PiPj tr@~A
TVA !21ATDi jA#. ~17!

The average divergenceJ̄ can be considered to be a statisti-
cal measure of how clustered or dispersed theK classes are.
Misclassifications often occur because the classes are closely
clustered. Naturally, in order to minimize the recognition
errors, the classes need to be separated from each other as
much as possible. This can be done by finding a transforma-
tion matrixA that will maximize the average divergenceJ̄.
Matrix A can be found as follows. Let the matrixM (n3n)
be defined as

M5(
i51

K

(
j51

K

PiPj~mi2mj !~mi2mj !
T, ~18!

then the averaged average divergence in~17! can be written
as

J̄5tr@~ATVA !21~ATMA !#. ~19!

The matrixA that maximizes the average divergenceJ̄ can
be formed by selecting them eigenvectors of the matrix
V21M corresponding to them largest eigenvalues. It is
noted here that the criterionJ̄ is not the same as Fisher’s
discriminant ratio~F ratio! because the matrixM is different
from the between-class scatter matrix used in theF ratio.

FIG. 2. Comparative performance, in terms of percent correct classification of letters M and N, of the divergence-based approach using three-state context-
independent models@plot ~a!# and three-state context-dependent models@plot ~b!#.
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A. Training

The ADIV measure was applied in speaker-independent
recognition of the E-set letters~B, C, D, E, G, P, T, V, Z!
recorded over the telephone. This is a challenging task, be-
cause of the existing acoustic similarities among the letters.
E-set letters, taken from a telephone-based alphabet database
~Cole et al., 1992!, were used to train a phoneme-based
HMM recognizer. A total of 100 speakers were used for
training and testing, 60 for training and 40 for testing with
equal number of female and male speakers. The original fea-
tures used in training were the log-filterbank energies ob-
tained by applying 22 mel-spaced triangular windows to the
magnitude spectrum. The feature vector consisted of 22 log-
filterbank energies appended by a normalized energy term.
These features were used to derive the transformation matrix
A as follows:

Compute the common sample covariance matrixV and
the sample mean vectorsmi ( i51,...,K) from the training
data. In our application,K59 corresponding to the nine con-
sonants in the E-set.

Construct matrixM as per~18!, and compute the eigen-
values and eigenvectors ofV21M . Use them eigenvectors
corresponding to them largest eigenvalues ofV21M as the
m columns of matrixA.
Matrix A was then used to project the original observations
x~n31! to y, of dimensionm,n. The projected observations
y, appended with a normalized energy term, were used to
train phoneme-based HMMs.

There is a total of 11 phonemes in the E-set, namely /iy/,
/b/, /s/, /d/, /q/, /jh/, /p/, /t/, /v/, /z/, and /pv/.~The label /pv/
is used for prevoicing, occurring sometimes in letters B, D,
and G.! Each phoneme was characterized with a three-state
continuous density HMM with diagonal covariance and one
mixture per state. A two-state HMM was used for /b/ and /q/.
Context-independent models were trained by first running
five iterations of the segmentalk-means procedure, followed
by five iterations of the Baum-Welch algorithm. The context-
independent models were then used to obtain context-
dependent models by running one iteration of the Baum–
Welch reestimation procedure. The context-dependent
models were used for recognition. The Viterbi algorithm was
employed at recognition with a bigram language model.

B. Results

We first established the baseline performance, namely
the performance obtained without using the average diver-
gence to project the original features. Baseline performance

of 40.73% was obtained with the original features, i.e., with
m522. Results obtained with the average divergence are
given in Table I for various values ofm. As it can be seen a
13% improvement was realized with the average divergence.
This clearly illustrates the effectiveness of the ADIV mea-
sure in enhancing discrimination of confusable words.

Further overall improvement was achieved by append-
ing to the projected feature vectors the delta coefficients and
the delta energy. Results are given in Table II, showing a big
improvement in performance. This was not surprising, given
that the delta coefficients are known to be effective features
in tracking dynamic spectral information, which is very im-
portant in E-set discrimination.

Finally, we compared the performance of a conventional
feature representation, such as the cepstrum coefficients,
with the performance obtained with projected features de-
rived from the ADIV measure. A 50% and 47% correct per-
formance was obtained using cepstrum coefficients of di-
mension 8 and 4, respectively. These results are lower than
the ones obtained with the ADIV measure~see Table I!.

III. DISCUSSION

We showed how the divergence measure can be used in
a subspace projection approach to enhance discrimination of
confusable pairs of words. A 4.5% improvement over stan-
dard LDA techniques was achieved when applied in the rec-
ognition of letters M and N, a highly confusable pair in al-
phabet recognition. The proposed approach has also been
applied successfully to a more general classification prob-
lem, i.e., discrimination ofK confusable words, using the
average divergence measure. This approach could therefore
be applied more generally to continuous speech recognition
to enhance phoneme discrimination.
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Materials for guitar back plates made from sustainable
forest resources
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A new type of wood-based material for guitar back plates as a substitute for Brazilian rosewood was
produced based on Japanese cedar logs with a small diameter, of which the utilization is limited
despite its availability. The sapwood portion of logs with a diameter of 20 cm was processed to
veneers of 2 mm thickness using a rotary lathing machine. The veneers were impregnated with a
low-molecular-weight phenolic resin, laminated in parallel, and compressed perpendicular to their
plane. When the veneers were treated with a 3% or 5% aqueous solution and compressed to a
density of 0.8 without adhesives, the specific dynamic Young’s modulus~E/g, ratio of stiffness to
specific gravity! and tand ~damping! of the materials became almost the same as those of Brazilian
rosewood in the lower-frequency range, not only in the longitudinal direction but also across the
longitudinal direction. However, the frequency dependencies of the specific Young’s modulus and
tand of the materials differed from those of Brazilian rosewood, which may be partially related to
the higher values ofE/G of laminated compressed wood as a result of the increased density induced
by deformation of the cell walls. ©1997 Acoustical Society of America.
@S0001-4966~97!02801-4#

PACS numbers: 43.75.Gh@WJS#

INTRODUCTION

The tone quality of wooden stringed instruments is
highly dependent on the acoustic properties of the materials
used. Therefore, materials are carefully selected by musical
instrument producers. For example, German spruce has been
found to be the best suited material for the top plate of vio-
lins and guitars, as well as for soundboards of pianos. In
addition, historical evidence suggests that Brazilian rose-
wood has suitable acoustic properties for the back plate of
guitars. However, the availability of high quality resonance
wood has recently decreased. The acquisition of Brazilian
rosewood especially has become difficult, because the cut-
ting and export of this material has been prohibited due to
conservation of the tropical rain forest. Therefore, substitute
materials have been sought, but most of these are also en-
dangered species. At present, there is little hope of improve-
ment of these conditions. To maintain the quality of musical
instruments while preserving forest resources, a wood-based
material with acoustic properties similar to Brazilian rose-
wood must be produced from easily reproducible and fast-
growing forest resources.

We have studied the acoustic properties of wood used
for various musical instruments and clarified the mechanisms
defining their particular acoustic properties~Yano et al.,
1990, 1992, 1995; Yano, 1994!. Some chemical treatments
were found to be effective in improving the acoustic proper-
ties of wood~Yano and Minato, 1992; Yanoet al., 1994!. In
this study we produced a new type of wood-based material
from Japanese cedar, of which the utilization is limited de-
spite its availability, as a substitute for Brazilian rosewood.

I. ACOUSTIC PROPERTIES OF BRAZILIAN
ROSEWOOD

To produce a wood-based material for guitar back
plates, one must clarify the desired acoustic properties of
Brazilian rosewood. Hence, in previous studies we analyzed
the acoustic properties of Brazilian rosewood as well as
those of Indian rosewood~Yano et al., 1995!. The acoustic
properties of wood used for guitar top and back plates, evalu-
ated by the free–free vibration method at 20 °C and 65%
R.H., are summarized in Table I.

The specific gravity~g! of Brazilian rosewood was dis-
tributed around 0.9, which is about 1.1, 2, and 2.5 times
higher than the gravity of Indian rosewood, German spruce,
and Western red cedar, respectively. As the maximum spe-
cific gravity of wood is around 1.1–1.2, these observations
show that a high specific gravity is vital for materials for
guitar back plates. Furthermore, as the Young’s modulus (E)
of wood generally increases with increasing specific gravity,
higher acoustic impedance (gE) also seems to be a require-
ment for high-quality back plates.

Differences were also observed in the value of tand
~damping, inverse ofQ factor! in the longitudinal direction
between Brazilian rosewood and Indian rosewood; the mean
value of Brazilian rosewood was 20% lower than that of
Indian rosewood. In comparison with other woods, Brazilian
rosewood has a lower tand in both the longitudinal and
across the longitudinal directions. Thus, low tand values are
also important for substitute materials. On the other hand, no
significant differences were observed in the specific dynamic
Young’s modulus between Brazilian rosewood and Indian
rosewood, the values for both were 30% lower than that of
German spruce, which is well known to have a high specific
dynamic Young’s modulus in the longitudinal direction. This
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shows that a high specific dynamic Young’s modulus is not
indispensable for materials for guitar back plates. On the
basis of these results, Brazilian rosewood appears to be a
suitable material for guitar back plates due to its high den-
sity, high modulus of elasticity, and low damping.

The oven-dry weight of Brazilian rosewood specimens
immersed in methanol was reduced by up to 30%, and the
value of tand in the longitudinal and across longitudinal di-
rections increased linearly by up to 120% with the reduction
in oven-dry weight. Thus, the acoustic properties which are
peculiar to Brazilian rosewood are highly dependent on
methanol extractives.

II. PRODUCTION OF PHENOLIC
RESIN-IMPREGNATED VENEER LAMINATED BOARD

The specific gravity of wood cell walls is approximately
1.45 regardless of species. Thus, a high density and a high
modulus of elasticity of wood are results of a high volumet-
ric ratio of cell walls. On the other hand, as mentioned
above, the pronounced low damping of Brazilian rosewood
results from methanol extractives, which are maintained in
the cell wall and increase the cohesive forces between the
wood constituents. Therefore, a combination of compression
and low-molecular-weight phenolic resin treatment to en-
hance the acoustic properties may be effective in producing
substitutes for Brazilian rosewood.

A. Material and production of veneer

Japanese cedar(Cryptomeria japonica)was used as the
raw material. Japanese cedar is easily reproduced and grows
quickly. Therefore, a stable supply could be available in the
future. However, the utilization of Japanese cedar in building
construction has been limited because of its low specific
gravity and poor mechanical properties, even though it is the
most commonly cultivated tree in Japan. Logs of Japanese
cedar with a small diameter~less than 30 cm! have not been
used commercially up to this date. For this reason, logs with
a diameter of 20 cm and an age of 27 years were obtained
from the experimental forest of Kyoto Prefectural University
and were used as raw materials in this study.

Increasing the wood density is achieved by deformation
and collapse of cells, as shown in Fig. 1. Thus, compression
of wood must be performed in the radial direction where the
latewood portion~thick cell walls! and earlywood portion
~thin cell walls! are distributed in series. In addition, to ob-
tain a guitar back plate with no side-to-side-grain joint, the
logs must be processed to veneers. Hence, the sapwood por-
tion of the logs was processed to veneer with a thickness of
2 mm with a rotary lathing machine. Veneers produced by
the machine has two sides—outer or tight and inner or loose;
the latter has fine or large checks~fissures! called ‘‘lathe
checks’’ ~Tsoumis, 1991!. These checks increase the perme-
ability of the veneers, which results in a uniform chemical
treatment of the material; however, on the other hand, these

FIG. 1. Deformation of wood cell walls by compression~Japanese cedar,
courtesy of Dr. Ikuho Iida!.

TABLE I. Acoustic properties of wood used for guitar top and back plates~Yano et al., 1990, 1995!. @AVE:
Mean value, s.d.: Standard deviation. SubscriptsL andCL imply longitudinal and cross-longitudinal direction,
respectively.#

Species g
EL/g
~GPa!

ECL/g
~GPa!

tandL
~31023!

tandCL
~31022!

Brazilian rosewood AVE 0.864 18.1 2.32 5.83 1.47
Dalbergia nigra s.d. 0.083 3.3 0.42 1.57 0.43

samples 113 113 59 113 59

Indian rosewood AVE 0.775 17.4 3.00 7.37 1.46
Dalbergia latifolia s.d. 0.050 2.9 0.60 1.16 0.23

samples 72 72 71 72 71

German spruce AVE 0.426 26.0 1.78 6.86 1.80
Picea abies s.d. 0.041 3.4 0.40 0.76 0.12

samples 179 179 30 179 30

Western red cedar AVE 0.354 20.7 1.79 4.84 1.04
Thuja plicata s.d. 0.023 2.8 0.42 0.52 0.08

samples 164 164 55 164 55
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checks greatly increase the internal friction of veneers.
Two types of specimens were processed from the ve-

neers; longitudinal specimens with the dimensions 240~lon-
gitudinal, L! 3 40 ~tangential,T! 3 2 mm ~radial,R! and
tangential specimens with the dimensions 603 1603 2 mm
~L, T, R!. The average specific gravity of the specimens was
0.27. Quarter sawn longitudinal specimens with the dimen-
sions 1603 12 3 3 mm ~L, R, T! were also prepared from
the same logs as lathe check-free control specimens, to
clarify the effects of lathe checks on the acoustic properties
of the veneer laminated materials.

The acoustic properties of the veneer and the quarter
sawn specimens evaluated by the free–free vibration method
~Hearmon, 1958! at 20 °C and 65% R.H. are summarized in
Table II. Table II shows that the specific dynamic Young’s
modulus in the longitudinal direction decreased and tand in
the longitudinal direction increased markedly due to the lathe
checks. Table II also shows that the differences in acoustic
properties between Japanese cedar and Brazilian rosewood
became wider after veneer lathing. The acoustic properties of
tangential veneer specimens could not be measured because
of the lathe checks. Thus, an important objective in this
study was to reduce the influence of lathe checks on the
acoustic properties.

B. Resin impregnation and increase of density

Phenolic resin impregnation was carried out on the ve-
neers. Low-molecular-weight phenolic resin treatment is
known to decrease tand of wood, and to decrease the hygro-
scopicity of wood, resulting in stabilization of acoustic prop-
erties against changes in humidity~Yano et al., 1994!. Fur-
thermore, the treatment is effective in fixing the compressed
condition when the curing of the resin is carried out during
compression~Stamm, 1964!.

The veneer specimens were soaked in 1%, 3%, 5%, or
10% aqueous solutions of phenolic resin with a number av-
erage molecular weight of about 200 for 10 days. Thereafter,
they were air-dried for 10 days followed by drying at 70 °C
for 12 h. Several veneer specimens were layered with a par-
allel orientation and compressed at 150 °C for 15 min to
make boards with a thickness of 4 mm thick along with
heating. The effects of the concentration of the aqueous so-
lution were studied in specimens composed of six veneers.
The effects of the compression were studied using specimens
composed of 2–6 veneers which were soaked in a 5% aque-
ous phenolic resin solution. The degree of compression was

evaluated by dividing the total thickness of the resin-
impregnated veneers dried at 70 °C for 12 h, by the oven-
dried thickness of the boards obtained.

Some veneer specimens were laminated after spraying
100 g/m2 of phenolic resin adhesives on one side of the
veneer.

III. ACOUSTIC PROPERTIES AND DIMENSIONAL
STABILITY OF RESIN-IMPREGNATED VENEER
LAMINATED BOARD

The laminated and compressed veneer boards were pro-
cessed into two types of specimens: longitudinal specimens
with the dimensions 200315 mm (L,T) and tangential
specimens with the dimensions 150315 mm (T,L). The
specimens were oven-dried for 24 h at 50 °C before measur-
ing the oven-dry weight and dimensions. Thereafter, they
were conditioned at 20 °C and 65% R.H. for 3 weeks before
measuring the air-dry weight and dimensions, as well as
acoustic properties. The acoustic properties, such as the spe-
cific Young’s modulus and tand, were evaluated using the
free–free vibration method mainly at the first mode of vibra-
tion where shearing deformation is negligible. Several speci-
mens were subjected to measurement of the apparent fre-
quency dependence of specific Young’s modulus and tand.
The resonance frequency of the specimens was varied by
changing their vibrational mode.

A. Specific gravity

The changes in specific gravity versus compression and
resin concentration are shown in Fig. 2.

FIG. 2. Specific gravity of veneer-laminated material versus degree of com-
pression and resin concentration.s, without adhesives;d, with adhesives.

TABLE II. Acoustic properties of the specimens.@AVE: Mean value, s.d.:
Standard deviation. SubscriptsL and T imply longitudinal and tangential
directions, respectively.* : Unable to measure.#

Specimens g
EL/g
~GPa!

ET/g
~GPa!

tandL
~31023!

tandT
~31022!

Check-free AVE 0.298 21.7 6.44
specimens s.d. 0.015 0.7 0.32

samples 8 8 8

Veneer specimens AVE 0.269 12.9 * 12.36 *
s.d. 0.022 2.1 * 3.78 *
samples 114 114 27
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The specific gravity of specimens treated with resin at a
concentration of 5% increased with increasing degree of
compression. The specific gravity of specimens laminated
without adhesives reached a specific gravity of around 0.8 at
a degree of compression of 2.7. The specimens laminated
with adhesives had specific gravities that were 0.1–0.15
higher than those for the specimens without adhesives at the
same degree of compression. This can be attributed to the
additional weight of the adhesives.

The effects of resin concentration were compared at a
degree of compression of about 2.5. The degree of compres-
sion was evaluated by dividing the total thickness of the
resin-impregnated veneers by the distance between the hot-
press plates, which was 4 mm. As can be seen in Fig. 2, the
specific gravity increased with increasing resin concentra-
tion. This result can be accounted for by the increase in the
amount of resin absorbed by the wood with increasing resin
concentration, and by the effects of the recovery of the thick-
ness which occurred when the resin content was insufficient
to fix the cell wall deformation.

B. Specific dynamic Young’s modulus

The relationships between specific dynamic Young’s
modulus in the longitudinal direction and the specific gravity
and resin concentration are shown in Fig. 3.

In specimens treated with a 5% resin solution, the values
of the specific dynamic Young’s modulus were almost con-
stant regardless of the degree of compression. This suggests
that the Young’s modulus in the longitudinal direction in-

creased in proportion to the increase in specific gravity. Fur-
thermore, the adhesive lowered the specific dynamic
Young’s modulus by about 10%.

The specific dynamic Young’s modulus did not change
with increasing resin concentration until 5%. However,
specimens treated with a 10% resin solution exhibited a
lower specific dynamic Young’s modulus than those treated
with a 5% resin solution. Decreases in the specific dynamic
Young’s modulus were also observed when the veneers were
laminated with adhesives. Hence, this decrease was attrib-
uted to excessive impregnation of phenolic resin in the cell
cavities, which was not effective in increasing the Young’s
modulus significantly.

As mentioned above, to convert the veneer into a mate-
rial suitable for soundboards, one must eliminate the influ-
ence of lathe checks on the specific dynamic Young’s modu-
lus. As shown in Table II, the average values of the specific
dynamic Young’s modulus of the check-free specimens and
the veneer specimens were 20.6 and 12.9 GPa, respectively.
This difference indicates a significant influence of lathe
checks. Due to treatment with a 5% phenolic resin solution,
the specific dynamic Young’s modulus of the check-free
specimens decreased by 5% and became 19 GPa. Since the
specific dynamic Young’s modulus of wood does not change
with compression as shown in Fig. 3, the specific dynamic
Young’s modulus of the laminated specimens should be
around 19 GPa when the influence of lathe checks are re-
moved. Figure 3 shows that the specific dynamic Young’s
modulus of specimens laminated without adhesives reached
more than 19 GPa even at a resin concentration of 1%. This
suggests that the influence of lathe checks on the specific
dynamic Young’s modulus in the longitudinal direction was
eliminated by the combination of impregnation with a low-
molecular-weight phenolic resin and compression.

As shown in Fig. 4, the specific dynamic Young’s
modulus in the tangential direction, in contrast to that in the
longitudinal direction, increased linearly with increasing spe-
cific gravity, i.e., with increasing degree of compression.
Furthermore, the specific Young’s modulus also increased
with increasing resin concentration, and reached 5 GPa after
treatment with a 10% resin solution. This value was 3 GPa
higher than that of Brazilian rosewood. Thus, to obtain a
material with the same specific gravity and specific dynamic
Young’s modulus as Brazilian rosewood in both the tangen-
tial and the longitudinal direction, the resin concentration
must be kept below 5%. The increases in specific dynamic
Young’s modulus with increasing density or resin concentra-
tion may be related to the increase in resin content in a unit
volume of compressed wood. However, the precise mecha-
nisms are as yet unclear.

C. Tan d

The relationships between tand in the longitudinal di-
rection and the specific gravity and resin concentration are
shown in Fig. 5. When the specimens were treated with a 5%
resin solution, the values of tand were almost the same re-
gardless of the degree of compression. Furthermore, the val-
ues for the specimens laminated without adhesives were al-
most equivalent to those of check-free specimens treated

FIG. 3. Specific dynamic Young’s modulus of veneer-laminated material in
the longitudinal direction versus specific gravity and resin concentration.s,
without adhesives;d, with adhesives.
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with a 5% resin solution, the values of which were compa-
rable to that of Brazilian rosewood. This suggests that the
influence of lathe checks on tand were eliminated by im-
pregnation with a 5% resin solution even at a low degree of
compression.

As shown in Fig. 5, the values of tand decreased with
increasing resin concentration up to 5%. However, the speci-
mens treated with a 10% resin solution showed higher values
than those treated with a 5% solution. As reported previously
~Yano et al., 1994!, the decrease in tand was small with
increasing average molecular weight of the resin in the case
of low-molecular-weight phenolic resin treatment. This re-
sult could be explained by a decrease in the amount of resin
maintained in the cell walls and by an increase in resin con-
tent in the cell cavities. Thus, the higher values of tand
obtained with a 10% phenolic resin treatment may have been
due to excessive impregnation by the resin in the cell cavi-
ties.

The values of tand were increased by 20% with adhe-
sives at the same degree of compression and same resin con-
centration. For the manufacture of laminated wood, the in-
fluences of adhesives must therefore be considered.

The values of tand in the tangential direction are shown
in Fig. 6. The relationships between specific gravity and
tand shows that after a 5% resin treatment, similarly to the
results observed in the longitudinal direction, lower values
comparable to those of Brazilian rosewood were attained
even at lower compressive condition. However, the values of

FIG. 4. Specific dynamic Young’s modulus of veneer-laminated material in
the tangential direction versus specific gravity and resin concentration.s,
without adhesives;d, with adhesives.

FIG. 5. Tand of veneer-laminated material in the longitudinal direction
versus specific gravity and resin concentration.s, without adhesives;d,
with adhesives.

FIG. 6. Tand of veneer-laminated material in the tangential direction versus
specific gravity and resin concentration.s, without adhesives;d, with ad-
hesives.
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tand for specimens without resin impregnation and those
treated with a 1% resin solution were higher than the values
of 3% resin-treated specimens irrespective of the degree of
compression. This suggests that impregnation with a low-
molecular-weight phenolic resin is effective in eliminating
the influence of lathe checks on the acoustic properties of
veneer not only in the longitudinal direction but also in the
tangential direction.

D. The angular distribution of specific dynamic
Young’s modulus and tan d

On the basis of these results, we concluded that materi-
als with the same acoustical properties as Brazilian rosewood
in the lower-frequency range can be obtained when the ve-
neers are processed with a 3%–5% low-molecular-weight
phenolic resin and compressed to a degree of compression of
2–2.5 without adhesives. Hence, five pieces of 5% phenolic
resin-impregnated veneers half the size of a guitar back plate
were laminated in parallel and compressed to a degree of
compression of 2.3 without adhesives. The distributions of
acoustic properties within the plane of the veneer laminated
material are compared with those of Brazilian rosewood in
Fig. 7. The angular distribution of specific dynamic Young’s
modulus and tand in the veneer-laminated boards resembled
those of Brazilian rosewood. This suggests that a material
with similar acoustic properties as Brazilian rosewood in the
lower-frequency range can be produced from logs of Japa-
nese cedar with a small diameter.

E. Frequency dependencies of acoustic properties

To be able to use veneer-laminated boards as a back
plate material for guitar, the acoustic properties in a wide
frequency range must be clarified and compared with those
of Brazilian rosewood. Hence, the frequency dependencies
of specific dynamic Young’s modulus and tand were studied
in the longitudinal and tangential specimens treated with a
5% phenolic resin solution and compressed to a degree of
compression of 2.5, and the results were compared with the
frequency dependencies of longitudinal and tangential speci-
mens of Brazilian rosewood. The dimensions of the longitu-
dinal specimens were 200 mm (L)315 mm (T)34.5 mm
(R), and those of tangential specimens were 140 mm (T)
315 mm (L)34.5 mm (R).

Figure 8 shows that, in the longitudinal direction, the
specific dynamic Young’s modulus of both laminated speci-
mens and Brazilian rosewood decreased with increasing fre-
quency. The specific dynamic Young’s modulus of the wood
evaluated by the longitudinal vibration method did not de-
pend on the frequency~Tonosakiet al., 1983!. In addition,
the frequency dependencies of the specific dynamic Young’s
modulus of wood did not change due to a phenolic resin
treatment~Yano et al., 1994!. Thus, this reduction may be
related to the effects of shearing deformation, the importance
of which increases with increasing frequency; that is, the
decreases in the distance between the nodes of the vibrating
beams with increasing vibrational mode. Furthermore, the
decrease was larger in laminated wood specimens than in
Brazilian rosewood. As the dimensions of the specimens
were the same, this difference indicates that the ratio of
Young’s modulus to the shearing modulus (EL/GLR) was

FIG. 7. Angular distributions of specific dynamic Young’s modulus and
tand. s, n, veneer-laminated material;d, m, Brazilian rosewood.

FIG. 8. Frequency dependencies of specific dynamic Young’s modulus.s,
n, veneer-laminated material;d, m, Brazilian rosewood.
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higher in the laminated specimens than in Brazilian rose-
wood.

The differences in the frequency dependencies of the
specific dynamic Young’s modulus were more pronounced
in the tangential specimens. The specific Young’s modulus
of the Brazilian rosewood specimens did not depend on the
frequency. On the other hand, the values of the laminated
veneer specimens decreased with increasing frequency. As
the dimension of laminated veneer and Brazilian rosewood
specimens were the same, this difference may have resulted
from differences in the value ofET/GTR .

Generally, the rolling shear stiffness becomes large with
increasing cell wall thickness. Hence, above a specific grav-
ity of 1 the value ofET/GTR of wood reaches 3.5~Yano and
Yamada, 1985!, which approaches the value of isotropic ma-
terials, which is 2.6–2.8. This means that the differences in
the values ofET/GTR observed between Brazilian rosewood
and laminated veneer specimens cannot be explained by dif-
ferences in specific gravity. So, we must take into account
the higher density of Brazilian rosewood which arises from
thicker cell walls. However, the higher density for com-
pressed wood results from the deformation of cells as shown
in Fig. 1. This deformation seems to give rise to lowerGTR

andGLR in comparison to the values of Brazilian rosewood,
which results in high values ofET/GTR andEL/GLR . The
effects of the higher values ofE/G on the radiated sound
from musical instruments must be considered.

The values of tand for laminated veneer and Brazilian
rosewood specimens increased with increasing frequency in
both the longitudinal and tangential directions~Fig. 9!. How-
ever, the increase was higher in the laminated veneer speci-

mens. This may be the result of the higher values ofE/G and
changes in frequency dependencies of tand due to phenolic
resin treatment as reported previously~Yano et al., 1994b!.
From the viewpoint of acoustic characteristics of materials,
the phenolic resin-treated veneer-laminated board diminishes
sound radiation at high frequency.

F. Dimensional stability

Table III shows the swelling efficiency~the degree of
dimensional changes due to moisture absorption! in the tan-
gential direction from a oven-dry condition to 20 °C and
65% R.H., and the equilibrium moisture content at 20 °C and
65% R.H.

In general, the moisture content of wood at 20 °C and
65% R.H. is in the range of 10%–12%. The moisture content
of the 5% aqueous-solution-treated specimens was 4.78%,
which is less than half the value of untreated wood and lower
than that of Brazilian rosewood, the moisture content of
which is reduced by a large heartwood content. The reduc-
tion of the moisture content in the treated wood is caused by
impregnation of phenolic resin in the cell walls which re-
duces the absorption of moisture into the cell walls. The
results obtained here imply that low-molecular-weight
phenolic-resin-treated laminated boards have higher dimen-
sional stability, and that the acoustic properties of the mate-
rial thus would be stabilized against atmospheric changes.

The results of boiling tests performed in each type of
specimen in water for 5 h are listed in Table III. The oven-
dry thickness of untreated laminated specimens, compressed
to a specific gravity of 0.75, recovered by 24.3%. On the
other hand, the thickness recovery of the 5% resin-treated
wood, which was compressed to a specific gravity of 0.8,
was less than 2%. This shows that the compression of the
wood is fixed permanently by low-molecular-weight
phenolic-resin treatment.

IV. CONCLUDING REMARKS

The low-molecular-weight phenolic-resin-treated veneer
compressed boards exhibited the same acoustic properties as
Brazilian rosewood in the lower-frequency range. Differ-
ences in the acoustic properties between the compressed
wood and Brazilian rosewood were observed in the higher-
frequency range. However, both guitar makers and players

FIG. 9. Frequency dependencies of tand. s, n, veneer-laminated material;
d, m, Brazilian rosewood.

TABLE III. Dimensional stability of laminated and compressed wood.@MC:
Moisture content at 20 °C and 65% R.H.; SE: Swelling efficiency from
oven-dry to 20 °C and 65% R.H.; Spring back: Changes in oven-dry thick-
ness due to boiling in water for 5 h.#

Degree of
compression g MC ~%! SE ~%!

Spring
back ~%!

Resin-treated 1.5 0.504 4.7 0.75 0.1
veneer 2.0 0.763 4.7 0.71 20.2

2.7 0.967 4.8 0.78 2.6

Untreated 1.3 0.468 8.2 1.47 8.1
veneer 1.8 0.752 7.7 1.39 24.3

Brazilian
rosewood

0.886 7.0 1.86
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felt that the tone quality of guitars with a back plate of resin-
impregnated compressed board~Fig. 10! is comparable to
that of guitars with a back plate of Brazilian rosewood.

The reduction of the influence of lathe checks on the
acoustic properties of the specimens by slight compression
of veneer treated with a 3% or 5% aqueous solution of phe-
nolic resin would enable the production of material for the
top plate of guitars based on logs of Japanese cedar with a
small diameter with an appropriate selection of adhesives. In
future studies, the compression pressure, amounts of the ad-
hesives, and aqueous condensation conditions of the phe-
nolic resin need to be clarified.
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A passive nonlinear digital filter design which facilitates
physics-based sound synthesis of highly nonlinear
musical instruments
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Recent work has led to highly efficient physics-based computational models of wave propagation in
strings, acoustic tubes, membranes, plates, and rooms using the digital waveguide filter, the 2-D
digital waveguide mesh, and the 3-D tetrahedral digital waveguide mesh, all of which are suitable
for real-time musical synthesis applications. A simple first-order nonlinear filter structure derived
from a passive nonlinear impedance circuit is described which extends the usefulness of these
models, and which avoids the difficulties of energy conservation when memoryless nonlinearities
are inserted in resonant feedback systems. ©1997 Acoustical Society of America.
@S0001-4966~97!01602-0#

PACS numbers: 43.75.Tv@WJS#

INTRODUCTION

Among the various approaches to the digital synthesis of
musical sounds, some involve the production and excitation
of linear resonances which are characteristic of a musical
instrument. One fruitful notion has been that of considering
the vibrating string as an electrical transmission line~Koch,
1937!. The Karplus–Strong plucked-string algorithm~Kar-
plus and Strong, 1983; Jaffe and Smith, 1983! models the
vibrating string as a delay line loop. This is a special case of
the traveling-wave-based digital waveguide modeling tech-
nique ~Smith, 1992! which is applicable to many kinds of
strings and acoustic tubes~Smith, 1987; Cook, 1990!. The
vibrating membrane and other two- and three-dimensional
~2-D and 3-D! musical structures or reverberant environ-
ments have been modeled, and efficiently computed, using
the multiply-free, parallel-computable, 2-D digital wave-
guide mesh~Van Duyne and Smith, 1993! and 3-D tetrahe-
dral extension~Van Duyne and Smith, 1996!. It is in the
context of these kinds of wave-decomposed, computationally
efficient digital modeling schemes that the current work on
passive nonlinear filters most naturally resides.

While properly excited resonances oflinear systems can
closely approximate the tones of some musical instruments,
nonlinearity plays an essential part in the sound of other
musical instruments. Some nonlinearities are associated with
the maintenance of oscillations in blown or bowed instru-
ments~Smith, 1987!. Others nonlinearities may be found in
the excitation means of struck strings and percussion instru-
ments, for example, the nonlinear compression force of pi-
ano hammer felt which leads to a greater spectral brightness
of the sound with greater strike force~Chaigne and Asken-
felt, 1994a, 1994b; Van Duyneet al., 1994!. The nature of
the nonlinearity under present consideration is not to initiate,
drive or maintain oscillation, but rather to modify the spec-
tral energy distribution naturally and passively over time by
transferring energy among resonating modes during the de-
cay portion of the tone.

Fletcher and Rossing~1991! observe that after striking

cymbals, Chinese gongs, or tam-tams, the spectra become
brighter with time. The higher portions of the spectra rise in
comparison with the lower portions. The relative rise in
higher frequencies, which is essential to the timbre of the
sound, comes about because nonlinearities transfer vibra-
tional energy from lower frequency to higher frequency
modes. Beyond this, Lagge and Fletcher~1984! have shown
that the compliance of a bridge supporting one end of a vi-
brating string can cause the transfer of energy among modes
of vibration. Further, it has been known for some time that
the flexible string is intrinsically nonlinear, except for the
smallest vibrational amplitudes~Carrier, 1945!. Thus, non-
linearities may have a smaller but nonetheless important ef-
fect on the tones of some stringed instruments.

We have found that the addition of passive nonlineari-
ties to an otherwise linear digital synthesis algorithm can
cause the transfer of energy among modes, and can lead to
large and interesting alterations and evolutionary changes in
timbre. In real physical instruments nonlinearities are neces-
sarily passive because physical nonlinearities cannot cause
an increase in total energy, but can only transfer energy
among modes. The use of nonlinearities that are inherently
passive in digital sound synthesis is important because other
ways of adding nonlinearity can result in instability, oscilla-
tion, or unwanted energy loss.

A method has been found to incorporate an efficiently
computable, energy conserving, first-order nonlinearity into
a resonant feedback system. In particular, the first-order non-
linearity is a digital filter simulation of a spring which is
stiffer for deflection in one direction than in the other, or
alternatively, a capacitance which has a different value for
positive than for negative voltages. Such an element stores
no energy at zero deflection~spring! or at zero voltage~ca-
pacitor!. Any energy that is stored by an increase in deflec-
tion or voltage will be given up as the deflection or voltage
returns to zero. The element can store and release energy, but
it cannot produce energy. The use or addition of this simple
element is economical in computation and effective in caus-
ing energy transfer among otherwise linear modes. It can
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lead to a substantial and pleasing alteration in the sound
produced in an otherwise linear resonant feedback system. It
has proven musically useful for both the qualitatively correct
simulation of certain traditional instrument tones, and for the
development of new and more exotic nonlinear synthetic
tones.

I. PROBLEM OVERVIEW

A. Memoryless nonlinearity

Many spectral modifications, as occur during the time
evolution of cymbal or gong tones, may be achieved by in-
sertingmemorylessnonlinearities into feedback loop sys-
tems. These kinds of nonlinearities have been used with suc-
cess to induce auto-oscillation of feedback loops~Rodet,
1994!. Nevertheless, energy conservation is out of control
without additional amplitude tracking and/or scaling else-
where in the loop. For example, Fig. 1 illustrates a simple
nonlinear sound synthesis model based on the linear
Karplus–Strong plucked-string algorithm~Karplus and
Strong, 1983!. The length of the delay line determines the
fundamental pitch of the sound. The lowpass attenuation fil-
ter summarizes frequency-dependent loss per period in the
string system. The simple linear loop model has been modi-
fied to include a square law nonlinearity within the feedback
loop. The« and 12« scalings allow some control over how
much nonlinearity shall be present in the loop. The loop is
linear for« set to 0. For small, nonzero«, a pleasant spectral
brightening may occur over time. Interpreted physically, a
memoryless scaling in the feedback loop may represent the
transfer function at a terminating dashpot~or terminating re-
sistor, in the transmission line case! between the left- and
right-going traveling force waves~voltage waves!. Figure 1
would then correspond to a string terminated on one end
with a dashpot whose coefficient varies with the force ap-
plied to it, or to an oscillating transmission line terminated
with a resistor whose coefficient depends on the voltage drop
across it.

In Fig. 1, the choice of scaling coefficients,« and 12«,
will guarantee passivity of the system, understanding that the
digital signal levels are restricted to between 1 and21; how-
ever, as we increase«, thereby increasing the amount of
nonlinearity in the system, the nonlinear dashpot becomes
more and more lossy. Yet, for important classes of musical
instruments, such as gongs and cymbals, a large, nonlossy
nonlinear effect is required. The scaling factors might be
adjusted to allow more nonlinearity without as much loss by
choosing, for example,« and 1.12«, but this would corre-
spond to a physical system where the terminating dashpot

has an active impedance for certain forces and we risk insta-
bility in the loop without a careful monitoring of the overall
loop gain.

In general, a memoryless nonlinearity may be formu-
lated as a look-up table indexed by the samples of the incom-
ing digital signal. There is no easy way to guarantee that the
total energy of the input signal will equal the total energy of
the output signal.

B. First-order nonlinearity

In order to resolve this dilemma of having to trade off a
musically desirable large nonlinear effect against the risk of
system instability, while still maintaining a practical level of
computational cost for real-time musical sound synthesis ap-
plications, the problem has been approached through the
physical modeling of a passive nonlinear lumped termination
impedance which has an internal state, that is, which isnot
memoryless. A passive nonlinear loop filter has been derived
based on a real physical system constructed from passive,
lossless elements only, namely, two springs of differing stiff-
ness.

Consider a string terminated by a double-spring appara-
tus as shown in Fig. 2. Three states of the system are shown
in the figure: First, the lower spring is compressed, while the
upper spring is at rest; second, both springs are at rest; and,
third, the upper spring is compressed, while the lower spring
is at rest. In effect, the spring termination apparatus is
equivalent to a single nonlinear spring whose stiffness con-
stant isk1 when the displacement is positive andk2 when the
displacement is negative.

Now consider what is happening to the energy in the
system. When the lower spring is compressed, some energy
from the string is converted to potential energy stored in the
spring. When the lower spring returns to its rest state, the
stored spring energy is entirely returned to the string, and the
spring contains no stored energy. When the upper spring is

FIG. 1. Delay loop string model with square law nonlinearity.

FIG. 2. String terminated with passive nonlinear double spring.
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then compressed, exactly the same kind of energy exchange
occurs. This ideal system is physically passive and lossless
since energy is neither created nor destroyed.

If the spring stiffness constant had changed while stored
potential energy was still in the spring, i.e., when one of the
springs was still compressed, the stored energy would be
scaled by the new relative stiffness of the spring. In this case,
the stored energy before the stiffness change would be dif-
ferent from the stored energy after the stiffness change, lead-
ing to the creation or loss of energy, possibly resulting in a
nonpassive system. In any model of this nonlinear system,
care must be taken to change the spring stiffness coefficient
at the right time in order to preserve passivity and lossless-
ness.

Passivity is the requirement that no energy be created by
the system. When energy is created in a feedback loop, sta-
bility problems may ensue. We have specifically tried to dis-
cover a nonlinear system which is passive, and which is loss-
less, so the system loss may be decoupled from the nonlinear
effect, and designed separately.

II. NONLINEAR FILTER DERIVATION

A. The digital waveguide string model

The one-dimensional wave equation may be solved as
the sum of two waves traveling in opposite directions~Morse
and Ingard, 1968!. The traveling wave solution has led to the
digital modeling of string and acoustic tube oscillations us-
ing a pair of bi-directional delay lines, each delay line imple-
menting one of the traveling waves. This efficient filter struc-
ture is known as the digital waveguide~Smith, 1992, 1987!.
The traveling may represent displacement, velocity, slope,
force, or other physical variables. Traveling waves are math-
ematical constructs, the actual physical values at any point
on the string being the sum of the right- and left-going trav-
eling components at that point. Figure 3 illustrates a physical
variable,u, as the sum of its traveling components,u1 and
u2, at some point on the waveguide. The delay lines repre-
sent both a sampled delay in time and a sampled position in
space. The digital waveguide filter structure permits an exact
band-limited reconstruction of the continuous traveling wave
in time and space.

If transverse velocity or displacement waves on a string
are being modeled, then, on reaching a rigid termination, the
traveling wave in the right-going delay line will invert and
turn into the left-going delay line. This is to say that the
velocity wave transfer function at a rigid termination is21.
Similarly, if transverse force waves are being modeled, then
the force wave transfer function at a rigid termination is11,

that is, there is no inversion of force waves at a rigid termi-
nation. The case of a springy termination is considered be-
low.

There is awave impedancerelationship between the
traveling components of force and velocity in the string, cor-
responding to the wave impedance relation between pressure
and flow in acoustic tubes, or voltage and current in electri-
cal transmission lines~Magnusson, 1970!, which can be
written

f15R0v
1 and f252R0v

2, ~1!

wheref6 andv6 are the traveling wave components of force
and velocity, respectively, and where the wave impedance is
Ro 5 AKe, K being the constant tension on the string ande
being the mass density per unit length. Intuitively, these
equations say that when a force is applied transversely to a
string, the resultant transverse velocity should be less for
greater string mass and for greater string tension. The change
in sign for the left-going components is due to coordinate
system choice. Note that no matter whether velocity or force
waves are being modeled in the system loop, both physical
force and physical velocity at any point along the string may
be computed from the resident traveling wave components
using Eq.~1! to make the change of variables,

v5v11v25~1/R0!~ f
12 f2!, ~2!

f5 f11 f25R0~v
12v2!. ~3!

B. The linear spring termination

The force equation for the ideal linear spring shown in
Fig. 4 is

f ~ t !5kx~ t !⇒ d f~ t !

dt
5kv~ t !, ~4!

wheref (t) is the force applied on the spring at timet,x(t) is
the compression distance of the spring,v(t) is the velocity of
compression, andk is the spring stiffness constant.

Taking the Laplace transform mappingf (t) to F(s) and
v(t) to V(s), and further assuming no initial force on the
spring, we get

F~s!5~k/s!V~s!. ~5!

Here, k/s is the lumped impedance of the spring. Setting
s5 jv will give the frequency response of this system.

Figure 5 shows a string terminated by a spring. As was
suggested in Eqs.~2! and~3!, the physical force at the string
termination is the sum of the transverse force waves on the
string at that point,f5 f r1 f l , while the physical velocity at
the termination is the difference between the force waves
scaled by 1/R0, v5(1/R0)( f r2 f l). We may, therefore, re-
formulate Eq.~5! as a transfer function fromFr to Fl ,

FIG. 3. The digital waveguide.

FIG. 4. Simple linear spring system.
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F~s!5~k/s!V~s!, ~6!

Fr~s!1Fl~s!5S ksD Fr~s!2Fl~s!

R0
, ~7!

Fl~s!5
k/s2R0

k/s1R0
Fr~s!. ~8!

The force wave transfer function is stable allpass since its
pole is ats52k/R0 and its zero is ats5k/R0 , wherek and
R0 are defined to be positive real numbers.

C. Moving to the digital domain

While it is appropriate simply to sample the continuous
traveling waves to form the digital waveguide filter structure,
it is convenient to make a conformal bilinear transform when
taking the spring system from thes plane to thez plane
~Parks and Burrus, 1987; Nehari, 1952!,

s←a
12z21

11z21 . ~9!

This bilinear transform maps DC in the continuous system to
DC in the digital system, while mapping infinite frequency in
the continuous system to half the sampling rate, or the Ny-
quist limit frequency, in the digital system. Further, the sys-
tem retains its allpass characteristics, which is essential for
the present purpose. The parametera is a degree of freedom
which may be used to control the frequency warping. It is
usual to choosea52/T to obtain faithful frequency response
at the low end of the frequency range~Parks and Burrus,
1987!.

The bilinear transform is applied to Eq.~8! to obtain

Fl~z!5H~z!Fr~z!, ~10!

where

H~z!5
a01z21

11a0z
21 and a05

k2aR0

k1aR0
. ~11!

The filter coefficienta0 ranges from21 to 1 as the spring
stiffness parameterk ranges from 0 tò . The frequency
domain transfer function, Eq.~10!, corresponds to a time
domain difference equation of the form

f l~n!5a0f r~n!1 f r~n21!2a0f l~n21!, ~12!

wheren is the sampled time index. Figures 6 and 7 show two
alternative implementations of this allpass difference equa-
tion. Thez21 blocks indicate a delay of one time sample.

Since the filter coefficient,a0, represents the spring stiff-
ness, onlya0 need be changed to modify the stiffness of the
spring termination. However, to preserve physical and digital

passivity and losslessness this change must be made just at
the point where the spring passes through its rest position.

D. Physically correct coefficient modulation

Consider the internal filter signalu(n) in the allpass
filter implementation ofH(z) shown in Fig. 6. From the
diagram, it may be seen that

f l~n!5a0u~n!1u~n21!, ~13!

u~n!5 f r~n!2a0u~n21!. ~14!

The actual physical force applied to the spring termina-
tion is equal to the sum of the input and output force waves,
as defined in Eq.~3!. Using ~13! and ~14!, an expression of
the actual force on the spring,f (n), may be found:

f ~n!, f r~n!1 f l~n! ~15!

5~11a0!@u~n!1u~n21!#. ~16!

Equation~16! indicates that the actual physical force on the
spring is proportional to a linearly interpolated value of sig-
nal u at time n20.5. From Eq.~4!, displacement of the
spring termination is zero when force is zero, andf (n) is
zero when u(n)1u(n21) is zero. Therefore, whenu
changes sign between timesn21 andn, the spring displace-
ment is closest to zero. Hence, this is as close as we can get
to the physically correct time to change the spring stiffness
coefficient in order to model the nonlinear spring termination
system shown in Fig. 2.

In some computational circumstances, the alternative fil-
ter structure shown in Fig. 7 may be preferable to that in Fig.
6. From the diagram in Fig. 7, it may be seen that

f l~n!5w~n21!1a0f r~n!, ~17!

w~n!5 f r~n!2a0f l~n!. ~18!

Combining~17! and~18! as before, the termination force
may be found:

FIG. 5. String terminated by simple spring. FIG. 6. Allpass filter implementation.

FIG. 7. Alternative allpass filter implementation.
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f ~n!, f r~n!1 f l~n! ~19!

5S 1

12a0
D @w~n!1w~n21!#, ~20!

and the same arguments apply as above. The physically cor-
rect time to change the allpass filter coefficient is when the
spring force is nearest to zero, which is when the state signal,
w(n), changes sign.

E. Digitally correct coefficient modulation

The internal filter state signal,u(n) in Fig. 6, orw(n) in
Fig. 7, represents the digital energy stored in the filter at any
given time,n. Assume that the allpass coefficienta0 is to be
changed at timen5Tc . Also, assume that there is no input
signal after timeTc , i.e., f r(n)50 for n.Tc , and that there
is some nonzero internal state value at timen5Tc . Then the
output of the filter caused only by this internal energy state
value is proportional to the decaying exponential,a0

n2Tc, and
the corresponding energy is the sum of squares of this output
signal.

If the coefficient, a0, is suddenly changed at time
n5Tc , it is clear that the internal state energy will ring out
of the filter with a different decay rate than if the coefficient
had not been changed, and hence, the energy will not be
conserved. Such coefficient changes, if made arbitrarily, may
lead to instability in a feedback loop. However, if the inter-
nal state,u(Tc) for Fig. 6, orw(Tc) for Fig. 7, is zero or near
zero when the coefficienta0 is changed, then the resultant
discontinuity in the state energy will be minimal or zero.
Therefore, to maintain the desired passivity in the nonlinear
allpass filter, the filter coefficient change is gated on the sign
of the state. This method of gating the coefficient change is
bothphysically correct, since when the state is near zero, the
modeled force on the element is correspondingly near zero,
anddigitally correct, since it minimizes energy discontinui-
ties arising from the internal state.

Figure 8 shows a digital system diagram for the nonlin-

ear string/spring system of Fig. 2 using the allpass filter vari-
ant given in Fig. 6. For graphical convenience, a look-up
table notation is used to show howu(n) gates the coefficient
change, but, in general, this would be implemented in simple
conditional logic. Also shown in the loop are a delay line
block which determines the fundamental pitch of the loop, a
loss filter block which generally is a lowpass filter used to
model a frequency dependent attenuation per period, and a
detuning filter block representing some static allpass filters
which may make a fractional sample delay correction or,
otherwise, introduce inharmonicities into the loop.

III. MUSICAL EXAMPLES

The passive nonlinear filter was tested in a variety of
musical situations. Shown here are comparisons of the spec-
tral evolution, with and without nonlinearity, of two sounds
generated by essentially the model in Fig. 8. In the first ex-
ample, Fig. 9 shows the spectral evolution of a simple delay
line plus lowpass filter loop excited in such a way that the
third harmonic is highly attenuated, and in which the nonlin-
ear filter is deactivated. We see a natural exponential decay
with higher frequency modes decaying faster than low fre-
quency modes. In Fig. 10, the passive nonlinear filter has
been activated with the result that the spectrum brightens
over time; in particular, the initially missing third harmonic
builds up energy, as do several higher harmonics. After a few
seconds, the effect of the lowpass filter in the loop takes over
and the loop decays out.

In a second example, the same system is used with the
addition of an allpass filter in the loop to detune the modes
slightly, giving it a more bell-like tone. Figure 11 shows the
spectral evolution when the nonlinear filter is deactivated.
Figure 12 shows the result when the nonlinear filter is oper-
ating. Note that the modes exchange energy among them-
selves in a more dynamic manner in this inharmonic case.

FIG. 8. Nonlinear string/spring system.

FIG. 9. Spectrogram of harmonic loop with lowpass filter.

FIG. 10. Spectrogram of harmonic loop with lowpass filter and passive
nonlinear filter.

FIG. 11. Spectrogram of inharmonic loop with lowpass filter.
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In addition to these simple loop cases, promising gong-
and cymbal-like sounds have been generated by incorporat-
ing these passive nonlinear filters into the 2-D digital wave-
guide mesh membrane model~Van Duyne and Smith, 1993;
Van Duyneet al., 1994!.

IV. PHASE MODULATION ANALYSIS

The time-varying allpass termination filter shown in Fig.
8 is essentially lossless and passive. However, for it to be
useful it must behave in the desired manner. Energy in ex-
isting resonant modes of the main system must be caused to
spread locally in the spectrum to nearby modes of the sys-
tem, as is observed in real musical instruments~Fletcher and
Rossing, 1991!. Empirically, this seems to happen, as seen in
Figs. 9–12. However, this filter is difficult to analyze strictly,
due to its signal-dependent time variation and due to its in-
clusion in a feedback loop system. Nonetheless, an intuitive
understanding of its operation may be gleaned by consider-
ing a simpler, but nonpassive, form.

The termination filter in Fig. 8 is a one-pole allpass filter
with a time-varying coefficient. Consider the frequency re-
sponse of an allpass filter of the same form with asinusoi-
dally varying coefficient taking on values betweena1 anda2.
Intuitively, this filter will be performing a phase modulation
on the input signal. Hence, the output signal of the filter
should contain sidebands generated by this phase modulation
at multiples of the modulation frequency. Figure 13 shows
the dB magnitude spectrum of the output signal of this filter
with an input sine wave ‘‘center frequency’’ of 8000 Hz and
a coefficient ‘‘modulating frequency’’ of 2000 Hz. The re-
sultant sidebands of the output signal are just as expected.

Modulating the coefficient,a0(n), with a square wave,
instead of a sine wave, should result in an output signal
spectrum containing some greater emphasis in the odd side-
bands, due to the odd harmonics in the square wave coeffi-
cient modulation signal.

In the passive nonlinear filter form of Fig. 8, where the
coefficient change is controlled by the change in sign of the
internal signal,u(n), the modulating signal is quasi-square
wave in that it flips between two distinct values, and it has a
‘‘fundamental frequency’’ related to the input signal to the
filter, sinceu(n) is just a filtered version of the input signal,
f r(n), as indicated in Eq.~14!. The filter output signal will,
therefore, contain sidebands corresponding to sum and dif-
ference frequencies of the input signal, generally grouping
near frequencies in the input signal. Further, the choice ofa1
anda2 may be used to determine the rate of energy spreading
and the spectral region where it is most active, by simple
analysis of the relative phase response variation between the
first-order allpass filters with these two coefficients.

For coupling to occur in the resonant system, the side-
bands produced by the modulated allpass filter must fall on
supported modes of the system. When a sideband coincides
with a supported mode, that mode will be driven by the
energy from the appropriate sideband. Energy from side-
bands which do not fall on supported modes will not drive
any particular mode and will simply be absorbed back into
the system. Since the passive nonlinear filter produces sum
and difference frequencies of the input signal, we can expect
that at least some of the main system modes will be hit and
energy spreading will occur.

V. CONCLUSIONS

A first-order, physically motivated, nonlinear digital fil-
ter has been developed which is passive and energy conserv-
ing. It may be incorporated easily into linear resonant filter-
based sound synthesis algorithms such as the Karplus–
Strong plucked-string algorithm, and the various one-, two-,
and three-dimensional digital waveguide filter structures.
The nonlinear effect is pleasing, natural, and qualitatively
similar to that which may be observed in real musical instru-
ments, namely, a gradual spreading of spectral energy from
existing modes to their neighbor modes. The rate of energy
spreading and spectral region of greatest activity may be
tuned using the two filter parameters. The filter is computa-
tionally efficient and suitable for real-time sound synthesis
applications.
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Can acoustic multipath explain finback (B. physalus) 20-Hz
doublets in shallow water?
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A broadband acoustic propagation code is combined with an empirically derived geoacoustic
seafloor model for the purpose of interpreting finback doublet sequences recorded in the northern
Gulf of California by Thompsonet al. in 1987 @Thompsonet al., J. Acoust. Soc. Am.92, 3051–
3057~1992!#. The result is that for ranges less than 30 km, it is plausible to explain the appearance
of the finback doublet in this environment in terms of multipath propagation through the water
column and the seafloor. For a channel depth as shallow as 50 m, the detection range of the
subbottom arrival may exceed that of the water-borne arrival. This result may have important
implications for the accuracy of hyperbolic localization algorithms which assume a sound speed
consistent with a water-borne propagation path. When doublet propagation is supported, the
interpulse delay is demonstrated to be strongly range dependent. With prior knowledge of the
geoacoustic environment, the interpulse delay may provide a practical tool for the real-time passive
ranging of finbacks using only a single hydrophone or sensor array. Scientists might consider the
impact the multipath-induced doublet has on long distance communication between whales based on
temporal cues encoded in patterned 20-Hz pulse sequences. ©1997 Acoustical Society of
America.@S0001-4966~97!03202-5#

PACS numbers: 43.80.Ka, 43.30.Sf@FD#

INTRODUCTION

Until now, the bioacoustics literature has presented no
evidence to contradict the position that the doublets com-
monly observed in the patterned 20-Hz vocalizations of fin
whales are emitted by the whale itself. Consider the follow-
ing excerpt from Thompsonet al.:1 ‘‘The 20-Hz fin whale
pulses and interpulse intervals recorded in this gulf@of Cali-
fornia#, which we found to be unique in comparison with
other Pacific and with Atlantic regions, constitute corrobo-
rating evidence@that# Gulf of California fin whales may be a
separate population, distinct from fin whales in nearby Pa-
cific regions.’’ From this statement, it is straightforward to
conclude that the authors attribute the appearance of the
20-Hz doublet to the calling behavior of the finback. We
offer an alternative hypothesis—the occurrence of the dou-
blet and the uniqueness of interpulse intervals observed by
Thompson in the Gulf of California may be accounted for by
acoustic propagation conditions. For the first time, a broad-
band acoustic propagation code is combined with an empiri-
cally derived geoacoustic seafloor model for the purpose of
interpreting finback doublet sequences recorded in the north-
ern Gulf of California by Thompsonet al. in 1987 ~Ref. 1!.
While the model cannot rule out the possibility that doublets
are indeed emitted by fin whales, the results show that for
ranges less than 30 km, it is plausible to explain the appear-
ance of the finback doublet in terms of multipath propagation
through the water column and seafloor. The interpulse delay
of the multipath-induced doublet is demonstrated to be

strongly range dependent. With prior knowledge of the mean
geoacoustic environment, it is possible to estimate the ani-
mal’s range from the interpulse delay using only a single
hydrophone or sensor array. This range estimate is found to
be insensitive to the depth of the whale. However, the signal-
to-noise ratio~SNR! of the first arrival is sensitive to destruc-
tive interference effects related to surface reflections for
source depths approaching integer multiples ofl/2, wherel
is the acoustic wavelength. Contrary to intuition, the range of
support for doublet propagation in shallow water appears to
be limited by the detection range of the water-borne pulse,
rather than by that of the subbottom pulse. The subbottom
multipath mechanism leads to temporal spreading at ranges
of O~10 km! that would be comparable to that experienced at
ranges ofO~1000 km! in the deep ocean.

I. THE FINBACK DOUBLET: A DATA-MODEL
COMPARISON

The data interpreted in this modeling study were col-
lected by Thompsonet al.off Puerto Libertad, Mexico in the
northern Gulf of California in August 1987~Ref. 1!. Figure 1
depicts the location of this recording session, identified by
the northernmost asterisk. Data were collected using a single
hydrophone. Ambient noise levels, although not explicitly
reported in Ref. 1, were known to be low.2 The water depth
was estimated to be 30–100 m. The receiver depth was un-
known but estimated to be 10 m~Ref. 2!.

Sonograms of patterned 20-Hz doublet sequences re-
ported in Thompsonet al.1 are depicted in Fig. 2. These data
come from 25 min of contiguous recordings made on the
morning of 8 August 1987. Interpulse intervals are approxi-
mately 5.5 s (A–B) and 17.5 s (B–A), respectively. The

a!Present address: MIT Lincoln Laboratory, 244 Wood Street, Lexington,
MA 02173.
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actual range to the whale was not known. In Ref. 1, Thomp-
son et al. reported on the variability of interpulse intervals
within the patterned 20-Hz pulse sequences recorded in the
Gulf of California in 1985 and 1987. Table II of Ref. 1
summarizes their findings, assembled from approximately 10
h of finback data collected over two recording sessions. For
example, in March 1985, doublet sequences withA2B/
B2A intervals of 9-s/12-s and 1.5-s/7.5-s were reported,
very different from those obtained in August 1987.
Thompson2 has subsequently confirmed the variable nature
of doublet intervals in Gulf of California finback recordings.

Consider Fig. 2. The hypothesis propounded herein is
that some or all of these doublets may not have been emitted
by the whale, but may instead be attributed to acoustic mul-
tipath propagation. The modeling result which supports this
hypothesis is shown in Fig. 3. Figure 3~a! depicts a sono-
gram of the hypothesized call emitted by a finback. The sig-
nal consists of a train ofsingle 20-Hz pulses, each down-
swept from 25 to 17 Hz, with 1-s duration and a source level
of 185 dBre: 1 mPa @ 1 m~Ref. 3!. For lack of evidence to

the contrary, the source is assumed to be omnidirectional.
The period between pulses was chosen to conform to the
interarrival times between successiveA pulses in panel 3 of
Fig. 2. Figure 3~b! illustrates the acoustic model output,
computed using the Ocean Acoustic and Seismic Exploration
Synthesis~OASES! code4 for the Gulf of California environ-
ment at a range of 17 km. The OASES input file used to
generate this result is given in Table I. The simulated time

FIG. 1. Gulf of California. Asterisks denote locations of finback data col-
lected by Thompsonet al. ~Ref. 1! during three recording sessions between
March 1985 and August 1987. The northernmost asterisk denotes data set
that is the subject of this study. Reprinted from Thompsonet al. ~Ref. 1!,
with permission of AIP.

FIG. 2. Sonograms of finback data collected by Thompsonet al. in August
1987 in the Gulf of California, NW of Puerto Libertad, Mexico. Each panel
depicts the doublet pulse train of a nearby whale. Observe that triplets are
interspersed within the doublet train. The animal’s range is unknown. Inter-
pulse intervals are measured to be 5.5 s (A–B) and 17.5 s (B–A). Re-
printed from Thompsonet al., 1992, with permission of AIP.

FIG. 3. Sonograms of input and output time series for the Gulf of California
model. ~a! Hypothetical finback call consisting of a train ofsingle 20-Hz
pulses, downswept from 25 to 17 Hz, with 1-s duration and a source level of
186 dBre: 1 mPa @ 1 m. Theinterpulse spacing is chosen to conform to the
interarrival times between successiveA pulses in Fig. 2.~b! The model
output illustrating the effect of acoustic multipath. The whale is located at a
range of 17 km and a depth of 20 m. The receiver depth is 20 m. The
channel depth is 50 m. The ambient noise level is 60 dBre: 1 mPa in 1-Hz
band. Single pulses have been transformed into doublets by the impulse
response function of the acoustic channel. The early arrival is due to a
sediment-refracted/basement-reflected path. It arrives earlier than the water-
borne arrival due to the higher sound speed of the sediment and subbottom
layers. Compare to panel 3 of Fig. 2.
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series were obtained by convolving the time domain finback
call representation due to Watkins3 with the impulse re-
sponse function for the channel.

Since the actual range to the subject was unknown,
range is used as a free parameter to fit the model to the data.
White Gaussian noise was added to the model output at a
level of 60 dBre: 1 m Pa in a 1-Hz band, a typical value at
20 Hz under light shipping conditions.5 Notice that the train
of single pulses emitted by the finback has been transformed
into a train of doublets by the impulse response function of
the acoustic channel. A time series depicting a doublet from
the OASES model is shown in Fig. 4. The peak-signal-to-
rms-noise ratio, denoted from here on as SNRpeak, is ap-
proximately 20 dB for each arrival. The rms-signal-to-rms-
noise ratio, denoted from here on as SNRrms, is somewhat
less, about 11 dB. As discussed in the next section, the first
arrival can be attributed to a sediment-refracted/basement-
reflected path. It arrives earlier than the water-borne pulse,
despite its longer path length, due to the higher compres-
sional wave speed in the sediment and subbottom layers. At
this range, the (A-B) interpulse spacing is approximately

5.5–6 s, in good agreement with the (A-B) interval observed
by Thompsonet al.Such multipath time spread at a range of
17 km would ordinarily require a source/receiver separation
in excess of 1000 km in the deep ocean.6

The triplets interspersed within the patterned doublet se-
quences of panels 1 and 2 of Fig. 2 may also be accounted
for with the acoustic model. An example of a triplet occur-
rence in the model is shown in Fig. 5. One hypothesis is that
the data in panels 1 and 2 of Fig. 2 depict two whales counter
calling, with slightly different propagation conditions exist-
ing between each caller and the hydrophone. The only
changes made to the environmental model of Table I to pro-
duce the triplet were:~1! a decrease in the compressional
wave attenuation,kp , in layer 2 from 0.2 to 0.124 dB/m/kHz;
and~2! a proportionate increase inkp~0! in layer 1 from 0.25
to 0.3 dB/m/kHz, to maintain the same total attenuation

FIG. 4. Time series representation of modeled doublet at a range of 17 km.
The peak SNR of the first arrival is 20.1 dB~11.6-dB rms!. The peak SNR
of the second arrival is 21.7 dB~13.2-dB rms!.

FIG. 5. OASES model triplet. The range is 16 km. The corresponding
OASES input file is given in Table I, with two exceptions:~a! kp~0! in layer
1 was increased from 0.25 to 0.3 dB/m/kHz, and~b! kp for layer 2 was
decreased from 0.03 to 0.02 dB/m/kHz. For clarity, only the top 20 dB of
the colormap are shown.

TABLE I. OASES input file for full geoacoustic model including shear.
Beginning with row 5, columns 1–6 specify the acoustic environmental
parameters as follows:~1! depth of interface relative to sea surface in
meters;~2! compressional wave speed,cp ~m/s!; ~3! shear wave speed,cs
~m/s!; ~4! compressional wave attenuation,ap ~dB/lp!, where lp is the
compressional wavelength;~5! shear wave attenuation,as ~dB/ls!, wherels
is the shear wavelength; and~6! density,r ~g/cm3!. For additional informa-
tion regarding input parameters, refer to the OASES Application and Up-
grade Notes~Ref. 4!.

Gulf of California. Full geoacoustic model, 50-m water depth.
J K
20 0
25
0 0 0 0 0 0 0
0 1531 21521 0 0 1 0
50 1740 400 0.435 6.16 1.80 0
125 1808 440 0.220 2.78 1.82 0
200 1876 482 0.205 2.31 1.84 0
275 1944 526 0.197 2.01 1.86 0
350 2013 572 0.194 1.80 1.88 0
425 2081 619 0.194 1.64 1.90 0
500 2149 668 0.194 1.50 1.92 0
575 2217 719 0.195 1.38 1.94 0
650 2286 773 0.197 1.29 1.96 0
725 2354 827 0.199 1.20 1.98 0
800 2422 884 0.201 1.13 2.00 0
875 2490 942 0.203 1.06 2.02 0
950 2559 1003 0.206 1.00 2.04 0
1025 2627 1065 0.209 0.95 2.06 0
1100 2695 1129 0.211 0.90 2.08 0
1175 2763 1195 0.214 0.85 2.10 0
1250 2832 1263 0.217 0.81 2.12 0
1325 2900 1332 0.220 0.78 2.14 0
1400 2968 1404 0.223 0.74 2.16 0
1475 3036 1477 0.226 0.71 2.18 0
1550 4130 2065 0.200 0.60 2.40 0
3550 5430 2715 0.110 0.32 2.60 0
7550 6640 3320 0.130 0.38 2.90 0
20

10 50 5
1400 1E8

21 1 4096 0
4096 10. 30. .00625 1 1 30
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along the subbottom path. These modifications fall well
within the tolerances admitted by environmental data for this
region ~Appendix A!. The decrease in compressional wave
attenuation in layer 2 enhances the impedance discontinuity
at the layer 2–3 interface. This change is enough to enable a
reflection from this interface, labeled C in Fig. 5, to propa-
gate to the hydrophone approximately 2 s after the basement-
reflectedA pulse. TheA pulse still arrives at the receiver
before theC pulse because it encounters the higher sound
speed of layer 3. By decreasing the sound speed or increas-
ing the thickness of layer 2, the arrival time of theC pulse
could be adjusted to better approximate the triplet pulse
spacing observed in Fig. 2.

The identification of low-frequency, subbottom propaga-
tion paths as important contributors to the received field is
not without precedent. Urick7 was among the first to point
out the importance of such paths for low-frequency propaga-
tion in a shallow water environment. In that work, Urick
compared transmission loss data at 63 Hz taken at two sites,
one in the Gulf of Mexico, and one off the U.S. East coast.
While there was nothing markedly different about the two
acoustic environments with respect to water column proper-
ties or bathymetry, transmission loss was observed to decay
at a much slower rate for the East coast site. For example, at
a range of approximately 50 km, the transmission loss dif-
fered by as much as 40 dB. In an effort to explain this
anomalous difference in transmission loss, the author pointed
out that ‘‘anomalies of this sort appear to be not uncommon
in shallow water at long ranges, where penetration of the
earth by low frequency sound to great depths can be ex-
pected to occur.’’7 Velocity profiles of the ocean bottom
down to a depth of about 5.5 km revealed major differences
in the subbottom structure of the two sites, particularly with
regard to the thickness of unconsolidated sediment~900 m
versus 3000 m!, with the thicker sediment site corresponding
to the more gradual decay in transmission loss.

II. RANGE AND DEPTH DEPENDENCE OF FINBACK
DOUBLET

In this section, the range and depth dependence of the
doublet structure is investigated. The importance of includ-
ing the shear properties of the seafloor in the acoustic model
is also highlighted. As mentioned in the previous section, the
channel impulse response function for the Gulf of California
environment is computed using OASES.4 OASES is a wave
number integration acoustic model for seismo-acoustic
propagation in a horizontally stratified waveguide. It com-
putes the full-wave solution to the depth-separated wave
equation by~1! partitioning the acoustic environment into a
set of discrete, range independent layers,~2! solving for an
exact analytical expression of the field in each layer, and~3!
simultaneously matching the boundary conditions at each in-
terface using a direct global matrix approach.4 It is an effi-
cient algorithm for cases involving a significant degree of
bottom interaction.

A. The geoacoustic model

The geoacoustic environmental model for the Gulf of
California was assembled from Van Andel,8 Phillips,9 and

Hamilton.10 The geoacoustic model includes compressional
wave speed,cp , compressional wave attenuation,ap , shear
wave speed,cs , shear wave attenuation,as , and density,r,
as a function of depth, down to a depth of 10 km. The north-
ern Gulf of California is a shallow water basin with a
sediment/subbottom cross section composed of four layers.9

The uppermost layer, denoted layer 1, is an unconsolidated
sediment supporting a large positive sound-speed gradient to
a depth of 1.5 km. This unconsolidated layer is underlaid by
semi-consolidated and consolidated sediments, denoted lay-
ers 2 and 3, of thickness 2 and 4 km, respectively. The main
crustal layer or basement, denoted layer 4, begins at a depth
of 7.5 km beneath the seafloor.9 A detailed account of the
assumptions made in constructing the geoacoustic model is
given in Appendix A.

The sound-speed dependence in the water column is
based on Levitus’ database.11 During summer, when the ob-
servations depicted in Fig. 2 were made, ocean temperature,
and hence sound speed, increases toward the surface. Since
sound bends toward the sound-speed minimum, a call emit-
ted by a whale in this environment is refracted downward
toward the seafloor. Due to the shallow extent of the basin, a
negative sound-speed gradient spans the entire water col-
umn, giving rise to a completely bottom interacting pressure
field beyond a range of about 1 km.

B. Range dependence of received call: Fluid bottom

Figure 6 depicts a set of range stacked spectrograms for
the Gulf of California environment. For the moment, the
bottom is modeled as a fluid, i.e., the shear properties of the
bottom are ignored. Since the maximum received level
changes by tens of dB over a range of 30 km, it is useful to
employ a different colormap to represent the spectrogram at
each range. For each range strip, the colormap is chosen to
represent a dynamic range of exactly 60 dB. For reference,
the color scale corresponding to the spectrogram at a range
of 17 km is shown at the bottom of the figure. Each range
strip depicts frequency content from 10 to 30 Hz for a time
window of 25 s. The water depth is 50 m, source depth is 20
m, and the receiver depth is 20 m. The OASES input file
corresponding to Fig. 6 is given in Table I, with the excep-
tion that all values for shear wave speed~column 3! and
shear attenuation~column 5! are set to zero.

At ranges less than 5 km, the water-borne path, consist-
ing of one or more bottom reflections, is the dominant path.
At a range of about 5 km, refraction of the source pulse in
the higher velocity, unconsolidated sediment begins to con-
tribute to a temporal spread of acoustic energy which pre-
cedes the water-borne arrival. As the source range increases
beyond 10 km, this component of the received signal is at-
tenuated due to multiple interactions with the lossy sediment.
At a range of about 10 km, a distinct early arrival begins to
be identifiable. This arrival becomes a distinct contributor to
the received field at a range of approximately 17 km, giving
rise to the ‘‘doublet’’ structure. At this range, the interpulse
delay is observed to be about 5.5–6 s. The first pulse has a
SNRpeak of approximately 20 dB, or a SNRrms of about 12
dB. The second pulse has a SNRpeak of about 30 dB, or a
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SNRrms of 22 dB. The distinct early arrival is visible to a
range of about 25 km, with a corresponding interpulse spac-
ing of 10 s.

C. Range dependence of received call: Elastic bottom

Elastic properties of the seafloor are important to acous-
tic propagation in shallow water due to the fact that compres-
sional waves propagating in water can be partially converted
to shear waves upon interaction with a solid boundary. Fig-
ure 7 depicts the set of range stacked spectrograms when
shear is added to the geoacoustic model. Again, the colormap
has been chosen to represent a dynamic range of exactly 60
dB at each range. Shear waves excited in the bottom will not
be detected by a near surface acoustic receiver, as a fluid
medium will not support the propagation of shear waves.
However, bottom shear acts to enhance the reflection loss
incurred with each bottom bounce along the path of the
water-borne arrival. The elasticity of the sediment decreases
its acoustic impedance relative to a fluid sediment model
with the same compressional velocity profile.12 The impor-
tance of sediment shear on the appearance of the received
call is made clear by comparing Figs. 6 and 7. At 17 km, the
energy in the water-borne pulse, with its multiple bottom
bounces, has been reduced significantly relative to that ob-
served in the fluid sediment model. Its detection range has
been reduced from greater than 30 to 20

FIG. 6. Range stacked spectrogram depicting spectral density level in dB/Hz for Gulf
of California environment with fluid bottom model. Each range strip depicts frequency
content from 10 to 30 Hz for a time window of 25 s. The colormap at each range step
is chosen to represent a dynamic range of exactly 60 dB. The colormap corresponding
to a range of 17 km is shown at the bottom. The whale’s depth is 20 m. The receiver
depth is 20 m. The channel depth is 50 m. The noise level is 60 dBre: 1 mPa in 1-Hz
band. The bottom penetrating early arrival is visible to a range of 30 km, with a
corresponding interpulse spacing of 12 s.

FIG. 7. Range stacked spectrogram depicting spectral density level in dB/Hz for Gulf
of California environment with full geoacoustic model including shear. Each range
strip depicts frequency content from 10 to 30 Hz for a time window of 25 s. The
colormap at each range step is chosen to represent a dynamic range of exactly 60 dB.
The colormap corresponding to a range of 17 km is shown at bottom. The whale’s
depth is 20 m. The receiver depth is 20 m. The channel depth is 50 m. Noise level is 60
dB re: 1 mPa in 1-Hz band. Shear conversion loss has rendered the water-borne arrival
undetectable beyond a range of 20 km. In this case, a doublet is supported for ranges of
17–20 km. In contrast to the fluid sediment model of the previous figure, for ranges of
17–19 km the SNR of each pulse in the doublet is about equal.

FIG. 8. Range stacked spectrogram depicting spectral density level in dB/Hz for Gulf
of California environment with full geoacoustic model including shear. The only dif-
ference from the previous figure is that the water depth has been increased from 50 to
100 m. As a result, each pulse is received with a higher SNR. With the increased
detection range of the water-borne arrival, the range of support for the doublet has been
extended from 17–20 km to 17–30 km.
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km. However, the amplitude of the early, bottom-refracted
arrival is essentially unaffected by the inclusion of shear
properties in the model. At 17 km it is received with a
SNRpeakof about 20 dB, or a SNRrms of 12 dB. The range of
support for the doublet is 17–20 km, limited not by the de-
tection range of the subbottom path, but by that of the water-
borne path. Note also that the amplitudes of the two pulses
composing the doublet are nearly equal between 17 and 19
km.

The sensitivity of the finback doublet to shear properties
in the model points toward the utility of low-frequency
whale calls for estimating geoacoustic parameters of seafloor
sediments. For example, the finback doublet may be useful in
placing an upper bound on the shear wave speed of the un-
consolidated sediment layer. Ifcs is chosen too large in the
geoacoustic model, the resulting excess bottom reflection
loss will attenuate the water-borne arrival at a range that is
too small to fit the modeled interpulse delay to the data.

Figure 8 illustrates the impact of water depth on the
range dependence of the doublet. Shear is included in this
geoacoustic model. The channel depth has been increased
from 50 to 100 m. The doublet is now easily visible to a
range of 30 km. With the deeper channel, two things occur.
First, higher-order acoustic normal modes associated with
the steep trajectory of the subbottom arrival are more fully
excited. Thus, the first pulse is received with a slightly
higher signal-to-noise ratio than before. Second, due to the
increased water depth, there are fewer bottom interactions
along the water borne path. Thus, there is less attenuation
due to shear conversion, causing the second pulse to also be
received with a higher signal-to-noise ratio at the hydro-
phone. This increases the detection range of the late arrival.
The set of ranges which support doublet propagation is con-
sequently extended from 17–20 km~Fig. 7! to 17–30 km
~Fig. 8!.

D. The subbottom path

1. Geometry

Travel time calculations summarized in Appendix B
support the hypothesis that a 5.5–6 s interpulse delay at a
range of 17 km is accounted for by a subbottom path that is
partially refracted in the unconsolidated sediment and re-
flected from the basement interface at critical incidence. The
incidence angle is defined as the angle between the wave-
front normal and the normal to the interface. The hypoth-
esized trajectory of the subbottom-refracted arrival is de-
picted in Fig. 9. The mechanism for this path has been
confirmed by a sequence of spectrograms computed by
building the full geoacoustic model layer by layer, beginning
with the unconsolidated sediment, layer 1. These results are
depicted in Fig. 10. Note that in this case the same grayscale
applies to all four figures and covers a dynamic range of 30
dB. The sequence of spectrograms shows that at the given
source range, refraction in the 1500-m-thick unconsolidated
sediment layer alone, Fig. 10~a!, is insufficient to account for
the return of the early arrival to the water column. The early

arrival is clearly discernible only in the full geoacoustic
model which includes the main crustal layer, as seen in Fig.
10~d!.

2. Signal-to-noise ratio

In this section, an assumption of plane-wave propaga-
tion is used to to estimate the contributions of attenuation,
reflection, and geometric spreading loss to the total transmis-
sion loss along the subbottom path. The expected signal-to-

FIG. 9. Propagation paths traversed by the water-borne and sediment-
refracted arrivals. For the subbottom path, the positive gradient in the un-
consolidated sediment refracts the downward propagating acoustic pulse
such that a condition of total internal reflection is satisfied at the basement
interface.

FIG. 10. Sequence of modeled spectrograms depicting the contribution of
successive layers in the geoacoustic model:~a! layer 1 only;~b! layers 1 and
2; ~c! layers 1, 2, and 3;~d! complete model. The result confirms the hy-
pothesis that refraction due to the positive sound speed gradient in the
1500-m unconsolidated sediment alone is insufficient to account for the
appearance of the doublet at the receiver. The doublet appears in the mod-
eled reception only after the basement is included in the geoacoustic model.
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noise ratio of the first arrival will then be computed and
compared to that obtained from Fig. 4 to yield a coarse con-
sistency check of the OASES model result. The transmission
loss, TL, along the subbottom path is defined by13

TL5E
G
ap~s!ds1RL1GL, ~1!

where the integral represents total attenuation loss in dB
along the path,G, traversed by the acoustic pulse in the sub-
bottom, RL denotes reflection loss in dB, and GL denotes
geometric spreading loss in dB. The contributions of each
loss term in~1! to the total transmission loss are summarized
in Table II. Using Snell’s law5 to determine the pulse trajec-
tory, the total length of the path through the subbottom is 22
km for a source/receiver separation of 17 km. Given the
compressional wave attenuations in Table I, the estimated
attenuation loss incurred along this path is calculated to be
16 dB. This estimate is confirmed with OASES by compar-
ing the received level obtained with the geoacoustic model of
Table I with that obtained with all attenuations set to zero.
Next, the reflection loss at each interface is computed using
the formula for the plane-wave reflection coefficient at ob-
lique incidence,5

R5
Zj11 sin u j2Zj sin u j11

Zj11 sin u j1Zj sin u j11
, ~2!

whereZj5r j cj is the acoustic impedance,rj is the density,
cj is the sound speed, anduj is the incidence angle in layerj .
The reflection loss at each interface is then given by

RL5210 log10~12uRu2!. ~3!

The total reflection loss along the path is computed to be
approximately 2.7 dB. Lastly, geometric spreading loss, as-
suming spherical spreading for a path length of 22 km, is
86.8 dB. Thus, the total transmission loss along the path
assuming plane-wave propagation is estimated to be 105.5
dB. From the passive sonar equation,13 the rms-signal-to-
rms-noise ratio of the received pulse is defined as

SNRrms5SL2TL2NL210 logD f , ~4!

where SL denotes rms source level in dB, NL denotes noise
spectrum level in dB in a 1-Hz band, andD f is the noise
bandwidth. For an rms finback source level of 186 dB, an
ambient noise spectral level of 60 dBre: 1 mPa in a 1-Hz
band, and a noise bandwidth equal to the call bandwidth of 6
Hz, the subbottom pulse in the plane-wave calculation is
received with a SNRrms of 12.8 dB. This result should be
compared with the SNRrms of the first arrival computed di-
rectly from the time series of Fig. 4. From Fig. 4, the SNRrms
of the subbottom pulse in the OASES model is computed by

SNRrms520 log10~ uprmsu2!2NL210 log10D f . ~5!

This calculation yields an SNRrms of 10.7 dB, in good agree-
ment with the plane-wave calculation. The 2-dB discrepancy
may be related to inaccuracies in the plane-wave reflection
loss calculation, e.g.,~3! does not account for shear conver-
sion loss at the seafloor. While this calculation is only ap-
proximate, it independently confirms that it is plausible for a
20-Hz finback pulse to penetrate to great depths beneath the
seafloor and still be detected by a single hydrophone upon
returning to the water column.

E. Depth dependence of received call

Given the proximity of the calling individual to the
ocean surface, it is important to assess the sensitivity of the
detected call to interference effects related to surface reflec-
tions. With an estimate of the source departure angle corre-
sponding to the first pulse arrival in the doublet pattern, it is
possible to calculate the interference pattern as a function of
water depth. The geometry of the calculation is shown in
Fig. 11. Using a geometric optics calculation~see Appendix
B!, it is found that the early arrival detected at a range of 17
km corresponds to a source departure angle ofud513.3°.
Assuming plane-wave propagation as a reasonable first-order
approximation, the phase difference,Df, between the direct
and surface reflected paths is given by

Df5kS z

cosud
D ~11cos 2ud!, ~6!

where k is the wave number of the medium andz is the
source depth. The complex envelope of the net pressure sig-
nal propagating downward into the sediment at an angleud ,
normalized by the peak source pressure, may then be written
as

p512ejDf. ~7!

The corresponding interference pattern, which plots the
depth dependence of the normalized received level, given by
10 logpp* , where ~* ! denotes complex conjugate, is de-
picted in Fig. 12. Notice the deep null at a source depth of 40
m. For this acoustic environment, a finback calling at a depth
of 40 m would not be expected to produce a doublet at the
receiver. Figure 13 depicts a set of depth stacked spectro-
grams for the Gulf of California environment at a range of 17
km. Again, each depth strip depicts frequency content from
10 to 30 Hz for a time window of 25 s. Channel depth is 50
m, receiver depth is 20 m, and the source depth is varied
from 10 to 50 m. Consistent with the interference pattern
shown in Fig. 12, the received levels of the first arrival for

TABLE II. Estimate of loss mechanisms in each layer based on an assump-
tion of plane-wave propagation. The source range is 17 km. The total length
of the subbottom-refracted path at this range is approximately 22 km. The
attenuation loss in each layer is obtained by multiplying the two-way path
length in each layer, in compressional wavelengths, by the attenuation co-
efficient in dB/l. The path lengths for layers 1, 2, and 3 used in the calcu-
lation were 30l, 22 l, and 52l, respectively. The attenuation coefficients
used in the calculation were 0.2, 0.2, and 0.11, respectively. Reflection loss
corresponds to signal energy lost upon entering/departing the indicated
layer. Geometric spreading loss is assumed to be due to spherical spreading.
The estimated transmission loss for the subbottom path at this range is 105.5
dB, in good agreement with the OASES model result in Fig. 4.

Loss mechanism Layer 1 Layer 2 Layer 3 Total

Attenuation loss~dB! 6.0 4.4 5.7 16.0
Reflection loss~dB! 1.1 0.7 0.9 2.7
Spreading loss~dB! ••• ••• ••• 86.8

Total ~dB! 105.5
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source depths of 10, 20, 30, and 50 m are similar, to within
3 dB. However, at a source depth of 40 m, the first arrival in
essentially indistinguishable above the noise floor. Thus, at a
range of 17 km, a call emitted at a depth of 20 m is detected
as a doublet at the receiver, while a call emitted at a depth of
40 m is detected as a single pulse. Lastly, from Fig. 13, it is
observed that in this shallow water environment, the inter-
pulse spacing is insensitive to source depth.

III. DISCUSSION

A. Effect on long distance communication between
whales

Fineet al. discuss evidence that the temporal patterning
of fish sounds is of paramount importance in their coding.14

They suggest that analyses of the swimbladder’s role in hear-
ing, in particular its inability to selectively favor any given
frequency, support the contention that ‘‘the temporal nature
of sound, rather than variations in its frequency content, is

important for communication in fishes.’’14 If finbacks rely
on temporal cues encoded in patterned 20-Hz pulse se-
quences for long distance communications, then the findings
of this paper present some interesting questions for whale
biologists to consider. For instance, biologists might consider
whether the periodic insertion of a multipath arrival within a
patterned 20-Hz pulse sequence changes the meaning of the
sequence. Perhaps, the finback’s auditory system is capable
of recognizing and discarding such an arrival as redundant.
On the other hand, the multipath arrival may provide the
animal with some useful information concerning the nature
of the seabed below it, perhaps for navigational purposes.

B. Hyperbolic localization

It was shown in Fig. 7 that in a shallow channel it is
possible for the detection range of the subbottom penetrating
arrival to exceed that of the water-borne arrival. This implies
that it may be possible to misinterpret a single 20-Hz finback
pulse as being water borne, when it is in fact subbottom
penetrating. This finding could have a significant impact on
the interpretation of hyperbolic localization results. Hyper-
bolic fixing methods estimate source position by intersecting
two or more hyperbolic loci derived from acoustic pulse
travel time differences between pairs of acoustic receivers.15

Each hyperbola represents a set of candidate positions for a

FIG. 11. Geometry of interference cancellation effect between downward
propagating ray with source departure angle2ud and surface reflection with
departure angleud .

FIG. 12. Interference pattern depicting normalized received level versus
source depth. The frequency is 20 Hz. The source departure angle is 13.3°.
The channel depth is 50 m.

FIG. 13. Depth stacked spectrogram depicting spectral density level in
dB/Hz for Gulf of California environment. Each depth strip depicts fre-
quency content from 10 to 30 Hz for a time window of 25 s. The same
grayscale applies for all depths. The whale’s range is 17 km. The receiver
depth is 20 m. The channel depth is 50 m. The noise level is 60 dBre: 1mPa
in 1-Hz band. The depth dependence is due to the interference of the
~nearly! vertically propagating early arrival and its reflection from the ocean
surface. At a range of 17 km, a call emitted at a depth of 20 m would be
detected as a doublet at the receiver, while a call emitted at a depth of 40 m
would be detected as a single pulse.
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whale relative to a given pair of receivers. The shape of each
hyperbola depends on an assumption for the sound speed of
the surrounding medium. If a subbottom penetrating pulse is
misinterpreted as a water-borne pulse, and incorrectly asso-
ciated with the sound speed for water, the shape of the re-
sulting hyperbola will be greatly distorted from its true
shape. From Tables I and II, it can be shown that the path
integrated sound speed for the subbottom arrival can be as
much as 4.2 km/s, almost three times that of water. With
such a disparity between the effective sound speeds along the
two paths, a hyperbolic fix based on an incorrect path as-
sumption would incur a gross position estimation error.

C. Passive ranging using a single hydrophone or
array

When the acoustic environment supports a subbottom-
refracted multipath, the interpulse delay may be useful for
passive ranging of finbacks using a single hydrophone. Pas-
sive localization then becomes possible with only a pair of
hydrophones.

The source/receiver geometry for a passive localization
experiment based on this premise is depicted in Fig. 14. The
source/receiver separation must be sufficient to support dou-
blet propagation, or at least a significant degree of multipath
spread. If the animal is sufficiently distant, the geoacoustic
model for the site maps the doublet interpulse interval at
each receiver to a locus of possible whale positions relative
to each receiver. The loci are circles in a perfectly known,
isotropic sound-speed environment. In practice, environmen-
tal uncertainty will cause these circles to look like annuli of
finite thickness. If the same call is detected by each receiver,
the set of possible whale locations is narrowed to two points
by intersecting the range annuli for receivers R1 and R2. In
shallow, coastal waters, it is likely that additional environ-
mental constraints may be available to reject one of these
two points. For example, one point may be on land.

If a timebase is recorded at each receiver, it is possible
to provide a consistency check for the passive range estimate
based on interpulse intervals. With two time-synchronized
receivers, a cross correlation of the two measurements will
yield the difference in acoustic travel time for each multipath
arrival. With the geoacoustic model, this travel time differ-
ence can be mapped to a hyperbola which traces a different
locus of possible whale locations.15 This set of locations is
independent of that determined from the doublet interpulse
delays. Theoretically, the hyperbola should pass through the
intersection regions of the range annuli, as shown in Fig. 14.
Environmental modeling errors will cause the hyperbola to
deviate from the intersection points by a small degree.

IV. CONCLUSION

Using an empirically derived geoacoustic model for the
northern Gulf of California, the OASES acoustic propagation
model has been used to interpret finback data collected by
Thompsonet al. in 1987. The results support the hypothesis
that it is plausible to explain the appearance of the doublet in
the Gulf of California finback data in terms of multipath
propagation through the seafloor. Of course, these results

cannot rule out the possibility that finbacks emit doublets. It
was found that under moderate ambient noise conditions, the
multipath-induced finback doublet may be detectable at
ranges up to 30 km. It was also shown that, contrary to
intuition, the detection range of the subbottom path could
exceed that of the water-borne path. These results have many
interesting acoustic and biological implications. For ex-
ample, it is conceivable that one could receive a singlet from
a finback pulsing on the opposite side of an island. Further,
the received call was shown to be sensitive to the acoustic
properties of the ocean bottom. Future studies could consider
the use of the low-frequency vocalizations ofBalaenoptera
whales to bound geoacoustic parameters of the seafloor.

The acoustic model predicts a high degree of variability
for the doublet interpulse interval that is caused by multi-
path. However, this magnitude of variability is supported by
observations made by Thompsonet al. in the Gulf of Cali-
fornia. Model predictions for interpulse interval variability in
other regions should be calculated and compared with data.3

The interpulse spacing was observed to be insensitive to
the whale’s depth. However, the signal-to-noise ratio of the
first arrival was shown to be very sensitive to depth-
dependent interference effects related to surface reflections.
The sensitivity of the interpulse spacing to the animal’s
range points toward its potential as a practical tool for the
passive ranging of whales using a single receiver. The geoa-
coustic model presented in this paper suggests that the range
to the finback whose call is depicted in Fig. 2 was 17 km. If
the geoacoustic properties of the seafloor remain stationary

FIG. 14. Source/receiver geometry for passive localization experiment using
doublet interpulse delays. Range circles indicate the set of possible whale
positions relative to each receiver. In practice, due to environmental uncer-
tainty, circles will be represented by annuli of finite thickness. The hyper-
bola ~dotted line! represents the set of possible whale positions determined
from the difference in arrival times between the two receivers. The whale’s
location will correspond to the intersection of the two circles. The hyperbola
should pass very near to each intersection point.
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over spatial scales on the order of tens of kilometers, a single
measurement of the compressional wave speed profile be-
neath the seafloor in the survey area would be sufficient to
yield first-order estimates of the caller’s range when a sub-
bottom propagation path leading to a doublet is supported.
We speculate that finbacks may also rely on the interpulse
spacing to estimate the distance to neighboring callers for
reasons related to social behavior.

Some biological implications of the findings presented
in this paper were suggested. For example, scientists might
consider the impact the multipath-induced doublet has on
long distance communication between whales based on tem-
poral cues encoded in patterned 20-Hz pulse sequences.
Also, due to the strong range dependence of theA–B inter-
val in the multipath-induced doublet, it may be possible to
infer swim rate fromA–B interval statistics. Finally, it is
known that biologists sometimes use song dialects to reveal
differences in genetic constitution.16 In this work, it has been
shown that the ocean environment may significantly affect
the temporal structure of finback 20-Hz pulse sequences,
This suggests that an understanding of the acoustic environ-
ment is crucial before differences in sound production can be
used for purposes of identifying speciation inBalaenoptera
whales.
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APPENDIX A: OASES MODEL FOR GULF OF
CALIFORNIA

Assumptions made in the construction of the Gulf of
California geoacoustic model for the Peurto Libertad record-
ing site are outlined. For illustration, Table I depicts the OA-
SES input file used to calculate the pressure time series as-
sociated with Fig. 7.

A. Sound speed in water

The speed of sound in the water column was approxi-
mated using the Levitus database.11 The coordinates of the
Peurto Libertad recording site were estimated to be 30°008N,
247°128E. The season was Levitus summer, which repre-
sents the mean ocean climatology over the months August,
September, and October. Bathymetric data published by Van
Andel8 indicate that water depths in this area range from 30
to 100 m. For the input file in Table I, a water depth of 50 m
was assumed. Ann2-linear sound-speed profile12 was fitted
to sound-speed values extracted from the Levitus database at
depths of 0 and 50 m.

B. Compressional wave speed in bottom

Values for thickness and compressional wave speed in
each layer of the model were taken from Phillips.9 For the

isovelocity layers, 1a, 2, and 3, these values were deter-
mined from Table I-B of Ref. 9 and the seismic velocities
reported at the bottom of page 94 of Ref. 9. The expression
for the sound-speed dependence in layer 1 was taken directly
from the equation at the top of page 97 of Ref. 9.

C. Shear wave speed in bottom

The shear speed profile in layer 1 of the model was
approximated by imposing a depth dependence on the ratio
cp/cs equivalent to that reported in Table VIA of Hamilton.10

The actual depth dependence of shear speed used in the
model is given by

cs~z!5cp~z!F0.2310.0135S z75D G , ~A1!

wherez is the depth in meters below the seafloor in layer 1.
This condition was chosen due to the similarities in total
layer thickness and compressional wave speed gradient of
the two environments. For shear speeds in layers 1a, 2, and
3, reference was made to the statement on page 1324 of
Hamilton: ‘‘At compressional wave velocities greater than
3.4 km/s, a [cp/cs] ratio 2.0 can be used.’’10

D. Compressional wave attenuation

Figure 21 of Van Andel8 indicates that surface sedi-
ments in the vicinity of the Peurto Libertad recording site
consist mainly of sand or silty sand. From Hamilton,10 the
compressional attenuationkp , specified in units of dB/m/
kHz, varies between about 0.25 and 0.60 for surface sands.
For most of the figures presented in this paper, a value for
kp~0! of 0.25 dB/m/kHz was adopted. The subbottom re-
fracted arrival was confirmed to be easily visible forkp~0! as
large as 0.45 dB/m/kHz. Data from Van Andel8 on the dis-
tribution of grain sizes in the northern Gulf support the se-
lection of akp value at the low end of the range given by
Hamilton. According to Fig. 42 of Van Andel,8 sediments
around the recording site are dominated by grain sizes in the
rangef50.5 to 1 andf52 to 2.5, wheref52log2 ~size in
mm!. Cross referencing this information with Fig. 19 from
Hamilton,10 it is seen that a value ofkp50.25 is not incon-
sistent with Van Andel’s data.

The depth dependence ofkp in layer 1 of the model was
assumed to follow az21/6 power law, in accordance with the
discussion on page 1330 of Hamilton.10 Values for kp in
model layers 1a, 2, and 3 were chosen based on values re-
ported in Table VIA of Hamilton10 for sedimentary rock and
basalt.

Compressional wave attenuation,ap , in units of dB/
wavelength as required by OASES, was obtained fromkp by
the conversion

ap~z!5kp~z! f clp~z!, ~A2!

wheref c is the center frequency of the whale call in kHz and
lp is the depth-dependent compressional wavelength of the
call.
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E. Shear wave attenuation

Shear wave attenuations,as , were obtained by comput-
ing the maximum values allowed under the constraint given
by Schmidt12 for physically meaningful attenuations,

as

ap
5
3

4 S cpcsD
2

. ~A3!

This condition guarantees a bulk modulus that has a positive
imaginary component.12 This condition insures that a pure
dilatational wave propagating in the elastic bottom does not
increase in amplitude.

F. Density

The density of each layer in the model was determined
based on Fig. 26 of Hamilton10 which relates compressional
wave velocity to density. For layers 1, 1a, and 2, the curve
labeled ND in Fig. 26 was used. For simplicity, a linear
density gradient was assumed for layer 1, with a value of 1.8
g/cm3 at a depth of 0 m below the seafloor and a value of
2.18 g/cm3 at a depth of 1425 m below the seafloor. For layer
3, the basement layer, curve B was used to obtain a density
of 2.9 g/cm3, corresponding to acp of 6640 m/s.

APPENDIX B: GEOMETRIC OPTICS CALCULATION
OF INTERPULSE DELAY TIME

In this appendix, the calculation of the interpulse delay
time for the finback doublet is outlined. The calculation pro-
ceeds on the assumption that the path of the first arrival is
sufficiently refracted in the unconsolidated sediment layer to
meet the condition of total internal reflection at the basement
interface within a source/receiver separation of 17 km.

Using the theory of geometric optics for acoustic propa-
gation in a medium characterized by a linear sound-speed
gradient,17 we first solve the following set of equations for
the travel time of the subbottom arrival,tbot:

t35
L3
c3
, L35ADx3

21Dz3
2, Dx35Dz3 tan

21 u4 ,

~B1!

t25
L2
c2
, L25ADx2

21Dz2
2, Dx25Dz2 tan

21 u3 ,

~B2!

t152
1

p1
lnS z10z11

11A12z11
2 /R1

2

11A12z10
2 /R1

2D ,
~B3!

Dx15R1~cosu102cosu11!,

t052
1

p0
lnS z00z01

11A12z01
2 /R0

2

11A12z00
2 /R0

2D ,
~B4!

Dx05R0~cosu002cosu01!,

t tot52~t01t11t21t3!, ~B5!

whereu4 denotes the incidence angle at the basement, layer
4, u3 denotes the incidence angle at layer 3,Dxi is the hori-
zontal distance traversed by the pulse in layeri , andDzi is

the thickness of layeri , i50,...,4 ~see Fig. 9!. zi j is defined
by

zi j5Ri sin u i j , ~B6!

whereui j denotes the ray angle in thei th layer at depthzi j ,
andRi denotes the radius of curvature for thei th layer de-
fined in terms of the Snell invariant,ai , and the sound-speed
gradient,pi , for that layer as follows:

Ri5
1

aipi
, ~B7!

ai5
sin u i j
c~zi j !

. ~B8!

The travel time for the water-borne pulse,twater may be ap-
proximated by

twater5
R

c̄
, ~B9!

wherec̄ is the mean sound speed in the water column, andR
represents the source range defined by

R52~Dx01Dx11Dx21Dx3!. ~B10!

Note thati50 corresponds to the water column. The inter-
pulse delay time,Dt, follows directly as

Dt5twater2t tot . ~B11!

For the geoacoustic model in Table I, the above set of
equations can be used to compute the interpulse delay at a
rangeR equal to 17 km. The critical angle at the basement
interface is given byuc5sin21~5430/6640554.8°!. Using
Snell’s law,5 the corresponding source departure angle,ud , is
computed to be 13.3°. For a path which encounters the base-
ment interface at critical incidence,~B5! yields a first pulse
travel time ofttot55.3 s. Accounting for filter delay through
the fin source model of 0.5 s, this corresponds to an absolute
arrival time for the first pulse of 5.8 s. Similarly, using~B9!
andc̄ equal to 1526 m/s, the arrival time for the water-borne
pulse is found to be 11.6 s. This yields an interpulse delay
time of 5.8 s, in good agreement with the result of Fig. 6.
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Error analysis in acoustic elastography. I. Displacement
estimation
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Correlation between acoustic echo signals obtained before and after application of an external
compressional force provides information about the internal deformation of an elastic medium. In
this paper, the variance for displacement estimated from an echo data segment and the covariance
between two windowed segments that may overlap are derived. The signal and noise spectra are
Gaussian and independent. The dependence of the displacement variance on input signal-to-noise
ratio ~SNRi!, time-bandwidth productW, fractional bandwidthY21, and the rate of displacement
variation with deptha is investigated. The relationship betweena and the other experimental
parameters is crucial for understanding how signal decorrelation affects displacement error. The
expression for displacement variance reduces to the Cramer-Rao lower bound result whena50 and
W@1 for both bandpass and base-band signals. WhenaÞ0 displacement variance increases, and
there is an optimal window length atW 5 A20/aA11Y2 for which the displacement variance is
minimum. Narrow-band signals produce larger errors than broadband signals for long observation
windows whenaÞ0 and just the opposite whena50. Errors are greatest for displacements
estimated from the envelope of narrow-band signals. Finally, a general expression for the minimum
displacement variance for arbitrary signal and noise spectra is derived as a function of the
experimental parameters. These results form a framework for analyzing strain estimates in
elastography, the subject of a companion paper. ©1997 Acoustical Society of America.
@S0001-4966~97!03602-3#

PACS numbers: 43.80.Cs, 43.80.Ev, 43.80.Qf@FD#

LIST OF SYMBOLS

ai linear compression parameters for observation
windows 1 and 2, whereai5si /(12si) and
i51,2

A,B special functions used in Appendix B
Bz bandwidth for flat bandpass spectrum
c speed of sound
D,D̂ tissue displacement and its estimate
Dt time delay
f reflectivity profile as determined by the

acoustic scattering structure of the medium
g a function of experimental parameters in the

numerator of the covariance expression
Gf ,Gn power spectral density functions for signal

and noise processes
h point spread function of the ultrasonic imag-

ing system
k spatial frequency variable
L f ,Lh ,L correlation lengths characteristic of the reflec-

tivity profile f , acoustic pulseh, and the con-
volution h^ f

Ls length scale for strain variation
nI ,nII additive noise processes for the pre- and post-

compression signals
p,q special functions used in Eq.~19!
r I ,r II pre- and post-compression ultrasonic echo

signals
s,ŝ tissue strain and its estimate, where

ŝ5(D̂22D̂1)/DZ
SNRi input signal-to-noise ratio5s f

2/sn
2

W time-bandwidth product5Z/L
Y inverse of the fractional bandwidth

5~1/k0L!21

z spatial variable along the ultrasonic beam axis
Z,DZ observation window length and separation be-

tween window centers
b general~nonlinear! tissue displacement
f cross-correlation function
s f
2 ,sn

2 signal and noise variances
t spatial cross-correlation variable
DZ̃5DZ/Z,
t̃5t/Z,
D̃5D/Z,

D̃̂5D̂/Z are dimensionless quantities

INTRODUCTION

Time-delay estimation is a problem of great importance

in many areas of research.1,2 This paper discusses the related

topic of displacement estimation, where ultrasonic echo sig-
nals are analyzed to estimate movement within a compressed
viscoelastic medium. In acoustic elastography, time-delay
measurementsDt are related to local displacementsD
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through the speed of soundc according to the expression
D5cDt/2. Displacement is estimated by applying correla
tion techniques to windowed segments of echo waveforms
obtained before and after compression.

Figure 1 shows typical pre-compression~solid line! and
post-compression~dotted line! signals obtained in an elasto-
graphic experiment. The echo signals in the figure are seg-
mented into overlapped windows of lengthZ. The second
window has been shifted a distanceDZ, where 0<DZ<Z.
Assuming that the displacement varies linearly with position,
the pre-compressionr I(z) and post-compressionr II(z) echo
waveforms within the first observation window are modeled
as

r I~z!5h~z! ^ f ~z!1nI~z!;

r II ~z!5h~z! ^ f „~11a1!z1D1…1nII ~z!
0<z<Z, ~1!

where f is the reflectivity function that is determined by the
internal scattering structure of the medium,h is the point
spread function of a broadband ultrasonic imaging system,nI
andnII are additive, signal-independent noise processes,z is
the position along the axis of the sound beam, and^ denotes
convolution. The subscript 1 indicates the first of two obser-
vation windows. The effects of compressing the medium are
represented by a shifting and scaling of the axial reflectivity
profile. The shifting parameterD1 accounts for the displace-
ment accumulated between the compressor and the center of
the window, and includes the effects of any prior compres-
sions. The scaling parametera1 defines the rate at which the
displacement varies alongz. The linear displacement as-
sumption is related to the more general model of tissue de-
formation f „z1b(z)… described previously3 by the series ex-
pansion b(z)5D1az1bz2••• . In this model, the
parametera is given in terms of the applied strains asa5s/
(12s)'s for small s. Notice thata is the input strain pa-
rameter that modifies the signal and ultimately determines
the quality of the strain estimateŝ.

Similarly, for the second observation window

r I~z!5h~z! ^ f ~z!1nI~z!,

DZ<z<Z1DZ, ~2!

r II~z!5h~z! ^ f „~11a2!z1D2…

1nII~z!

wherea2 andD2 are the corresponding displacement param-
eters.

We assume that~1! f (z) andn(z) are weakly stationary,
bandlimited, zero mean random processes that are uncorre-
lated with each other. The corresponding power spectral den-
sities areGf(k) andGn(k), respectively.~2! The gate length
Z is large compared to the correlation length of the tissue
scattering structureL f and the length of the acoustic pulse
Lh . ~3! The pulse bandwidthLh

21 is large so thath(z)'d(z)
in Eqs.~1! and ~2! and thereforer (z)5 f (z)1n(z). ~4! The
input signal-to-noise ratio SNRi is large anda is small to
ensure that sidelobe amplitudes of the cross-correlation func-
tion betweenr I(z) andr II(z) are smaller than the main lobe.

4

In this paper, our goal is to derive the mean of the dis-
placement difference

E@D̂22D̂1# ~3!

and the covariance between estimated displacements

cov~D̂1 ,D̂2!5E@~D̂12D1!~D̂22D2!# ~4!

in terms of the important experimental parameters when tis-
sue motion varies linearly with position. The variance of the
displacement estimates in each window is obtained by set-
ting D15D2 in Eq. ~4!. As discussed in the companion
paper,5 the displacement covariance fully characterizes the
variance of the strain estimateŝ5(D̂22D̂1)/DZ in elastog-
raphy. Furthermore, the tradeoff between elastographic reso-
lution and strain noise is determined by the displacement
covariance through the window separationDZ. Conse-
quently, displacement covariance is central to understanding
the statistical properties of strain images.

Cespedeset al.6 investigated the axial strain estimation
error from time-delay measurements. They formulated the
strain variance in terms of time-delay variance and covari-
ance. A lower bound on the strain variance is given by as-
suming the ideal conditions of large window length and in-
finitesimal strain, and a covariance function that decays
linearly with window separation for 0<DZ<Z. In this work,
the displacement variance and covariance are rigorously de-
rived for the more realistic conditions of finite strain and
arbitrary window length.

The paper is structured as follows. In Sec. I, we describe
the problem of estimating displacements by cross-correlating
the pre- and post-compression echo signals, and we intro-
duce various approximations to simplify the derivation of the
displacement covariance. In Sec. II, we provide a covariance
expression for echo signals with bandpass Gaussian spectra.
We present numerical calculations in Sec. III that illustrate

FIG. 1. Examples of a precompression echo signalr I(z) ~solid line! and
postcompression echo signalr II(z) ~dotted line! are illustrated. Observation
windows of lengthZ are overlapped by an amountZ2DZ.
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how changes in experimental parameters affect displacement
variance and covariance. Those results are discussed in Sec.
IV. Finally, a Gaussian approximation of a sinc(x) function
is described in Appendix A, and a general minimum-
variance expression for the displacement variance is derived
in Appendix B.

I. DISPLACEMENT COVARIANCE

In this section, we derive the covariance between dis-
placements estimated from echo data in two neighboring ob-
servation windows that might overlap. The analysis frame-
work parallels that of Azaria and Hertz7 who studied time-
delay estimation for constant delay~a50!. The cross-
correlation function between the pre- and post-compression
echo signals,r I and r II is

f i~t i !5E
2Z/21~ i21!DZ

Z/21~ i21!DZ
dz rI~z1t i !r II~z! for i51,2,

~5!

where the subscripti51 denotes the window on the left in
Fig. 1 andi52 denotes the window on the right. The dis-
placement estimateD̂ is given byt at the peak of the cross-
correlation function, i.e.,

f i~D̂ i !5max
t

f i~t i !. ~6!

Within the limits of the above assumptions, the cross-
correlation function may be divided into two terms:

f i~t i !5f i f f ~t i !1f i f n~t i !, ~7!

where

f i f f ~t i !5E
2Z/21~ i21!DZ

Z/21~ i21!DZ
dz f~z1t i ! f „~11ai !z1Di…

~8!

and

f i f n~t i !5E
2Z/21~ i21!DZ

Z/21~ i21!DZ
dz$ f ~z1t i !nII~z!1nI~z1t i !

3 f „~11ai !z1Di…1nI~z1t i !nII~z!%. ~9!

fi f f ~ti! can be expanded in Taylor series up to second-order
around t i5Di , i.e., f i f f (t i) ' f i f f (Di) 1 1

2(t i
2 Di)

2f i f f9 (Di), sincef i f f8 (Di),@df i f f /dt i #t i5Di
5 0. As-

suming variations infi f f ~ti! about the expected value are
small, thenf i f f9 (Di) ' E@f i f f9 (Di)#. Let D̂ i be the estimate
of Di that maximizesf i(t i). Substituting the expansion into
Eq. ~7!, differentiating with respect toti , setting the result
equal to zero, and rearranging terms, the displacement error
D̂ i2Di can be expressed as7

D̂ i2Di52
f i f n8 ~D̂ i !

E@f i f f9 ~Di !#
. ~10!

The denominator is calculated for thei th window from the
cross-correlation of the noise-free pre- and postcompression
echo signals evaluated at the true displacementDi .

From Eq.~10! and assumption 1, the expected deviation
is

E@D̂ i2Di #52
E@f i f n8 ~D̂ i !#

E@f i f f9 ~Di !#
50, ~11!

which shows thatD̂ i is an unbiased estimate ofDi . It should
be noted that the interpolation required to locate the cross-
correlation peak using sampled data can introduce a bias.8,9

Also from Eq.~10!,

cov~D̂1 ,D̂2!5E@~D̂12D1!~D̂22D2!#

5
E@f1 f n8 ~D̂1!f2 f n8 ~D̂2!#

E@f1 f f9 ~D1!#E@f2 f f9 ~D2!#
. ~12!

The numerator and denominator in Eq.~12! can be calcu-
lated separately. The numerator is written as

E@f1 f n8 ~D̂1!f2 f n8 ~D̂2!#5F d2

dt2dt1
g~t1 ,t2 ,D1 ,D2 ,DZ,

Z,a1 ,a2 ,Gf ,Gn!G
t15D̂1 ,t25D̂2

,

~13!

where

g~t1 ,t2 ,D1 ,D2 ,DZ,Z,a1 ,a2 ,Gf ,Gn!5Z2E
2`

` E
2`

`

dk1 dk2 exp@2 jk1~t22t1!#†$Gf~k1!Gn~k2!

1Gn~k1!Gn~k2!%sinc
2@~k11k2!Z/2#exp@2 j ~k11k2!DZ#

1Gn~k1!Gf~k2!sinc@~k11~11a1!k2!Z/2#sinc@~k11~11a2!k2!Z/2#

3exp@2 j ~k11a2k2!DZ2 jk2~D22D1!#‡ ~14!

is a function of important parameters related to intrinsic properties of the medium and instrumentation.Gf andGnrepresent the
signal and noise spectra. The factors in the denominator of Eq.~12! can be written as
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E@f i f f9 ~Di !#5ZF d2dt i
2 E

2`

`

dk Gf~k!sinc~kaiZ/2!

3exp@2 jk~t i2Di !#G
t i5Di

where i51,2.

~15!

Equation~15! clearly shows that the effect of the rectangular
window on the cross-correlation function is to introduce a
low-pass filter via the sinc function. However, if the dis-
placement is constant alongz, i.e., ai50, then the signal is
ergodic and the correlation function is not filtered. Variances
are obtained from Eq.~12! by setting i5152. Using the
equations above, we give the lower bound on displacement
variance in Appendix B for general signal and noise spectra.

It should be noted that once Eq.~14! is substituted into
Eq. ~13!, the displacement covariance, Eq.~12!, becomes a
function of estimated displacementsD̂1 andD̂2. Variances in
some time-delay estimation algorithms can depend on the
unknown delays. The performance of such algorithms and
their dependence on the unknown delays have been dis-
cussed in the literature.9 In our analysis presented below, it
turns out that the covariance expression depends on un-
known displacements through the differenceD̂22D̂1 .

II. CALCULATIONS FOR GAUSSIAN SPECTRA

In this section, we calculate the variance and covariance
for displacements estimated from signals having bandpass
and base-band Gaussian spectra. Examples of bandpass sig-
nals are the rf echo signalr (z) and its analytic signal repre-
sentation. Examples of base-band signals are the echo enve-
lope and the reflectivity profilef (z). We assume the
bandpass Gaussian form

Gl~k!5
s l
2

2
$exp@2~k1k0!

2L2#

1exp@2~k2k0!
2L2#%, l5 f ,n, ~16!

wheresl
2 is proportional to the variance of the random pro-

cessl andk0 is the center frequency of the spectra.L denotes
the correlation length of the process, either bandpass or base-
band, and 1/L can be considered as a measure of bandwidth.
The envelope of the signal is described by the base-band
spectrum and obtained by settingk050 in Eq. ~16!.

It is convenient to work with the following dimension-
less parameters:

DZ̃5DZ/Z, t̃5t/Z, D̃5D/Z, W5Z/L, Y5k0L.
~17!

The last two parameters have important implication for error
estimation.W is the spatial equivalent of the time-band prod-
uct; it specifies the number of independent samples per ob-
servation window.Y21 is the fractional bandwidth of the
echo signal. Since the bandwidth of the tissue reflectivity
profile is usually much greater than that of the ultrasonic
imaging system, i.e.,L f

21@Lh
21, the time-bandwidth product

and fractional bandwidth of echo signals are limited by the
acoustic pulse length, i.e.,W5Z/Lh andY5k0Lh . To inves-

tigate properties of the echo envelope, we setW5Z/Lh and
Y50. The motion of the compressed medium can also be
studied independent of the ultrasonic system properties, as in
this paper, by settingW5Z/L f andY50. Therefore, the in-
terpretation ofL in Eq. ~17! depends on the form of the data.

Using the approximations of Appendix A, we evaluate
the integrals in Eqs.~14! in terms of the dimensionless pa-
rameters defined in Eq.~17!. The result is

g~ t̃1 ,t̃2,D̃1 ,D̃2 ,DZ̃,a1 ,a2 ,W,Y,SNRi !

5
s f
4W2e22Y2

4pSNRi
(

m521,1
n521,1

F @11~1/SNRi !#

q3

3expH q22q12 1
q4
q3
2 J 1

1

p3
expH p22p12 1

p4
p3
2 J G , ~18!

where

SNRi5
s f
2

sn
2 , ~19a!

q1
254~110.1W2!, ~19b!

q25WF jDZ̃12nS YWD G , ~19c!

q3
254~110.2W2!, ~19d!

q45W2q1
2@ j ~ t̃22 t̃11DZ̃!12m~Y/W!

20.1W2~q2 /q1
2!#2, ~19e!

p1
254$110.05@~11a1!

21~11a2!
2#W2%, ~19f!

p25WF j „D̃22D̃11~11a2!DZ̃…12nS YWD G , ~19g!

p3
254@p1

210.1W210.0025~a12a2!
2W4#, ~19h!

p45W2p1
2@ j ~ t̃22 t̃11DZ̃!12m~Y/W!

20.05W2~p2 /p1
2!~21a11a2!#

2. ~19i!

Similarly, the correlation function for the reflectivity profile
in Eq. ~15! may be calculated for the first and second win-
dow:

E@f i f f ~t i ,Di ,ai ,W,Y!#

5
1

2Ap

s f
2We2Y2

A110.05ai
2W2

3ReFexpH 2
W2@ j ~D̃ i2 t̃ i !12~Y/W!#2

4~110.05ai
2W2! J G , ~20!

where Re@.# indicates the real part of the complex argument.
The displacement covariance of Eq.~12! is obtained by com-
bining Eqs.~13!, ~18!, and the second derivative of Eq.~20!.
These are tedious calculations and the resulting expression is
too lengthy to give explicitly. However, for base-band sig-
nals Y50, a concise expression for the displacement vari-
ance can be obtained by substitutingD̃15D̃2 andDZ̃50 into
the covariance expression:
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var~ D̃̂ i !5E@~ D̃̂ i2D̃ i !
2#

5
2~110.05ai

2W2!3

W2SNRi
H S 11

1

SNRi
D ~110.1W2!

~110.2W2!3/2

1
@110.1~11ai !

2W2#

@110.2~11ai10.5ai
2!W2#3/2J . ~21!

Equation~21! offers a considerable amount of intuition about
displacement errors, as discussed in Sec. IV.

III. RESULTS

Displacement variance and covariance are described in
this section with respect to their dependence on the experi-
mental parameters SNRi , a, W, andY.

A. Displacement variance

Displacement variance var(D̃̂ i) is plotted as a function
of window length~via W! in Fig. 2, where we have fixed
SNRi510. The solid lines are the base-band results of Eq.
~21!, where Y50, for four different scaling parameters
a50.0, 0.05, 0.1, and 0.2. Whena50, the medium is not
strained within the windowed echo segment, and the lowest
variance is obtained with the longest observation window~Z!
and largest bandwidth (1/L) achievable. However, fora.0,
the minimum variance is achieved at the window lengthZ
5 A20L/a. Above this value, displacement error is domi-
nated by the loss of signal coherence. Removing the strain
from r II(z) before cross correlation withr I(z), i.e., com-
panding, maximizes signal coherence, particularly for large
Z, and results in less displacement error.5

The dotted and dashed curves in Fig. 2 show the corre-
sponding displacement variances for bandpass signals where
Y52.5 andY55.0, respectively. IncreasingY for fixed pulse
length is equivalent to shifting the center frequency of the
ultrasonic pulsek0 to higher values. Higherk0 yields lower
displacement variance at all window lengths whena50.
@Note that the three straight lines in Fig. 2 correspond to

a50, whereY50 ~solid line!, Y52.5 ~dotted line!, and
Y55.0 ~dashed line!.# As a increases, however, greater dis-
placement error is found for largerY values, and minimum
variance is obtained at

Z5A20L/aA11Y2. ~22!

Figure 3 illustrates how displacement variance depends
on SNRi for base-band signals~top! and bandpass signals
~bottom!. The solid lines are for SNRi510, the dotted lines
are for SNRi550, and the dashed lines are for SNRi5200. In
each case, the error is inversely proportional to SNRi for all
W. However, as shown below, the error is inversely propor-
tional to SNRi

2 for SNRi,10 ~not shown in Fig. 3!.

B. Displacement covariance

The covariance between displacements estimated in two
overlapping windows is plotted in Fig. 4 as a function ofDZ̃.

The results are calculated for SNRi510, D̃15D̃2 , and D̃̂1

5 D̃̂2, therefore the covariance equals the variance atDZ̃50
where the windows overlap 100%. The upper curves~thick
lines! are the base-band results and the lower curves~thin
lines! are the bandpass results. As the overlap in the data for
the two windows is reduced, so too is the covariance. At
DZ̃>1, where the windows are completely uncorrelated, the
covariance should be zero. However, examination of Fig. 4
shows that the long tails on the Gaussian approximations to
the sinc functions~Appendix A! produce a small error. The

FIG. 2. Displacement variance is plotted as a function of the time-
bandwidth productW for the four different values ofa indicated on the
graph. Solid lines represent base-band results,Y50; dotted lines are band-
pass results forY52.5; and dashed lines are bandpass results forY55.0. In
all cases, SNRi510 and the minimum variance occurs atW
5A20/aA11Y2.

FIG. 3. Displacement variance versusW for three values of SNRi510
~solid!, 50 ~dotted!, and 200~dashed!. Results for base-band signals~top!
and bandpass signals~bottom! are presented.
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figure also shows that straining the medium within one or
both windows~ai.0! produces a slight increase in displace-
ment covariance.

IV. DISCUSSION

The foundation of this analysis is Eq.~10!, which pro-
vides valuable intuition about the nature of displacement er-
rors. For example, the denominator of Eq.~10! is the ex-
pected second derivative with respect tot of the cross-
correlation function between the pre- and post-compression
reflectivity profiles f (z) evaluated att5D. The second de-
rivative is monotonic with the curvature or sharpness of the
correlation peak. Large curvatures produce small deviations
in the displacement estimate from the true value. For jointly
stationary processes, e.g.,a50, sharp correlation peaks are
consistent with long observation windows and high-
frequency sound waves.

The numerator of Eq.~10! is the first derivative of the
noise and noise-signal cross terms,f i f n8 (D̂ i). The expected
value of the derivative is zero only at the correlation peak
t i5Di . As SNRi decreases, spurious peaks in the cross-
correlation function occur where the magnitude of the nu-
merator is large, and that predicts an increase in displace-
ment error.

Equation~21! provides additional insights into the na-
ture of errors. This expression is the displacement variance
for base-band signals, and, while it does not include the ef-
fects of k0 as with the full bandpass expression, it does
clearly describe the effects ofZ, L, a, and SNRi . Also the
base-band expression is isomorphic with the bandpass ex-
pression as seen by comparing the data forY50 with that for
YÞ0 in Figs. 2–4. Examination of Eq.~21! shows that the
decorrelation between pre- and post-compression echo sig-
nals that is caused by strainingr II is the dominant source of
displacement estimation error at largeW. The trend is clear,

although Eq.~21! may not accurately predict var(D̃̂ i) at
W@1 andaiÞ0 since assumption 4 is violated.

The base-band results of Fig. 2 yield the same minima in
the displacement variance versusW curves as those found by
Remley~Ref. 10, Fig. 3! who studied theW dependence of a

quantity proportional to the mean-square error in the corre-
lation peakE@„f(D̂ i)…

2#. Remley assumed ideal measure-
ment conditions except for linear displacement. It follows
that the error in determining the height of the correlation
peak should be highly coupled with the displacement error.
Currently, too little is understood about strain variations in
typical elastographic imaging situations to know if the linear
model of Eqs.~1! and~2! is sufficient to model displacement
variance or if the additional information justifies the added
complexity of including quadratic displacement variations.11

We can also show that Eq.~21! reduces to the displace-
ment variance given by the Cramer-Rao lower bound
~CRLB! for base-band Gaussian spectra. Settingai50 and
W@1 ~which does not violate the assumptions! we find:

var~D̂ i !5
A5L3

Z SNRi
S 21

1

SNRi
D . ~23!

From the analysis of Quazi12 for base-band flat spectra of
bandwidthBz , the lower bound on variance at high SNRi

signals is given by varCRLB(D̂)>3/~p2ZSNRiBz
3! and at low

SNRi by varCRLB(D̂)>3/~2p2ZSNRi
2Bz

3!. Using an equiva-
lent bandwidth measure13 to convertBz for flat spectra to
L21 for Gaussian spectra, viz.,Bz 5 (2ApL)21, it is straight-
forward to show that Eq.~23! reduces to the CRLB results
for both high and low SNRi within 4%. Therefore, the

straight lines atai50 in Fig. 2 yield var(D̃̂) > varCRLB( D̃̂)
for base-band~solid line! and bandpass~broken lines! sig-
nals.

The most interesting result from the variance analysis is
the occurrence of a minimum at the time bandwidth product
W 5 A20/aA11Y2, where the displacement errors from ad-
ditive noise are comparable to those from signal decorrela-
tion. The variance is dominated by additive noise at smaller
W and by signal decorrelation at largerW. This simple result
is valid for bandpass and base-band signals, and includes the
effects of the acoustic pulse center frequencyk0 and band-
width L21, observation window lengthZ, and scaling param-
etera. Betz14 provides a cogent explanation for the deviation
of var(D̂ i) from the varCRLB(D̂ i) with increasinga. For fixed

W@1 anda50, var(D̃̂) > varCRLB( D̃̂). As a increases, yet
remains small, the peak of the cross-correlation function

broadens as predicted by Eq.~15! and consequently var(D̃̂)

. varCRLB( D̃̂). However, when the linear rate of displace-
ment exceedsa5A20L/ZA11k0

2L2, the cross-correlation

peak becomes bimodal, and var(D̃̂)@varCRLB( D̃̂). Displace-
ment variance can be kept to a minimum by choosing a
window length given by the expression above, which sug-
gests an intrinsic compromise between resolution and noise.
However, adaptive companding techniques that minimizea
throughout the measurement range lessen the effects of the
compromise. Adaptive companding is critically important to
elastography.

For largeY, Eq.~22! reduces toZ 5 A20/ak0, which has
the same form as the expression predicted intuitively by
Cespedes15 for narrow-band spectra. However, Eq.~22! is

FIG. 4. Displacement covariance is plotted as a function of the window

separationDZ̃5DZ/Z. The displacements areD̃25D̃1 and D̃̂2 5 D̃̂1. The
scaling parametera1 applies to the first observation window anda2 applied
to the second window. However, asDZ̃→0, a2→a1 andD2→D1 .
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more general since it holds for broadband as well as base-
band signals.

Although the presence of minima is intuitive and well-
documented in the time-delay literature,4,10,11,14,15the depen-
dence of displacement variance on all essential elastographic
parameters has not been derived previously. These results are
the foundation for specifying elastographic imaging
performance.5
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APPENDIX A: SINC APPROXIMATION

Empirically we find that

sinc~x!'exp~2x2/5! ~A1!

and

sinc2~x!'exp~22x2/5!. ~A2!

These approximations specify a Gaussian function of width
comparable to the main lobe of the sinc function. Hence, a
Gaussian-weighted window function with spectral properties
similar to that of a rectangular window function is identified.

Therefore,

E
2Z/2

Z/2 E
2Z/21DZ

Z/21DZ

dz1 dz2 exp@2 j ~k11k2!~z22z1!#

5Z2sinc2@~k11k2!Z/2#exp@2 j ~k11k2!DZ#

'Z2 exp@2~k11k2!
2Z2/102 j ~k11k2!DZ# ~A3!

and

E
2Z/2

Z/2 E
2Z/21DZ

Z/21DZ

dz1 dz2 exp@ j „k11~11a1!k2…z12 j „k11~11a2!k2…z2#

5Z2 sinc@~k11~11a1!k2!Z/2#sinc@~k11~11a2!k2!Z/2#exp@2 j ~k11a2k2!DZ2 jk2~D22D1!#

'Z2 exp$2@~k11~11a1!k2!
21~k11~11a2!k2!

2#Z2/202 j ~k11a2k2!DZ2 jk2~D22D1!%. ~A4!

APPENDIX B: MINIMUM VARIANCE FOR
DISPLACEMENT ESTIMATION

The lower bound on displacement variance is derived in
this section for arbitrary signal and noise spectra. The results
follow the methods of Azaria and Hertz,7 except that we do
not prefilter the signals but we do allow for linear displace-
ment variation within the observation window, i.e.,aÞ0.

Beginning with Eq.~12! and combining Eqs.~13!, ~18!,
and ~20!, we let a15a25a, D15D25D, andDZ50. The
displacement variance can be written as

E@~D̂2D !2#5
E@„f f n8 ~D̂ !…2#

„f f f9 ~D !…2
5

*2`
` dk1A~k1!

~*2`
` dk1B~k1!!2

,

~B1!

where

B~k1!5k1
2Gf~k1!sinc@k1~12a!Z/2# ~B2!

and

A~k1!5E
2`

`

dk2†$Gf~k1!Gn~k2!

1Gn~k1!Gn~k2!%sinc
2@~k11k2!Z/2#

1Gn~k1!Gf~k2!sinc
2@~k11ak2!Z/2#‡. ~B3!

The Schwartz inequality for the real functionsAA(k) and
B(k)/AA(k) is

S E
2`

`

dk1AA~k1!
B~k1!

AA~k1!
D 2

<E
2`

`

dk1~AA~k1!!2E
2`

`

dk1S B~k1!

AA~k1!
D 2. ~B4!

Applying Eq. ~B4! to Eq. ~B1! gives the following lower
bound for the displacement variance:

E@~D̂2D !2#>F E
2`

`

dk1
B2~k1!

A~k1!
G21

. ~B5!

The general expression of Eq.~B5! includes the important
experimental parameters that contribute to measurement un-
certainty. However, whena50 andZ@1, Eq. ~B5! reduces
to the variance given by the Cramer-Rao lower bound:

E@~D̂2D !2#>FZE
2`

`

dk1 k1
2Y S 2Gn~k1!

Gf~k1!

1SGn~k1!

Gf~k1!
D 2D G21

'varCRLB~D̂ !. ~B6!
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Error analysis in acoustic elastography. II. Strain estimation
and SNR analysis
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Department of Radiology, University of Kansas Medical Center, Kansas City, Kansas 66160
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Accurate displacement estimates are required to obtain high-quality strain estimates in elastography.
In this paper the strain variance is derived from the statistical properties of the displacement field to
define a point signal-to-noise ratio for elastography~SNR0!. Displacements caused by
compressional forces applied along the axis of the transducer beam are modeled by scaling and
shifting the axial reflectivity profile of the tissue. The strain variance is given as a function of
essential experimental parameters, such as the amount of tissue compression, echo waveform
window length, and the amount of window overlap. SNR0 is defined in terms of applied
compression and strain variance and normalized by the input signal-to-noise ratio~SNRi! for echo
signals, to formulate the performance metric SNR0/SNRi . This quantity characterizes the noise
properties, dynamic range, and sensitivity of strain images based on the spatial resolution
requirements. The results indicate that low noise, high sensitivity, and limited dynamic range strain
images are obtained for high-frequency bandpass signals when the applied strain is small. For large
strains, however, one strategy for low-noise strain imaging employs base-band signals to obtain
images with large dynamic range but limited peak sensitivity and noise figure. A better strategy
includes companding, which eliminates the average strain in the echo signal before cross-correlation
to reduce the dynamic range requirement and increase peak sensitivity for strain estimates. ©1997
Acoustical Society of America.@S0001-4966~97!03702-8#

PACS numbers: 43.80.Cs, 43.80.Ev, 43.80.Qf@FD#

INTRODUCTION

Acoustic elastography is a remote-sensing technique for
imaging elastic properties of biological tissues,in vivo.1

Compared with existing diagnostic techniques, elastography
has great potential for increasing cancer detection rates pro-
vided the large difference in stiffness between a tumor and
its surrounding tissues can be fully exploited. One particu-
larly promising application of elastography is the detection
of malignant breast disease.2

Elastograms display the elastic constants that are mea-
sured by a static-compression measurement technique. A
compressor generates a stress field that deforms a volume of
tissue. Local tissue displacements are tracked through
changes in ultrasonic echo signals. Strain images are esti-
mated from the gradient of the displacement field, and, sub-
sequently, elastic modulus images may be obtained by sub-
stituting the strain tensor and the stress field into the
constitutive equations of continuum mechanics.3–6 Ulti-
mately, the quality of an elastographic image depends on the
accuracy and precision of the strain estimates.

Figure 1 illustrates tissue states at various stages in the
strain estimation procedure. The example is a material with
three layers@Fig. 1~a!# that is compressed by a force along
the z axis and distorted according to the stiffness of each
layer@Fig. 1~b!#. The average strain was 5.5%, but the strains
are greater in the soft layers than in the hard layer@Fig. 1~d!#,
so that the rate of change of axial displacement is greatest in
the soft layers@Fig. 1~e!#. The relationship betweens, the
axial component of the strain tensor, andD, the displacement
along thez axis, iss5dD/dz.

In elastography, axial strain is estimated from the differ-
ence formula,

ŝ5
~D̂22D̂1!

DZ
, ~1!

where D̂1 and D̂2 are the displacement estimates measured
from acoustic waveforms recorded in two sequential, and
often overlapping, observation windows. The two windows
have lengthZ and are separated axially by the distanceDZ.
~For an example, see Fig. 1 in the companion paper.!7

An axial displacement is measured for each observation
window by cross-correlating two pulse-echo waveform seg-
ments, one acquired before compressionr I and one after
compressionr II . D̂ is the correlator lag valuet at the peak of
the cross-correlation functionf~t!. Specifically,

f~D̂ !5max
t

f~t!5max
t

E
2Z/2

Z/2

dz rI~z1t!r II~z!. ~2!

~Readers are referred to the glossary in Ref. 7 for a complete
summary of terms.! We know from previous analyses where
we studied the ensemble cross-correlation at a point,8

E[ r I(z1t)r II(z)], and the corresponding correlation esti-
mate over an observation window,7 E[f(t)]/Z, that the
cross-correlation peak amplitude must approximate the auto-
correlation peak amplitude,E@r I

2~0!#, in order to minimize
displacement errors, i.e., to obtain unbiasedD̂ and minimize
var(D̂). This situation occurs under ideal measurement con-
ditions, whereD is constant alongz ~stationaryr I and r II!,
the observation window is much larger than the ultrasonic
pulse length, and the transducer has a high center frequency
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and large bandwidth. For these ideal conditions, the estima-
tor in Eq.~2! is efficient in the sense that var(D̂) approaches
the lower bound for displacement variance as defined by the
Cramer–Rao inequality. Unfortunately, the ideal conditions
are violated in most practical situations of interest. Such vio-

lations lead to a loss of echo signal coherence and a large
strain variance.

Large strains produce large signal and noise amplitudes
in elastograms. The strategy for maximizing the output
signal-to-noise ratio for strain SNR0 relative to the input

FIG. 1. An illustration of tissue states during an example strain estimation experiment. The layered sample is scanned before~a! and after~b! compression.
The sample deforms according to the stiffness of each layer and the boundary conditions. Echo-waveform companding is equivalent to stretching the whole
sample according to the average strain~c!. The strain profile for the sample is shown as a function of depthz in ~d!, and the corresponding displacement is
indicated by the solid line in~e!. The dotted line in~e! indicates how the post-compression echo-waveform is stretched. The residual displacement, after linear
companding, is shown in~f!.
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signal-to-noise ratio for the echo signals SNRi is to generate
the largest strain that can be removed from the echo signals
by preprocessing before cross-correlation. Imagine, for ex-
ample, that a compressional force induces a simple shift in
the post-compression waveform, i.e.,r II(z)5r I(z1D). The
analysis begins by shiftingr II along z by the amount2D
before cross-correlation withr I via Eq. ~2!. Since the coher-
ence betweenr I andr II is limited only by the additive noise,
the variance of the displacement estimate is minimum. The
signal processing goal is to adjust the experimental param-
eters to give, simultaneously, the largest strain and the maxi-
mum correlation betweenr I and r II . The signal processing
challenge is to achieve this goal in heterogeneous media by
adaptively adjusting many dependent parameters for a vari-
ety of measurement situations. Two common situations pro-
duce particularly noisy strain images because of decorrela-
tion betweenr I and r II .

First, decorrelation errors are produced when the scat-
terer displacement varies along thez axis within the obser-
vation window. These errors are most significant when the
strain is larger than a few percent or the stiffness of the
medium is inhomogeneous@Fig. 1~a!–~c!#. The simplest de-
formation model to describe the resulting echo signal is a
constant shift plus a linear rate of displacement,r II(D1az).
Increasinga broadens the cross-correlation peak,9–12 and
consequently var(D̂) is increased. The simplest correction is
to shift and stretchr II according to the average strain to
realign it with r I before cross-correlation. This process is
known as companding, physicallycompressingthe tissue
@Fig. 1~b!# followed by computationallyexpandingthe echo
waveform @Fig. 1~c!#.10,12,13 Expanding the waveform is
equivalent to stretching the sample by the average rate of
displacement@dotted line in Fig. 1~e!# although the sample
itself is not physically stretched as depicted in Fig. 1~c!. Lin-
ear companding by the average strain is imperfect for inho-
mogeneous media@Fig. 1~f!#, but nevertheless has been
shown to greatly reduce elastographic noise.14 Companding
by the average strain is most effective when applied to media
containing low-contrast objects, where the linear displace-
ment model is valid and the residual strain is small compared
to the noncompanded signal@Fig. 1~f!#. Adaptive linear com-
panding techniques are now being developed for inhomoge-
neous media to shift and stretch the post-compression wave-
form locally and realignr I and r II more precisely. Pulse
shaping should be used with companding to maximize signal
coherence.8

Second, decorrelation errors are produced when scatter-
ers move within the resolution cell volume of the ultrasonic
pulse.15 Squeezing an incompressible material, like breast
tissue, reorients and possibly deforms the shape of scatterers
within the volume occupied by the acoustic pulse at any
instant of time. For random media, the average number of
scatterers per pulse volume remains unchanged, although
some scatterers are lost from the volume, new scatterers are
introduced, and the remaining scatterers are repositioned
within the pressure field of the pulse. Such movement decor-
relatesr I andr II because of the phase-sensitive nature of the
ultrasound detector and thereby increases var~D̂! and var(ŝ).
Companding cannot correct this source of error.

Our purpose in this paper is to derive realistic estimates
of the strain variance var(ŝ) from knowledge of var(D̂) and
cov(D̂1 ,D̂2), and to use that information to design elasto-
graphic experiments that maximize SNR0/SNRi . The quan-
tity SNR0/SNRi characterizes noise properties of strain im-
ages. Bounds on strain variance were given recently in terms
of the Cramer–Rao lower bound for time-delay estimation.16

That analysis assumed ideal conditions to gauge the amount
of noise reduction possible, and did not account for decorre-
lation errors. The current paper predicts the strain variance
for a single compression under more realistic conditions that
include the amount of applied strain and length of the obser-
vation window as well as window separation, transducer fre-
quency, and input signal-to-noise ratio.

The paper is organized as follows. Section I describes
echo waveform models and the assumptions that lead to the
derivations of the mean and variance for the strain estimates
given in Sec. II. The performance metric SNR0/SNRi is de-
fined in Sec. III, and numerical calculations for var(ŝ) and
SNR0/SNRi are illustrated for a variety of experimental pa-
rameters in Sec. IV. Section V discusses the qualitative fea-
tures of the results and suggests signal processing strategies
for minimizing strain image noise. The paper concludes with
a summary in Sec. VI.

I. MODELS AND ASSUMPTIONS

The pre- and post-compression echo waveformsr I(z)
and r II(z) for the i th observation window are modeled as a
linear function of the tissue reflectivity profilef (z) according
to the equations

r I~z!5h~z! ^ f ~z!1nI~z!

r II~z!5h~z! ^ f „~11ai !z1Di…1nII~z!
0<z<Z, ~3!

whereh(z) is the point spread function of a broadband ul-
trasonic imaging system,nI(z) andnII(z) are additive noise
processes, and̂ denotes convolution. Compression of the
medium in thei th window is represented as a linear scaling
and shifting of the axial reflectivity profile with parameters
ai andDi , respectively. To apply this model in biological
tissues, we make the following simplifying assumptions.

~1! The signalf (z) and noisesnI(z), nII(z) are weakly
stationary, bandlimited, zero mean random processes that are
uncorrelated with each other. Also, the power spectra for
f (z) andn(z) areGf(k) andGn(k), respectively, where, for
example, Gf(k)5*2`

` dt E[ f (z) f (z1t)]exp~2j2pkt!.
Consequently,r I(z) and r II(z) are each weakly stationary,
although the processes are jointly nonstationary.

~2! The window lengthZ is large compared to the cor-
relation length of the tissue scattering structureL f and acous-
tic pulse lengthLh , but small compared to the axial strain
variation Ls . More precisely,7 L f , Lh!Z<Ls . Therefore,
the observation window provides sufficient time-bandwidth
product to assumef(t)>ZE[ f (z) f (z1t)], and yet is short
enough so that the residual displacement of the companded
waveformr II can be approximated as a linear function ofz.

~3! Furthermore, assumeLh!L f so thath(z)'d(z) and
the echo waveforms of Eq.~3! becomer (z)5 f (z)1n(z).
Hereafter, we setL5L f .
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~4! The input signal-to-noise ratio SNRi , is relatively
large to ensure that the magnitudes of the cross-correlation
sidelobes are smaller than that of the main lobe.

~5! The linear scaling parametera is ‘‘small’’ to ensure
that f~t! has a single main lobe, wherea5 s̄/12 s̄ and s̄ is
the average strain in the observation window. The strain is
‘‘small’’ when aZAL221k0

2 < A20.7 A similar result was
found by Betz12 who studied time-delay estimation. The lin-
ear displacement model is valid in tissues when the strain
contrast is small or when the spatial extent of high-contrast
objects is small compared to the total size of the compressed
medium.

II. MEAN AND VARIANCE OF STRAIN ESTIMATES

The mean and variance of the strain estimated from Eq.
~1! are presented in this section. The expression for the mean
strain is

E@ ŝ#5
E@D̂22D̂1#

DZ
, ~4!

and for the variance

var~ ŝ!5
M

DZ2
. ~5!

The parameterM in the numerator is defined by

M5var~D̂1!1var~D̂2!22 cov~D̂1 ,D̂2!, ~6!

where

var~D̂1!5E@~D̂ i2Di !
2# ~7!

is the variance of the displacement estimate and

cov~D̂1 ,D̂2!5E@~D̂12D1!~D̂22D2!# ~8!

is the covariance between displacements measured in two
observation windows.

Equations~4! and ~5! relate the mean and variance ofŝ
to the mean, variance and covariance ofD̂1 and D̂2. Equa-
tions ~7! and ~8! are derived in a companion paper7 for
Gaussian signal and noise spectra,Gf andGn . Those results
are summarized below using the dimensionless quantities

D̃5D/Z, D̃̂5D̂/Z, t̃5t/Z, DZ̃5DZ/Z, Y5k0L, and
W5Z/L to express the displacement covariance

cov(D̃̂1 ,D̃̂2):

cov~ D̃̂1 ,D̃̂2!5
@d2g~ t̃1 ,t̃2 ,D̃1 ,D̃2 ,DZ̃,a1 ,a2 ,W,Y,SNRi !# t̃ 15D̂

˜
1 , t̃ 25D̂

˜
2

@d2E@f1 f f~ t̃1 ,D̃1 ,a1 ,W,Y!#/d2t̃1# t̃ 15D̂
˜
1
@d2E@f2 f f~ t̃2 ,D̃2 ,a2 ,W,Y!#/d2t̃2# t̃ 25D̂

˜
2

. ~9!

For Gaussian bandpass signal and noise spectra, the function
g~•! in the numerator is given by Eqs.~18! and~19!, and the
E[f i f f (•)] in the denominator are given by Eq.~20! in Ref.

7. Displacement variances var(D̃̂ i) are obtained from the
above covariance expression by settingi5152 andDZ50.
The complexity of the exact expression for var(ŝ) makes it
too lengthy to give explicitly. However, with the aid of
MATHEMATICA™, we have computed the results exactly and
present them in Sec. IV. We give approximate forms for
var(ŝ) that show its general relation to SNRi , W, and other
important experimental parameters.

Two of the dimensionless parameters in Eq.~9!, W and
Y, require further description.W is the number of uncorre-
lated samples per observation window, the spatial equivalent
of the time-bandwidth product.W, DZ̃, anda are the free
parameters to be optimized for each measurement situation.
Y is inversely proportional to the fractional bandwidth~FB!
of the ultrasonic system response. If FB is the 6-dB frac-
tional bandwidth of the signal spectrum, then the exact rela-
tion is FB5 2Aln 2/Y. It is common to find a system band-
width of 67%, which corresponds toY52.5. Analyses of
base-band signals,Y50, and bandpass signals,Y.0, are dis-
cussed below.

III. SIGNAL-TO-NOISE ANALYSIS

The output signal-to-noise ratio SNR0 for the strain es-
timator is defined as

SNR05
ā2

var~ ŝ!
, ~10!

whereā5(a11a2)/2 is approximately equal to the average
strain s̄5( s̄11 s̄2)/2 since, for smalls, ai5 s̄i /(12 s̄i)> s̄i .
The numerator of Eq.~10! describes the mean of the true
tissue strain, while the denominator describes the variance of
the estimated strain. In x-ray imaging and sonography, SNR0
also describes image noise17 but is given by simple equa-
tions: SNR0 is proportional to exposure in x-ray imaging and
is constant in sonography. Unfortunately, SNR0 for strain
imaging is a complex function of strain as shown below.

The advantages of echo signal companding may be un-
derstood from Eq.~10! by noting that the strain variance is
minimum whena50. Companding preserves the strain sig-
nal while minimizing the strain variance. The curve of
ASNR0 versusa is analogous to the mean-to-standard devia-
tion ratio defined to describe the ‘‘strain filter’’ concept dis-
cussed by Varghese and Ophir.18

The input signal-to-noise ratio SNRi was defined for
Gaussian spectra7 as the ratio of the strength of the signal
spectrum~which includes speckle! to that of the additive
noise spectrum: SNRi5s f

2/sn
2. It is a measure of echo wave-

form quality and typically exceeds 40 dB. For this work,
SNRi.10 dB is considered to be large. Studying the asymp-
totic behavior of the expression for strain variance, it can be
shown7 that var(ŝ)}1/SNRi for large SNRi and
var(ŝ)}1/SNRi

2 for small SNRi . For large SNRi , the ratio of
output to input signal-to-noise ratios, SNR0/SNRi , is studied
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to reduce the number of variables in the results plotted and
because this ratio describes anefficiencyfor obtaining pre-
cise strain estimates from the information available from the
acoustic echo signals. Although high SNRi conditions are
emphasized in this paper, the corresponding efficiency mea-
sure at low SNRi is given by SNR0/SNRi

2.

IV. RESULTS

In this section, we plot calculations of var(ŝ) and
SNR0/SNRi to investigate their dependence on the experi-

mental parametersa, D̃, D̃̂, W, Y, andDZ̃.

A. Strain variance

Figure 2 shows the dependence of the normalized vari-
ance functionM defined in Eq.~6!, i.e., M̃5M /Z2. M̃ in-
creases with the window separationDZ̃ for base-band~Y50!
and bandpass~Y52.5! signal spectra. In the figure, solid
lines are fora15a250; dotted lines are fora150, a250.1,
and broken lines are fora15a250.1. Other fixed parameter

values are SNRi510,W510, D̃15D̃2 , andD̃̂1 5 D̃̂2. M̃50
where the two windows are completely overlapped~DZ̃50!

because var(D̃̂1) 5 var(D̃̂2) 5 cov(D̃̂1 ,D̃̂2). At the other ex-

treme,M̃ 5 var(D̃̂1) 1 var(D̃̂2) where the two windows have
no overlap~DZ̃51!. The shape of the curve between these
points is determined by the Gaussian approximation to the
uniform window function.7 Base-band signals produce more
variance than bandpass signals because the main lobe of the
cross-correlation function is broader. Finally, if the strains in
the two windows are not equal, i.e.,a1Þa2 , there is a slight
increase in variance.

Figure 3 illustrates the calculation of var(ŝ)5M̃ /DZ̃2 as
a function ofDZ̃ for the same parameters specified in Fig. 2.
In general, less overlap between windows, largerDZ̃, results
in less strain variance. When the strains in the two windows
are unequal,a1Þa2 , the strain variance becomes very large
for DZ̃,0.1 as illustrated by the dotted lines in Fig. 3. How-
ever, this is not a realistic situation because, whenDZ̃ is

small, the signals in the two windows are very similar, i.e.,
a1>a2 . For DZ̃.0.1 and the above parameter values, the
strain variance is independent ofa1 and a2 provided that
assumption 5,aiW< A20/(11Y2), is satisfied.

Figure 4 describes the effect on the strain variance of
unequal displacements in the two observation windows.
Since displacement covariance is a function of the actualD̃

and estimatedD̃̂ displacements, the strain variance also de-
pends on these values. In Figs. 2 and 3, we assumedD̃15D̃2

and D̃̂1 5 D̃̂2. However, Fig. 4 shows that if the displace-
ments in the two windows are unequal, strain variance is
increased. The solid lines are for the case where the actual
and estimated displacements are equal, i.e.,D̃15D̃2 and

D̃̂15 D̃̂2, the dotted lines are forD̃22D̃150.05 and D̃̂1

5 D̃̂2, and the broken lines are forD̃15D̃2 and

D̃̂22 D̃̂150.05. Other parameter values are SNRi510,
W510, anda15a250. The mismatch in displacement sig-
nificantly increases the strain variance when the windows

FIG. 4. Shows the variation of strain variance var(ŝ) with the window
separationDZ̃ for base-band,Y50, and bandpass,Y52.5, echo spectra.

Solid lines: D̃15D̃2 and D̃̂1 5 D̃̂2, dotted lines:D̃22D̃150.05 andD̃̂1

5 D̃̂2, broken lines:D̃15D̃2 and D̃̂2 2 D̃̂1 5 0.05. Other parameters are
SNRi510,W510, a150, anda250.

FIG. 2. Shows the variation ofM̃ 5 var(D̃̂) 1 var(D̃̂2) 2 2 cov(D̃̂1 ,D̃̂2) with
the window separationDZ̃ for base-band,Y50, and bandpass,Y52.5, echo
spectra. Solid lines:a150, a250, dotted lines:a150, a250.1, broken lines:
a150.1, a250.1. Other parameters set in Eq.~9! are SNRi510, W510,

D̃15D̃2 , andD̃̂1 5 D̃̂2.

FIG. 3. Shows the variation of strain variance var(ŝ) with the window
separationDZ̃ for base-band,Y50, and bandpass,Y52.5, echo spectra.
Solid lines:a150, a250, dotted lines:a150, a250.1, broken lines:a150.1,
a250.1. Other parameters set in Eq.~9! are SNRi510,W510, D̃15D̃2 , and

D̃̂15 D̃̂2.
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overlap more than 50%~DZ̃,0.5! and the increase is greater

for D̃22D̃1.0 than forD̃̂2 2 D̃̂1 . 0. For example, strain
variance is increased tenfold for bandpass signals~Y52.5!
when the estimated displacement difference is 5% of the

window length~the dotted line whereD̃̂2 2 D̃̂1 5 0.05! and
the two windows overlap 80%~DZ̃50.2!. At largerDZ̃, the
strain variance calculations are asymptotically independent

of D̃̂2 2 D̃̂1 andD̃22D̃1 .
The strain variance depends strongly on the time-

bandwidth parameterW ~not shown in the figures!. For
aiW < A20/(11Y2) a good rule of thumb is var(ŝ)}W23.
However, for experimental situations with largeraiW prod-
uct, assumption 5 is violated and the strain variance in-
creases dramatically withW.

B. SNR0/SNRi

The ratio of output to input signal-to-noise ratios,
SNR0/SNRi , is proposed to characterize the noise and dy-
namic range of a strain image. Large SNR0/SNRi values in-
dicate low noise and broad peaks in the SNR0/SNRi versusa
curve indicate a wide dynamic range in strain. The parameter
a5 s̄/12 s̄ is the linear rate of displacement alongz, although
we will occasionally refer toa as the strain. Curves of
SNR0/SNRi versusa ~strain! are plotted for several experi-
mental parameters in Figs. 5–8. In all cases,a15a25a.

Figure 5 shows the variation of SNR0/SNRi with strain
for three values ofDZ̃ and for base-band~Y50! and band-
pass~Y52.5! signals. Other parameters are set toW540,

D̃15D̃2 , andD̃̂1 5 D̃̂2. The solid lines in Fig. 5 represent the
calculation forDZ̃50.5, the dotted lines are forDZ̃50.75,
and the broken lines are forDZ̃51.0 ~0% overlap!. The mag-
nitude of the peak increases withDZ̃ because the lowest
strain variance is obtained when the windows are fully sepa-
rated. The peaks in the curves occur ata 5 A20/WA11Y2,
the same value for which the displacement variance is
minimum.7

Figure 6 shows the variation of SNR0/SNRi with strain
for three values ofW5Z/L, the time-bandwidth parameter.

Curves for base-band,Y50, and bandpass,Y52.5, spectra
are presented. The solid lines in the figure are forW540, the
dotted lines are forW520, and the broken lines are for
W510. The other parameters areDZ̃50.5, D̃15D̃2 , and

D̃̂15 D̃̂2. SmallW values shift the peak in the SNR0/SNRi
curve to larger strains, broaden the width of the curve~in-

FIG. 5. Shows the variation of output to input signal-to-noise ratio with the
strain a for base-band,Y50, and bandpass,Y52.5, echo spectra. Solid
lines: DZ̃50.5, dotted lines:DZ̃50.75, and broken lines:DZ̃51.0. Other

parameters areW540,D̃15D̃2 , andD̃̂1 5 D̃̂2.

FIG. 6. Shows the variation of output to input signal-to-noise ratio with the
strain a for base-band,Y50, and bandpass,Y52.5, echo spectra. Solid
lines:W540, dotted lines:W520, and broken lines:W510. Other param-

eters areDZ̃50.5,D̃15D̃2 , andD̃̂1 5 D̃̂2.

FIG. 7. Shows the variation of output to input signal-to-noise ratio with the
strain a for ~a! W520 and ~b! W540. Solid lines:Y50, dotted lines:
Y52.5, broken lines:Y55, and dot-dashed lines:Y510. Other parameters

areDZ̃50.5,D̃15D̃2 , andD̃̂1 5 D̃̂2.
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creasing the dynamic range!, and reduce the peak amplitude
~increasing noise!. Therefore, short-window lengths lead to
more noise in a strain image, but also greater sensitivity to
large strains and higher spatial resolution.

Figure 7 shows the variation of SNR0/SNRi with strain
for four different values ofY:0, 2.5, 5, 10. The echo enve-
lope is used to estimate strain whenY50. AsY is increased,
the fractional bandwidth of the transmitted ultrasound pulse
is decreased until, atY510, the echo-signal bandwidth is
very narrow.W520 in Fig. 7~a! andW540 in Fig. 7~b! and

in both figuresDZ̃50.5, D̃15D̃2 , andD̃̂1 5 D̃̂2. As before,
the peak in the SNR0/SNRi versusa curves occurs ata
5 A20/WA11Y2. The lowest peak amplitude occurs when
the echo envelope is used to estimate strain~Y50!. How-
ever, asY increases, the peak amplitude increases and shifts
to lower values ofa. The peaksof the SNR0/SNRi curves
vary according to the expression

@SNR0 /SNRi #peak>0.9DZ̃W exp~2a2W2/10!,

provided

a2W2520/~11Y2!. ~11!

The thin solid curves joining the peaks at the top of Fig. 7~a!,
~b! were calculated using Eq.~11!. These curves show that
images with the lowest noise~greatest SNR0! are obtained by
applying very little compression to the medium~small a!,
using narrow-band and high-frequency ultrasound pulses
~large Y!, long window lengths~largeW! and no window
overlap ~DZ̃51!. However, such images will have essen-
tially no spatial resolution and will be sensitive to only a
small range of strains~little dynamic range!. Resolution and
dynamic range may be improved at the expense of noise, by
increasing the fractional bandwidth~decreaseY!, reducing
the window length, and increasing the amount of window
overlap. Given the resolution and dynamic range required for

a specific situation, Eq.~11! predicts how the critical experi-
mental parameters of strain imaging should be adjusted to
minimize noise.

The curves in Fig. 7 also provide an approach to adap-
tive companding. The ideal amount of post-compression
echo signal stretching and shifting will vary with location for
inhomogeneous media. At first pass, the displacement field is
processed by companding using the average strain and the
echo envelope~settingY50! to provide the greatest possible
dynamic range for strain estimates. Those strain estimates
may then be used to apply another signal companding that
varies with position. With each iteration of companding, the
dynamic range for strain narrows and the need for higher
spatial resolution is reduced. Therefore the fractional band-
width of the pulse spectrum can be reduced and the window
length can be lengthened to increase SNR0/SNRi and reduce
noise in the strain image.

Figure 8 describes changes in SNR0/SNRi when the dis-
placements in the two observation windows are not the same.
Results for base-band,Y50, and bandpass,Y52.5, spectra
are shown. The solid lines represent the calculations for

D̃15D̃2 andD̃̂1 5 D̃̂2, the broken lines are forD̃15D̃2 and

D̃̂2 2 D̃̂1 5 0.05, and the dotted lines are forD̃22D̃150.05

andD̃̂1 5 D̃̂2. Other parameters areDZ̃50.5 andW540. The
results for Fig. 8 indicate that small differences inD̃1 andD̃2
produce large increases in strain image noise.

V. DISCUSSION

Analyzed in its entirety, the data in the previous section
suggest a strategy for adjusting experimental parameters to
minimize the noise in strain images. First, determine the size
of the smallest structure to be resolved in the medium and
chooseZ to be 1/4 of that value. The resolving power of the
system is a function ofZ, DZ, andL, however, the window
length is often the greatest of these quantities and hence the
limiting parameter for determining spatial resolution. The
factor 1/4 was arbitrarily chosen. Second, use the fractional
bandwidth of the ultrasound system and the window length
to find the amount of compression that minimizes the noise
via the expressiona > A20/WA11Y2. The dynamic range of
strains that will be visible with this system, i.e., the width of
the SNR0/SNRi versusa curve, isDa > A20/WA11Y2. If
Da is too small for the application, it can be expanded by
increasing the fractional bandwidth~reducingY!, reducing
the window length, or compandingr II . The effect of these
adjustments on the image noise is predicted by Eq.~11!.

The effects of overlapping the observation windows are
understood from Eq.~11! by studying the factorDZ̃W5DZ/
L, which is the number of echo correlation lengths contained
in the shift. Variations inDZ̃ scale the SNR0/SNRi versusa
curves, as shown in Fig. 5, such that the maximum value~the
least image noise! occurs whenDZ̃51 ~the poorest spatial
resolution!. Equation~11! describes essential compromises
between noise and resolution in a strain image due to the
amount of compression, the transducer properties, and the
window length and overlap.

FIG. 8. Shows the variation of output to input signal-to-noise ratio with the
strain a for base-band,Y50, and bandpass,Y52.5, echo spectra. Solid

lines:D̃15D̃2 andD̃̂1 5 D̃̂2, dotted lines:D̃22D̃150.05 andD̃̂1 5 D̃̂2, bro-

ken lines:D̃15D̃2 andD̃̂2 2 D̃̂1 5 0.05. Other parameters areDZ̃50.5 and
W540.
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This analysis does not yet include all sources of strain
error. First, we ignored the loss of signal coherence caused
by movement of scatterers within the pulse by setting
Lh!L f . Second, the displacement error derivation involved
a second-order Taylor series expansion of a cross-correlation
function7 that may not accurately represent the situation
when a.0.05 orW.10 and the displacement errors are
large. Third, the analysis assumes all scatterers move axially,
whereas, in reality, scatterers move in three dimensions.
Each of these effects decreases the coherence betweenr I(z)
and r II(z) and thereby increases var(ŝ). Consequently, the
predictions of Eqs.~5!–~9! are likely to underestimate mea-
surements of var(ŝ) for aÞ0.

The analysis focuses on the noise properties of strain
imaging, which is only one aspect of elastographic image
quality. For example, to predict the visibility of targets im-
bedded in a background using strain images, we must com-
pute the contrast-to-noise ratio~or target signal-to-noise
ratio!,17 CNR5(D s̄)2/var(D ŝ), whereD s̄5 s̄t2 s̄b and s̄t is
the average strain in a target ands̄b is the average strain in
the surrounding background. Also, in the formulation we as-
sumed the strain is estimated from a single compression of
the tissue. The results in this paper can be easily extended to
the analysis of multiple-compression techniques.

VI. SUMMARY

Strain variance was estimated from the statistical prop-
erties of displacement estimates. The results were used to
describe how to optimally adjust experimental parameters to
minimize strain image noise. The analysis is based on a
physical model that describes changes in the echo signal
caused by movement of the ultrasonic scatterers within in-
compressible and elastic biological media. The functional
dependence of the strain variance on important experimental
variables was examined.

The important parameters to be adjusted are the amount
of tissue compressiona, the observation window lengthZ,
the amount of window overlapDZ, and the fractional band-
width Y21. Strategies for minimizing strain image noise,
given the requirements for spatial resolution and dynamic
range, predict that large improvements in image quality are
possible with the appropriate signal processing.
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Broadband normalized signal loss of commercially available Albunex®, an ultrasonic contrast agent,
was measuredin vitro at concentrations approaching those which may be foundin vivo for clinical
doses. The measurements were made using a novel specimen chamber, careful material handling
procedures, and a broadband square wave pulser system. Results were obtained over the full
bandwidth of the experimental system~1 to 20 MHz! at concentrations up to 1.93106 microspheres/
mL. Further results were obtained over a partial bandwidth of the experimental system at
concentrations up to 1.53107 microspheres/mL. The frequency-dependent signal loss exhibited a
peak for all concentrations investigated. In the meaningful bandwidth of the system, the signal loss
~expressed in dB! was directly proportional to microsphere concentration. The experimental results
for normalized signal loss were compared with predictions from a linear single-scattering model for
encapsulated bubbles. The experimental data was used to estimate values for the two adjustable
parameters in the model: microsphere shell elasticity~420061000 dyn/cm! and friction
~0.005460.0015 dyn s/cm!. © 1997 Acoustical Society of America.@S0001-4966~97!04001-0#

PACS numbers: 43.80.Ev, 43.80.Jz, 43.80.Qf, 43.80.Vj@FD#

INTRODUCTION

Models for encapsulated gas-filled bubbles in a liquid1–4

predict a peak in ultrasonic scattering intensity and attenua-
tion due to bubble resonance. These models correspond well
with observed measurements in dilute concentrations of
Albunex®, a commercially available ultrasonic contrast
agent. Albunex~Mallinckrodt Inc., Hazelwood, MO! con-
sists of encapsulated air-filled microspheres suspended in a
solution of 5% human serum albumin, the microsphere shells
being composed of a thin layer of denatured albumin protein
molecules.

Clinical doses of Albunex may yield considerably higher
local concentrations in the blood than those used in previ-
ously reported through-transmission attenuation measure-
ments. The manufacturer recommends doses of undiluted Al-
bunex of 0.08 to 0.22 mL per kg body mass for left heart
echocardiography. One might imagine an injected bolus of
Albunex initially having approximately the same size distri-
bution and concentration in the blood as undiluted Albunex
has in the vial. However, other factors~such as injection rate,
filtering by the lungs, gas balance in the blood, and dilution
of the bolus! clearly may act over time to affect both the size
distribution and local concentration of microspheres reaching
the cardiac chambers or the myocardium itself; the effects of
these factors may be difficult to quantifyin vivo. Our ap-
proach in this study has been to performin vitro attenuation

measurements in which we vary only the total microsphere
concentration, while attempting to maintain a constant size
distribution. This corresponds to anin vivo scenario in which
the injected Albunex is homogeneously diluted in the blood,
while its size distribution remains relatively unaffected. It
was thus deemed appropriate to perform measurements at
Albunex microsphere concentrations spanning a large range
~0.08 to 21.25 mL Albunex/liter, more than 2 orders of mag-
nitude!, including fairly high concentrations which may exist
in vivo.

It is unclear whether present mathematical models will
still correspond with observed results for such high concen-
trations of Albunex, since certain common assumptions may
no longer apply. For instance, the average microsphere sepa-
ration distance may no longer be much greater than the av-
erage microsphere size, and independent scattering among
the microspheres may no longer apply. Experimental data are
difficult to obtain at high microsphere concentrations, since
the resonant properties that make bubbles such efficient scat-
terers also cause them to be very attenuative at certain fre-
quencies when highly concentrated.

Albunex presents other special challenges which must
be addressed when performingin vitro measurements. For
example, measurements must be performed rapidly, since
Albunex microspheres tend to deteriorate over time when
removed from the vial. It has been our experience that the
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ultrasonic properties of Albunex diluted in Isoton® ~a saline
solution used as a diluent in the ultrasonic and bubble sizing
measurements described below! are stable for only a few
minutes. Albunex microspheres are also highly sensitive to
changes in environmental conditions such as temperature,
gas balance, and hydrostatic pressure.5–9 The Albunex sus-
pension must be mixed thoroughly and continuously during
measurement to ensure a random, homogeneous spatial dis-
tribution of microspheres, and to prevent flotation. Previous
in vitro work1–3,5,6,10illustrated and addressed many of these
issues. In this study, we seek to extend the work already in
the literature by measuringin vitro broadband through-
transmission normalized signal loss of commercially avail-
able Albunex at high concentrations using a novel specimen
chamber, careful material handling procedures, and a broad-
band square wave pulser system.

Table I shows the maximum concentrations for some
reportedin vitro signal loss measurements in Albunex. In
this study, we obtained results over the full bandwidth of the
experimental system~1 to 20 MHz! at concentrations up to
1.93106 microspheres/mL. We obtained further results over
a partial bandwidth of the experimental system at concentra-
tions up to 1.53107 microspheres/mL. The experimental re-
sults were also compared with predictions from a single scat-
tering model~which does not include nonlinear or multiple
scattering effects! described in detail in Refs. 1–3, in order
to determine the applicability of such a model at high scat-
terer concentrations.

I. METHODS

A. Specimen chamber

An important element of the measurement system was
the specimen chamber that contained the Albunex during
insonification. Simplified drawings of the specimen chamber
are shown in Fig. 1. The chamber was composed of two
circular Lexan® face plates~approx. 6 in. diam, 0.5 in. thick!
bolted to each side of a circular Lexan middle section~ap-
prox. 6 in. diam, 1 in. thick!. Both the face plates and the
middle section had a 2-in.-diam hole passing through their
centers. Each face plate served to clamp O-rings, a washer,
and a Saran Wrap® sheet against its side of the middle sec-
tion, so that the completed chamber had a hollow, circular
central section with parallel faces of Saran Wrap serving as
acoustic windows. The Albunex was contained within this
part of the chamber during measurements. The distance be-
tween the Saran Wrap walls could be varied by using wash-
ers of various thicknesses; for this experiment, the wall sepa-

ration distance was maintained at approximately 5.17 mm.
The middle section of the chamber had a large threaded hole
drilled radially from its outer edge to its inner edge, such that
the hole was open to the central part of the chamber that
contained the specimen. The Albunex suspensions were in-
troduced into the chamber through this port. The chamber
was sealed by screwing a threaded Delrin® plug into the
port. Two Tygon® tubes~1 mm inner diameter! passed
through the plug and protruded slightly into the chamber.
When Albunex was in the chamber, the ends of the tubes
were submerged in the suspension and were used in the mix-
ing of the suspension during measurement~described be-
low!.

B. Pipette mixing

During measurement, the suspension was mixed con-
tinuously in order to prevent the buoyant Albunex micro-
spheres from floating to the top of the chamber. The mixing
also ensured that the suspension exhibited a different ran-
dom, homogeneous spatial distribution of the microspheres
for each radio-frequency~rf! waveform acquisition~see Sec.
I D!. The mixing was performed using a micropipette. The
micropipette tip was inserted into one of the Tygon tubes
projecting from the chamber plug, while the other end of the
tube was submerged in the Albunex suspension. Using the
micropipette, 64mL of the suspension was then rapidly and
repeatedly drawn and reintroduced into the chamber during
the course of the ultrasonic measurement. The other Tygon
tube acted as a vent to prevent excess pressure buildup inside
the chamber. This type of mixing was found to yield more
consistent experimental results than other mixing techniques.
These alternative mixing schemes~which were not used in
this study! typically involved steady rotation of the entire
sealed chamber during measurement, as well as the introduc-
tion of a small impeller free to ‘‘tumble’’ inside the chamber
itself. The efficacy of the pipette mixing technique was ini-
tially confirmed by observation of the rf signal transmitted
through the Albunex suspensions while pipette mixing was
performed. Within a few seconds after mixing began, the
through-transmitted waveform’s oscilloscope trace would
stabilize and remain constant for a minute or more. When
mixing ceased, the trace could be observed changing over
time in a manner consistent with microsphere flotation and

TABLE I. Maximum concentrations for selected reported signal loss mea-
surements in Albunex.

Investigator
Maximum concentration
~3106 microspheres/mL!

deJonget al. ~1992! 0.23
Bleekeret al. ~1990! 1.4
This study: 1.9~full bandwidth!

15.0 ~partial bandwidth!

Undiluted Albunex® 700

FIG. 1. Simplified diagram of specimen chamber used to contain Albunex
suspension during measurements.
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redistribution. A medical ultrasound imaging system was
also used to scan the chamber while pipette mixing was per-
formed. The image of the contrast agent suspension appeared
uniform and showed no appreciable temporal variability, in-
dicating homogenous and uniform mixing. Additional mea-
surements performed using a sample chamber filled only
with Isoton while undergoing pipette mixing showed no evi-
dence of bubble creation.

At the time these experiments were performed, a Coulter
Multisizer® was used to quantitatively measure the size dis-
tribution of Albunex straight out of the vial~see Chamber
dosing procedure below!. Due to the time sensitive nature of
the ultrasonic measurements, and the fact that the Multisizer
apparatus was located in a laboratory room some distance
from the laboratory in which the ultrasonic measurements
were performed, it was impractical to measure the micro-
sphere size distributions of samples extracted from within
the specimen chamber itself. We have subsequently acquired
an optical particle sizer~Accusizer™ 770, Particle Sizing
Systems, Inc.! which now enables rapid determination of the
Albunex microsphere size distribution which exists within
the chamber. This apparatus has been recently used to char-
acterize Albunex suspensions withdrawn directly from the
specimen chamber, in order to independently examine the
effects of our material handling procedures. It has been
found that neither pipette mixing nor insonification~alone or
in combination! appears to have any significant effect on the
size distributions over the time period needed for a typical
measurement run~approximately 30 s; see Chamber dosing
procedure below!.

C. Chamber dosing procedure

Due to the sensitivity of Albunex to its environment and
the manner in which it is handled, a rigorous material han-
dling procedure was developed in order to optimize measure-
ment repeatability. Each experiment consisted of a series of
ultrasonic measurements of Albunex suspensions having dif-
ferent concentrations. Before each experiment, an unopened
vial of standard, commercial-grade Albunex~lot H9415! was
retrieved from refrigerated storage and was allowed to warm
to room temperature~approximately 22 °C! while undergo-
ing resuspension~using a roller mixer! consistent with the
Albunex package insert. The vial’s metal and rubber seals
were then carefully removed, and the desired amount of Al-
bunex ~ranging from 1 to 255mL! was withdrawn using a
micropipette. The rubber seal was then replaced and the vial
was placed back on the roller mixer. The pipetted volume
was delivered into the specimen chamber~which, for the
experiments described here, was filled with 12 mL of Isoton
at approximately 27 °C!. The chamber was quickly placed
into a temperature-regulated water tank maintained at ap-
proximately 27 °C, and the suspension was pipette-agitated
during the course of the measurement. The 27 °C operating
temperature was chosen primarily to keep the results on an
even footing with extensive~unreported! Albunex studies we
had previously performed to gain experience and to refine
the measurement techniques. The measurement took ap-
proximately 20 s to complete, after which the chamber was

rinsed with deionized water and redosed with 27 °C Isoton.
This procedure was repeated for each concentration investi-
gated.

Additionally, 20 mL of undiluted Albunex was with-
drawn~using a micropipette! from the vial immediately pre-
ceding and again immediately following the measurements,
diluted in 200 mL of Isoton, and then delivered to a Coulter
Multisizer® ~Coulter Corporation, Hialeah, FL! particle
counter ~50-mm orifice diameter, sensitive to a diameter
range from 1.0 to 32.0mm in 0.125-mm steps! to determine
the Albunex microsphere size distributions in the vial before
and after the experiment. The microsphere size distributions
in the vial did not differ significantly over the course of the
entire experiment. Figure 2~a! displays the Albunex size dis-
tribution for the vial used in the experiment described here;
Fig. 2~b! displays the corresponding distribution by volume
count. The total particle count for the undiluted agent was
7.33108 microspheres/mL, the mean particle diameter was
3.4 mm, and the gas volume fraction was 4.4%. Measure-
ments of size distribution~as determined by the Multisizer!
from other Albunex vials from the same lot yielded similar
results, with total microsphere microsphere concentration
typically ranging between 63108 and 83108 microspheres/
mL.

It should be noted that different size distribution results
might be obtained if the material handling procedure had
included delivery of the agent via hypodermic needle, as
would be done, for instance, if a determination of the likely
size distributionin vivo were sought. The material handling
procedure used here was chosen in order to maximize the
number of particles delivered into the measurement appara-

FIG. 2. ~a! Microsphere size distribution of undiluted Albunex as deter-
mined by Coulter counter. Vertical axis represents total number of micro-
spheres per mL of suspension, and horizontal axis is microsphere diameter
in mm. ~b! Microsphere volume distribution of undiluted Albunex as deter-
mined by Coulter counter. Vertical axis represents total volume in mL of
microspheres per mL of suspension, and horizontal axis is microsphere di-
ameter inmm.
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tus. This was deemed appropriate for our experiments, which
were aimed at determination of the scattering properties of
highly concentrated Albunex suspensions.

D. Experimental setup and acquisition

The measurements were performed in a through-
transmission setup using a pair of broadband immersion
PVDF transducers~0.4 in. diam, 3.25 in. focal length, model
ZF3002-SU, Panametrics, Waltham, MA!. The transmitting
transducer was excited using a dc voltage step. The pulser
system was composed of a function generator~model 8116A,
Hewlett-Packard, Palo Alto, CA!, a high voltage power sup-
ply ~model PS310, Stanford Research Systems, Inc., Sunny-
vale, CA!, and a high power switch~model GRX-1.5K-E,
Directed Energy, Inc., Ft. Collins, CO!. This system pro-
duced square pulse trains whose duty cycle and amplitude
could be precisely controlled. For the measurements de-
scribed here, the transmitting transducer was excited on the
downward sloping edge of a 200-V amplitude square pulse
~256-Hz repetition rate!. The subsequent upward sloping
edge of the exciting square pulse occurred 200ms later, but
the results of this transducer excitation were excluded by
gating. The amplitude used was well below the 350-V allow-
able maximum for this transducer type. This yielded a broad-
band ~1 to 20 MHz!, approximately unipolar ultrasonic
pulse. A calibrated, 1-mm-diam PVDF hydrophone~Force
Institute, Copenhagen, Denmark! was used to determine the
peak pressure in the focal plane of the transmitting trans-
ducer. The peak positive pressure amplitude was 0.30 MPa,
and the peak negative pressure amplitude was 0.24 MPa.

A schematic of the experimental setup is shown in Fig.
3. The transducers were placed roughly 6 in. apart, and the
sample chamber was positioned midway between them dur-
ing measurement. The specimen chamber was placed on a
tilted platform angled at 10° relative to the axes of the trans-
ducers. This was done in order to minimize effects from
internal reflections. The transmitted ultrasonic pulse passed
through the Albunex suspension and was intercepted by the
receiving transducer. A broadband receiver~Panametrics
model 5800! provided software-controlled amplification
prior to digitization at 250 megasamples per second by an
8-bit digitizing oscilloscope~model 2440, Tektronix, Bea-
verton, OR!. Total receiver gain varied between 0 and 40 dB,
depending on the concentration of Albunex in the chamber.

500 rf traces~each 1024 points long! were acquired at a rate
of approximately 30 traces per second for each concentration
of Albunex in the chamber. A Macintosh computer was used
to control acquisition via GPIB, and to store data to disk. 500
reference traces acquired in the same manner using a speci-
men chamber filled only with Isoton provided a reference for
normalization.

E. Analysis

The rf traces for each concentration were averaged to-
gether in the time domain in five sets of 100 traces each. All
500 reference rf traces were similarly averaged in the time
domain. Time-domain averaging of the through-transmitted
waveforms was possible because of the relatively large beam
diameter~26-dB beam diameter of approximately 2.5 mm at
5 MHz!, the small size of the microspheres compared to a
wavelength, and the great number of homogeneously dis-
persed microspheres in the insonified region~ranging from
about 200 to more than 105 microspheres, depending on con-
centration and the size of the frequency-dependent beam vol-
ume!. The Albunex suspension effectively presented a nearly
uniform attenuating medium to the insonifying beam. Thus
the through-transmitted waveform amplitude and phase re-
mained constant during the course of each measurement, ex-
cept for effects from random noise. Time-domain averaging
of the rf traces effectively averaged away the zero-mean ran-
dom noise, yielding a clean, bit-dithered signal with en-
hanced dynamic range~equivalent to using an approximately
11-bit digitizer!. The four graphs on the left of Fig. 4 are
example segments of time-domain-averaged rf traces for the
reference measurement and three specific concentrations of
Albunex in the chamber. The corresponding power spectra of
these traces~determined using the fast Fourier transform! are
plotted on the right side of Fig. 4. Note the progressive
change in frequency content of the through-transmitted
waveforms as the microsphere concentration is increased.

Frequency-dependent signal loss was determined for
each concentration of Albunex microspheres in the chamber.

FIG. 3. Diagram of experimental setup used for measurements of signal loss
of Albunex suspensions. Transducers and specimen chamber are immersed
in a temperature controlled water bath during measurements.

FIG. 4. Four graphs on left show example segments of time-domain-
averaged rf traces. Top waveform is reference trace~average of 500 acqui-
sitions!; lower three waveforms are through-transmitted signals~averages of
100 acquisitions each! for Albunex concentrations of 0.473106, 0.943106,
and 1.93106 microspheres/mL, respectively. Four graphs on right are cor-
responding power spectra for these time domain waveforms.
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The log spectral power of each of the time-domain-averaged
rf traces was subtracted from the log spectral power of the
time-domain-averaged reference rf trace to compensate for
electromechanical effects, yielding signal loss in dB. These
signal loss results were then divided by the sample path
length~5.25 mm, which was slightly longer than the chamber
thickness due to the chamber’s 10° tilt! to yield normalized
signal loss in dB/cm. The resulting five normalized signal
loss curves were averaged together, and their standard devia-
tions determined. This procedure was repeated for each con-
centration investigated.

II. THEORY

The theoretical results in this work were generated using
the encapsulated bubble model described in detail by de
Jong.3 The model is a single-scattering model; i.e., the inci-
dent sound wave is assumed to be scattered only once by
each microsphere in the field, and subsequent rescatterings of
the scattered waves are not considered. Additionally, only
terms linear in the applied acoustic pressure are retained. The
model includes assumptions that~1! the wavelength of the
incident pressure field is much larger than the microsphere
diameter,~2! the microspheres are uniformly and homoge-
neously distributed,~3! the number of microspheres in the
sound beam is much greater than one,~4! the average dis-
tance between the microspheres is much greater than their
size, and~5! forward scattering is negligible. There are two
adjustable parameters in the model to account for the effects
of the microsphere’s solid shell: an elasticity parameter and a
friction parameter. Varying these parameters changes the fre-
quency dependence of the bubble’s scattering cross section.
The total scattering cross section for a group of microspheres
is obtained by summing the scattering cross sections of all
the individual microspheres. The model predicts several im-
portant results. First, the scattering cross section of an indi-
vidual microsphere exhibits a resonance peak. Second, the
signal loss of a suspension of microspheres increases with
increasing concentration. Third, the signal loss through a mi-
crosphere suspension, measured on a logarithmic basis in
dB, is directly proportional to the number of microspheres.

The microsphere size and number density information
obtained from the Coulter Multisizer were used in generating
theoretical fits to the experimental signal loss data. The con-
tributions to the total extinction cross section from each mi-
crosphere size were multiplied by the respective number den-
sity of each bubble size; these contributions were then
summed to obtain the total extinction cross section for the
microsphere distribution. Signal loss for the microsphere dis-
tribution was then calculated from the total extinction cross
section. Theoretical signal loss curves generated in this man-
ner were fit to the experimental signal loss curves by adjust-
ing the shell elasticity and friction parameters to minimize
the square of the difference between the two curves.

III. RESULTS

The results displayed in Figs. 5–7 were determined from
measurements using a single vial of Albunex. The normal-
ized signal loss of specific concentrations of Albunex is plot-

ted in Fig. 5. These concentrations were~from lowest to
highest!: 0.0593106, 0.123106, 0.233106, 0.473106,
0.943106, 1.93106, 3.73106, 7.43106, and 153106

microspheres/mL of suspension. The vertical axis represents
normalized signal loss of the suspension in dB/cm, and the
horizontal axis is frequency in MHz. Each curve represents
the normalized signal loss data for a specific concentration of
Albunex. Standard deviations at each frequency are plotted
over the curves. No data are displayed for the three highest
concentrations around the region of peak signal loss because
these Albunex suspensions attenuated the incoming pulse so
highly that no meaningful signal could be observed in this
frequency range.

Figure 6 displays the signal loss data for the lowest six
concentrations, along with theoretical fits to the data ob-
tained using the independent scattering model described by
de Jong. For each concentration, the shell parameters were
adjusted to minimize the square of the difference between

FIG. 5. Normalized signal loss for specific concentrations of Albunex. Mi-
crosphere concentrations corresponding to each curve are given in~3106

microspheres!/mL. The concentrations of the three unlabeled curves are
0.0593106, 0.123106, and 0.233106 microspheres/mL. Vertical axis repre-
sents normalized signal loss in dB/cm, and horizontal axis represents fre-
quency in MHz. Error bars represent standard deviations of the determina-
tion of normalized signal loss at each frequency.

FIG. 6. Theoretical fits to normalized signal loss data at specific Albunex
concentrations. Vertical axis represents normalized signal loss in dB/cm,
and horizontal axis represents frequency in MHz. Experimental results from
the lowest six concentrations~0.0593106, 0.123106, 0.233106, 0.473106,
0.943106, 1.93106 microspheres/mL! are displayed as data points, with the
theoretical fit corresponding to each curve shown as solid line. The mean
value and standard deviation for the elasticity parameter is 4200 dyn/cm
~61000!, and the mean value and standard deviation for the friction param-
eter is 0.0054 dyn s/cm~60.0015!.
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each of the theoretical curves and the corresponding experi-
mental values. The theoretical fits generated in this way are
shown as solid lines overlying the data points. The six pairs
of parameter values were then averaged together to obtain a
mean value and standard deviation for the elasticity param-
eter of 4200 dyn/cm~61000!, and a mean value and stan-
dard deviation for the friction parameter of 0.0054 dyn s/cm
~60.0015!.

Figure 7 shows normalized signal loss of specific con-
centrations of Albunex at 2, 5, 7.5, and 10 MHz. The vertical
axis represents normalized signal loss in dB/cm, and the
horizontal axis represents concentration of Albunex in total
number of microspheres/mL. Standard deviation bars are
plotted over each data point. A linear fit is plotted through
each data series; ther 2 value for each linear fit is greater than
0.999. The shaded area on the left side of the graph indicates
the range of concentrations spanned by previously reported
broadband through-transmission signal loss measurements.

IV. DISCUSSION

Several significant features should be noted about Figs.
5–7. First, the signal loss increases with increasing concen-
tration, which is an expected result and a prediction of the
model. Each signal loss curve also displays a pronounced
peak; this is also a model prediction~given this particular
microsphere size distribution!. A more interesting result is
that the signal lossin dB is directly proportional to
concentration,11 so that a doubling of microsphere concentra-
tion doubles the attenuation in dB. This effect is observed~in
the meaningful bandwidth! even at the highest concentra-
tions we are currently able to measure. Again, this is a pre-
diction of the single-scattering model, even though it is not
cleara priori whether the single-scattering approximation is
valid for microsphere concentrations this high. Previous
work12–14 has indicated that it may be necessary to include
multiple scattering effects in the mathematical description of
sound propagation through a concentrated cloud of strong
scatterers. The experimental implications of multiple scatter-

ing effects might include nonproportionality of signal loss
measured in dB with concentration of scatterers. Indeed, in a
separate preliminary study~data not shown!, we were able to
observe a low-frequency~lower than 1 MHz! signal propa-
gating through a specimen chamber filled with undiluted Al-
bunex~approximately 73108 microspheres/mL!, whereas the
single-scattering model predicted an attenuation so high
~;103 dB/cm at 1 MHz! that no observable signal should
have passed through. This evidence suggests that the single-
scattering approximation may eventually break down for Al-
bunex microspheres, but at concentrations higher than we are
yet able to measure quantitatively.

The fact that the model parameters used in generating
the theoretical fits of Fig. 6 were similar, but not identical,
from concentration to concentration gives some idea of the
experimental variability in the measurements. If the experi-
ment were ideal, and if there were no multiple scattering, one
would expect all the signal loss curves to have exactly the
same shape~apart from the multiplicative concentration scal-
ing factor!, and thus the model fits would be described by the
same elasticity and friction parameters for each curve. The
modest differences in the parameter values from concentra-
tion to concentration are due to subtle changes in the shape
of the curves~e.g., width and position of signal loss peak!,
and indicate the sensitivity of the model to such changes.

Although the results presented here and those measured
by other researchers are qualitatively similar, some differ-
ences exist. All published signal loss curves for unfiltered
Albunex have the same general features: the signal loss rises
from a minimum at low frequencies to a peak in the low
MHz range, and then tails off slowly at higher frequencies.
Previous published results exhibit modest differences in the
position and width in frequency of the signal loss peak, as
well as in overall magnitude. Such differences in measured
values can affect the estimation of the shell elasticity and
friction parameters, because the model used here is highly
sensitive both to changes in these parameters and also to
microsphere size distribution. In a study by de Jong and
Hoff,2 the model fit the data best using a shell elasticity of
8000 dyn/cm and a shell friction of 0.004 dyn s/cm, whereas
here we obtained values of 4200 dyn/cm and 0.0054 dyn s/
cm, respectively. These differences may be explained by sev-
eral factors. Size distribution of the microspheres has the
largest impact on ultrasonic characteristics of the suspen-
sions. As described above, material handling can affect the
size distribution and population of the microspheres, and
may thus affect the signal loss measurement. In this study,
we have attempted to treat the suspensions as carefully and
reproducibly as possible to ensure the stability of the
samples. This is also the first study of this type to have used
fresh, commercially available Albunex. Signal loss measure-
ments of Albunex suspensions using different vials from the
same production lot yielded nearly identical results, demon-
strating the consistency of both the size distribution of com-
mercially available Albunex and the measurement system
employed here.

Additionally, it is important to consider the potential for
nonlinear bubble behavior when interpreting these measure-
ments. In another preliminary study~data not shown!, we

FIG. 7. Normalized signal loss of Albunex concentration at 2, 5, 7.5, and 10
MHz. Horizontal axis represents Albunex concentration in~3106

microspheres!/mL. Experimental results are displayed as data points, with
linear fit to the data at each frequency shown as solid lines. Error bars
represent standard deviations of the determination of normalized signal loss
at each frequency. Shaded area on left side represents extent of concentra-
tions used in previously reported through-transmission signal loss measure-
ments of Albunex.
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observed very modest apparent downward shifts in fre-
quency and increases in magnitude of the signal loss peak of
Albunex suspensions as functions of increasing insonifying
power. The mechanism for this behavior is currently unclear,
but is suggestive of nonlinear acoustic wave propagation in
the microsphere suspensions. If nonlinearity does occur, it
may represent another explanation of differences in reported
signal loss measurements, since any result would necessarily
depend on the particulars of the experiment~e.g., level of
insonifying power, type of transducer focusing, and position
of the sample in the insonifying field!. It should be noted
again that in the data reported in this paper, the transmitting
transducer was excited with a voltage level that yielded pres-
sure amplitudes in the Albunex-filled chamber that were
comparable to or less than those encountered in clinical
echocardiography. Operating at lower insonifying power lev-
els would presumably decrease any nonlinear effects, but at
the expense of decreased dynamic range of the measurement
system. We intend to investigate this behavior in more detail
in future work.

V. SUMMARY AND CONCLUSIONS

The present work extends the range of concentrations
and frequency over which the signal loss of Albunex has
been measured. Full-bandwidth through-transmission signal
loss was measured at concentrations up to 1.93106

microspheres/mL, and partial bandwidth results were ob-
tained at concentrations up to 1.53107 microspheres/mL.
The signal loss exhibits a peak for all concentrations inves-
tigated. The notch filtering effect of the microspheres on the
through-transmitted ultrasonic signal limits the meaningful
bandwidth of the current measurement system at concentra-
tions higher than 1.93106 microspheres/mL. The single-
scattering linear model predictions correspond well with ex-
perimental data in the meaningful bandwidth. In the

meaningful bandwidth, the signal loss~expressed in dB! of
Albunex suspensions is directly proportional to concentra-
tion, suggesting the single-scattering approximation is valid
at the highest concentrations investigated here.
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Tissue characterization would be facilitated by improved methods of calibration with which to make
absolute measurements of the backscatter and attenuation of tissue or contrast agents. In this paper,
the use of polystyrene microspheres is examined as a potential broadbandin vitro calibration tool by
employing an experimental system designed to characterize ultrasonic contrast agents. The
frequency-dependent attenuation coefficient and backscatter coefficient were measured for a series
of microsphere size distributions with a broadband ultrasound system using a custom-built specimen
chamber and a novel suspension mixing technique. The measurements were used in a broadband
reduction method to yield the backscatter coefficient. The range ofka spanned in this study is from
ka50.5 to ka512. The broadband nature of the pulses permitted simultaneous measurement of
different regimes of scattering of the microspheres~specifically, the transition region from Rayleigh
to short-wavelength asymptotic scattering!. Experimental results were compared with corresponding
theoretical predictions for the attenuation and backscatter of solid elastic spheres in liquid and
yielded good quantitative agreement. Discussion of some possible applications of this technique to
the fields of tissue characterization and contrast is presented. ©1997 Acoustical Society of
America.@S0001-4966~97!04101-5#

PACS numbers: 43.80.Ev, 43.80.Vj, 43.35.Yb@FD#

INTRODUCTION

The use of high-frequency ultrasound for medical appli-
cations has been increasing in recent years with the advent of
intravascular ultrasound,1–4 acoustic microscopy,5,6 and sec-
ond harmonic imaging with ultrasonic contrast agents.7,8

Higher frequencies allow new morphologic structures to be
examined and open a new area for ultrasonic tissue charac-
terization. In the past, tissue characterization has been ham-
pered by the lack of a standard method of calibration with
which to make absolute measurements of the backscatter and
attenuation. In this paper we examine a possible calibration
technique for use in a frequency range above that which is
currently employed in conventional transthoracic ultrasonic
medical imaging machines.

The ultrasonic scatter from tissue is often modeled as a
collection of scatterers suspended in a water-like medium.
The use of calibration standards or ‘‘phantoms’’ that mimic
tissue has been of particular interest to the tissue character-
ization community. A substantial body of work exists that
examines phantoms for ultrasound in the frequency range
below 5 MHz.9–13 These phantoms have worked well for
calibration of conventional imaging modalities in the heart,14

kidney,15 liver,10 etc., and often consist of a collection of
scatterers held in an agarose or gelatin-like matrix. The geo-

metrical shape and physical parameters of the scatterers
within tissue can be further derived with the use of an ap-
propriate data reduction method.11,16 In the higher frequency
world of acoustic microscopy and intravascular imaging, it is
not clear if the existing phantoms will provide a useful and
reproducible method for calibration. An alternative ultra-
sonic calibration technique was proposed by T. Rhyne.17

This system consists of microspheres which are constantly
stirred by a rotary mixer to allow for reconfiguration of the
scatterers in the ultrasonic field. In this study, we explore the
feasibility of an extension of this calibration technique by
implementing a system that utilizes a continuously agitated
suspension of polystyrene spheres in a saline solution
~Coulter™ Isoton II! with surfactant.

The scattering of sound from solid spheres has been a
topic of many avenues of research in acoustics.18,19The first
complete description of scattering from a solid sphere has
been attributed to Faran.20 Solid plastic and metallic spheres
in a fluid have provided a simple system with which to un-
derstand the physics of ultrasonic scattering in a wide variety
of experiments. Early research was driven by interest in the
effects of scatterers on sonar.21 The problem of scattering of
sound by spherical inhomogeneities suspended in a fluid has
also been of interest in fields such as the prediction of sedi-
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mentary transport processes in the marine environment22–25

and more recently, ultrasonic contrast agents.26–28

Previous measurements have yielded results for a wide
range ofka wherek is the wavenumber of insonifying ultra-
sound anda is the scatterer diameter. One major advantage
to using agitated suspensions of elastic spheres, compared to
more conventional calibration techniques such as gelatin
phantoms, is the inherent ensemble averaging due to the mo-
tion and distribution of scatterers within the suspension. In-
vestigations of the attenuation of sound in suspensions29 and
resonance scattering in suspensions30 have shown that in-
creased backscatter cross sections of up to five times the
geometric cross section can occur at frequencies correspond-
ing to the rigid resonances and modal resonances of the
spheres.

This study was designed to validate an experimental sys-
tem used in the measurement of the physical properties of
certain ultrasonic contrast agents. These microbubbles ex-
hibit sharply peaked resonances which lead to scattering and
absorption cross sections that can differ from the mi-
crobubbles’ geometric cross sections by an order of magni-
tude or more in certain frequency ranges.31 The large scat-
tering cross sections of resonating bubbles are useful
clinically because of their increased echogenicity relative to
blood and most types of tissue, providing enhanced visual-
ization of blood–tissue boundaries, and potentially enabling
quantification of tissue perfusion. This system has been used
previously to analyze the physical properties of Albunex®32

and other contrast agents. In this study, plastic spheres were
employed for several reasons: their shape is similar to most
solid and gas bubble based contrast agents;33 the scatterers
exhibit resonances, although for different physical reasons
than do gaseous, microbubble, contrast agents; the plastic
microspheres can be made in a similar size range to the
agents; and it is possible to manufacture the suspension in a
repeatable manner. All measurements were made with a
single matched pair of transducers excited by a broadband
pulse to obtain data from 5 to 30 MHz in a single measure-
ment.

Several factors distinguish this work from similar stud-
ies already in the literature. Each of the microsphere suspen-
sions used in this study was carefully sized and shown to
have a very narrow size distribution. The narrowness of the
distributions permitted the ‘‘sharp’’ character of the spheres’
acoustic resonances to be more easily observed. Each com-
plete distribution was used then used to directly compare
theoretical predictions of the suspensions’ attenuation and
backscatter to measurements. The narrowness of the distri-
butions and the inherent ensemble averaging resulting from
the constant agitation of the microspheres permitted com-
parison of spectral structure, which has not been published in
the tissue characterization community previously. Other pre-
viously reported broadband investigations of the scattering
properties of solid spheres have used several transducers op-
erating in overlapping frequency ranges, or have employed
continuous wave insonification swept over many discrete fre-
quencies in order to span a large bandwidth of interest.2,22,30

Such measurements have been used to verify the theoretical
solutions34–36 to the scattering problem, which predict com-

plex frequency- and angle-dependent behavior for the scat-
tered pressure wave. The use of continuous wave insonifica-
tion is useful because of the lower instantaneous power in
the field compared to that of a broadband pulse. However, in
clinical imaging systems and various high-frequency appli-
cations, it is necessary to use broadband pulses for increased
spatial location and resolution. Thus any potential calibration
technique should be based on the use of broadband pulses. In
addition, the use in this study of a single broadband-pulsed
transducer pair circumvents certain problems arising from
multiple transducer and narrow-band setups by permitting
simultaneous measurement over a broad continuum of fre-
quencies. Finally, when utilizing a single transducer pair sys-
tem it is not necessary to ‘‘piece together’’ spectral results
obtained from different transducer pairs that may potentially
exhibit very different diffraction corrections due to differ-
ences in transducer geometry or variations between commer-
cially manufactured transducers.

The study makes use of a simple, first-order, broadband
reduction technique previously used by our laboratory.16,37,38

This technique makes several simplifying approximations
about the transducer’s beam diffraction and the effects of
time domain gating of the signal. The well-controlled experi-
mental system of a suspension of polystyrene spheres aided
in testing the validity of these approximations. The data re-
duction technique is not computationally intensive and could
be used in futurein vivo tissue characterization applications.

Section I describes briefly the theoretical predictions of
a scattering model developed by Faran. Section II describes
the experimental setup and the data reduction techniques
used in the study. Section III contains the experimental re-
sults and comparisons with the theoretical predictions, while
Sec. IV discusses the limitations and applications of the pre-
sented work.

I. THEORY

The theoretical prediction of the scattering of sound
from solid spheres is well known.20 In this section, we will
attempt to summarize the relevant parts of the theory applied
within this study. The predictions of the elastic scattering of
sound from solid spheres can be obtained by solving the
wave equation in three dimensions and using the physical
boundary conditions at the solid–liquid interface. The three
relevant boundary conditions are~i! the pressure in the fluid
must be equal to the normal~radial! component of stress in
the solid at the interface;~ii ! the normal component of the
displacement of the fluid must be equal to the normal com-
ponent of the displacement of the solid;~iii ! the tangential
components of shearing stress must vanish at the surface of
the solid.

Using these boundary conditions and the wave equation,
it is possible to derive an exact expression for the scattering
from a sphere due to an incident plane wave. The expression
for the pressure due to scattering from a sphere is30,38,39

pr5p0(
q50

`

~2q11!i qAqhq~kcr !Pq~cosu!e2 ivt, ~1!
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where p0 is the incident wave’s amplitude,hq is the qth
spherical Hankel function of the first kind,kc is the wave
number in the surrounding fluid,r is the radial distance from
the center of the scatterer,Pq is the qth Legendre polyno-
mial, u is the scattering angle, andv is the angular fre-
quency. The boundary conditions at the surface of the sphere
determine the coefficientsAq , which are functions of sphere
radius a, angular frequencyv, liquid densityrl , scatterer
densityrs , liquid compressional wave velocitycl , scatterer
compressional wave velocitycs , and scatterer shear wave
velocity ss .

The total cross section for a single sphere~due to scat-
tering only! is then given by29,39,40

ss5
4p

kc
2 (

q50

`

~2q11!uAqu2. ~2!

If we now define an attenuation coefficienta such that
p5p0e

2ax, where p0 is some incident acoustic pressure,
then we can say that for a number densityn of identical
scatterers,a5nss/2,

40 or, for a discrete distribution of scat-
terers,

a5
(mn~am!ss~am!

2
, ~3!

wheren(am) is the number density of scatterers of sizeam .
The final result is then

a5
(mn~am!•@~4p/kc

2! (q50
` ~2q11!uAq~am ,r l ,rs ,cl ,cs ,ss ,!u2#

2
, ~4!

wherea ~in cgs units! is given in nepers/cm. The quantity we
measured experimentally was signal loss in dB, which, in
terms of the preceding expressions can be written

Signal loss in dB

520 log10S p0p D
520 log10~e

ax!54.343xF(
m

n~am!

•S 4p

kc
2 (

q50

`

~2q11!uAqu2D ]. ~5!

The attenuation coefficient~dB/cm! is obtained by dividing
the signal loss by the thickness,x, of the sample.

We assume that the backscatter of many spheres can be
calculated from the backscatter due to one sphere if effects
due to multiple scattering are ignored.41 In particular the dif-
ferential scattering cross section,ds tot( f )/dV u180°, from
identical spheres with a number densityn, is

ds tot~ f !

dV U
180°

5n
dss~a, f !

dV U
180°

, ~6!

wheredss(a, f )/dV180° is the differential scattering cross
section due to one sphere of sizea. With the introduction of
a distribution of sizes,n(am), the expression for the total
differential scattering cross section becomes

ds tot~ f !

dV U
180°

5(
m

n~am!
dss~am , f !

dV U
180°

. ~7!

The backscatter coefficient is the differential scattering
cross section per unit volume, i.e., Equation~7! divided the
volume of tissue insonified. Equation~7! was used in con-
junction with the measured scatterer sizes to compute the
theoretical predictions presented later in the paper.

Material parameters obtained both from the manufac-
turer and the literature were used to compute the backscatter
from the suspension. The values for the material parameters
are listed in Table I. The values were a particle density of
1.055 g/cm3, density of Isoton of 1.0 g/cm3, a longitudinal
speed of sound in Isoton of 1490 m/s, a longitudinal speed of
sound in the polystyrene microsphere of 2380 m/s, and a
shear velocity of the polystyrene microsphere of 1180 m/s.
The value for the shear velocity of polystyrene was adjusted
from the previously reported range of 1100 to 1120 m/s in
order to provide better agreement between experimental re-
sults and theoretical predictions. A more detailed discussion
of this adjustment occurs in Sec. V.

II. METHODS

A. Microspheres

All of the microsphere suspensions used in this study
were obtained from Duke Scientific Corporation~Palo Alto,
CA!. These suspensions are manufactured for use in calibrat-
ing particle sizing systems. According to the manufacturer,
the microspheres were composed of polystyrene and/or poly-
styrene divinylbenzene, and were suspended in a saline so-
lution ~Isoton II®, Coulter Corp.! having a small amount of
dispersant added to prevent microsphere flocculation. The
suspensions’ compositions were typically about 1% solids by
volume, and the microspheres were listed as having a nomi-
nal density between 1.00 and 1.05 g/mL. Although size dis-

TABLE I. Listed here are the material parameters used for the calculations
of the theoretical predictions of the scattering model.

Numerical values of materials properties
Density
~g/cm3!

Longitudinal
velocity ~m/s!

Shear
velocity ~m/s!

Polystyrene 1.055 2380 1180
Isoton™ 1.0 1490 N/A
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tribution information was provided by the manufacturer, an
optical particle sizer~described below! was used to obtain
independent measurement of the distributions of each sus-
pension employed in the study, concurrent with the ultra-
sonic measurements. Seven different suspensions were used,
having narrow size distributions centered around 30-, 40-,
50-, 60-, 70-, 80-, and 100-mm sphere diameters, respec-
tively. Typical half-widths of the distributions were about
5% of the mean diameter. The measured values for the mean
diameter, standard deviation and number density of micro-
spheres is summarized in Table II.

B. Specimen chamber

The specimen chamber used for all the measurements in
this study was the same one employed and described in de-
tail in our previous study of the attenuation of suspensions of
the ultrasonic contrast agent Albunex®.32 A simplified dia-
gram of the specimen chamber is shown in Fig. 1. The cham-
ber was composed of two circular Lexan® face plates~ap-
prox. 6 in. diameter, 0.5 in. thick! bolted to each side of a
circular Lexan middle section~approx. 6 in. diameter, 1 in.
thick!. Both the face plates and the middle section had a
2-in.-diam hole passing through their centers. Each face plate
served to clamp O-rings, a washer, and a Saran Wrap® sheet
against its side of the middle section, so that the completed
chamber had a hollow, circular central section with parallel
faces of Saran Wrap serving as acoustic windows. The bead
suspension was contained within this part of the chamber

during measurements. The distance between the Saran Wrap
walls could be varied by using washers of different thick-
nesses; for this experiment, the wall separation distance was
maintained at approximately 3.6 mm. The middle section of
the chamber had a large threaded hole drilled radially from
its outer edge to its inner edge, such that the hole was open
to the central part of the chamber that contained the speci-
men. The microsphere suspensions were introduced into the
chamber through this port. The chamber was sealed by
screwing a threaded Delrin® plug into the port. Two Tygon®

tubes~1 mm diam! passed through the plug and protruded
slightly into the chamber. When the microsphere suspension
was in the chamber, the ends of the tubes were submerged in
the suspension and were used in the mixing of the suspen-
sion during measurement~described below!.

C. Pipette mixing

The suspension was mixed continuously during mea-
surement in order to prevent the microspheres from settling
to the bottom of the chamber, and to ensure that the suspen-
sion exhibited a different random, homogeneous spatial dis-
tribution of the microspheres for each rf acquisition~see Sec.
II E!. The mixing was performed using a micropipette. The
micropipette tip was inserted into one of the Tygon tubes
projecting from the chamber plug, while the other end of the
tube was submerged in the microsphere suspension. Using
the micropipette, 64mL of the suspension was then rapidly
and repeatedly drawn and reintroduced into the chamber dur-
ing the course of the ultrasonic measurement. The other Ty-
gon tube acted as a vent to prevent excess pressure buildup
inside the chamber. Within a few seconds after mixing be-
gan, the through-transmitted waveform’s oscilloscope trace
would stabilize. When mixing ceased, the trace could be ob-
served changing over time in a manner consistent with mi-
crosphere redistribution due to settling.

The mixing rate of the suspension was roughly 1 to 2
times per second. The efficacy of this mixing technique has
been validated by both optical inspection and use of a medi-
cal imaging array. In addition, we have investigated several
other means of mixing, such as the method proposed by
Rhyne.17 We have found that many suffer from one or more
of the following defects: failure to adequately mix highly
concentrated suspensions; generation of regularly spaced
lamina or gradients of scatterer densities~i.e., inhomogene-
ities in distribution!; and destruction of scatterers~for the
case of microbubbles!.

D. Chamber dosing procedure and particle sizing

A standardized material handling procedure was fol-
lowed in order to ensure consistency among measurements
of different suspensions. First, the suspension to be used was
gently agitated in its original container in order to resuspend
the particles. At all points during the procedures, care was
taken to minimize the introduction of air bubbles into the
suspension. After agitation, approximately 8 mL of the sus-
pension was rapidly delivered from the vial into the speci-
men chamber. The chamber was sealed and placed in a room
temperature~22.660.5 °C! water tank, and the suspension

TABLE II. Listed here are the measured values of the distributions of poly-
styrene microspheres made using the optical particle sizer.

Microsphere distributions
Nominal

diameter~mm!
Measured mean
diameter~mm!

Standard deviation
~mm!

Number density
~3104 particles/mL!

30 29.6 1.2 29.0
40 40.4 4.0 14.0
50 50.6 6.4 13.0
60 59.0 6.8 7.4
70 69.6 7.0 6.7
80 83.1 7.0 2.9
100 101.6 8.0 1.8

FIG. 1. A diagram of the specimen chamber used to hold and agitate the
suspension of polystyrene microspheres during ultrasonic interrogation.
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was pipette-agitated during the period~approximately 40 s!
of the measurement. After the measurement was completed,
the chamber was removed from the tank and gently agitated
to maintain the suspension, and a syringe having a 20 gauge
needle was then used to withdraw 1 mL of the suspension
from the center of the chamber before the microspheres had
a chance to settle. This 1-mL sample was then injected into
an optical particle sizer~Accusizer™ 770 with 512 channels
from 1.5 to 400mm, Particle Sizing Systems, Inc.!, which
returned the microsphere size distribution. Figure 2 displays
the distributions of the suspensions used in this study. The
chamber was emptied, disassembled, and thoroughly cleaned
in order to remove any microspheres that may have adhered
to the chamber surface. Fresh Saran Wrap was then used in
the reassembly of the chamber. This procedure was repeated
for each suspension used in the study.

E. Experimental setup and data acquisition

The measurements of the attenuation coefficient were
performed in a through-transmission setup using a single pair
of broadband immersion PVDF transducers~0.4-in.-diam,
3.25-in. focal length Panametrics model ZF3002-SU!. The
transmitting transducer was excited using a broadband pulser
~Panametrics 5800!. Connections to the transducers were
made with short~less than 24 in.!, ultra-low capacitance RG-
62/U cables. This system yielded a usable bandwidth of 5 to

30 MHz which was determined by the position at which the
signal was 20 dB above the noise floor. The transducers were
placed about 6 in. apart. Initially, the sample chamber was
placed at the center of the overlapping foci of the two trans-
ducers. However, results were measured which suggested a
negative signal loss at low frequencies. By positioning the
chamber progressively closer to the receiving transducer, the
signal loss became positive. This effect may be due to focus-
ing of the beam when passing through a highly dispersive
medium such as the microspheres. The sample chamber was
positioned close to the receiving transducer to produce the
most consistent results. The transmitted ultrasonic pulse
passed through the polymer microsphere suspension~which
was undergoing pipette mixing! and was intercepted by the
receiving transducer. The received signal passed directly into
a digital oscilloscope~Tektronix 2440! for digitization~8 bit!
at 250 megasamples per second. One thousand rf traces~each
1024 points long! were acquired at a rate of approximately
30 traces per second for each sample of microspheres in the
chamber. The total measurement time was approximately 40
s. One thousand reference traces acquired in the same man-
ner using a specimen chamber filled only with Isoton pro-
vided a reference for normalization. A Macintosh® computer
was used to control acquisition via GPIB, and to store data to
disk.

Measurements of the backscatter from the suspensions
were made with a similar setup. A pulser/receiver~Panamet-
rics 5800! was used to drive a broadband PVDF transducer
~0.4-in.-diam, 3.25-in. focal length, Panametrics ZF3002-
SU!. The transducer was placed so that the focal region oc-
curred immediately after the echo from the front wall of the
specimen chamber. In the focus of a transducer, the insoni-
fying waves are roughly constant in amplitude and phase
which allows for several simplifications in the data reduction
technique. The backscattered signal was amplified by 40 dB
using the Panametrics 5800. One thousand backscattered
waveforms were then captured by a digitizing oscilloscope
and sent to the computer.

F. Data reduction

A first-order, broadband data reduction method was em-
ployed to reduce the measurements of the backscatter and
attenuation to the inherent backscatter coefficient of a distri-
bution of spherical scatterers.16,38The raw backscattered sig-
nal can be thought of as a convolution of effects due to the
electromechanical response of the transducer and accompa-
nying electronics, the effects of the frequency-dependent
beam volume, the attenuation due to the suspension, and the
inherent scattering of the suspension. In order to compensate
for the effects due to the electronics, the backscattered signal
was compared to the signal returned from a polished steel
reflector. By normalizing the spectra returned from the sus-
pension by the spectrum of the steel plate reflection, the ef-
fects of the electromechanical response of the transducer and
accompanying electronics can be removed, leaving any ef-
fects due to time-domain gating and the diffraction correc-
tion for the transducer.

The effect of the frequency-dependent beam volume and
attenuation can be removed by making several simplifica-

FIG. 2. Typical measured distributions of polystyrene microspheres used in
the theoretical predictions of attenuation and backscatter.
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tions. The first simplification is that the beam volume is de-
fined laterally by the frequency-dependent beamwidth and
along the beam axis by the gate duration. The second sim-
plification, that the scatterers are uniformly distributed
throughout the scattering volume, was verified with a medi-
cal imaging system and by visual inspection. Using both of
these approximations, the backscatter coefficient can be ex-
pressed as

h~ f !5
G2

4T4
R2F~a,t!

1

V~ f !
^uS~ f !u2&, ~8!

whereh( f ) is the frequency-dependent backscatter coeffi-
cient,G is the amplitude reflection coefficient of our polished
steel reflector,T is the transmission coefficient between the
water and the suspension of the polystyrene microspheres,R
is the focal length of the transducer,V( f ) is the frequency-
dependent beam volume,uS( f )u2 is the apparent backscatter
transfer function of our suspension, andF~a,t! is an attenu-
ation correction factor.F~a,t! can be expressed

F~a,t!5e4a~ f !xea~ f !ct
2act

eact2e2act , ~9!

wherea is the frequency-dependent attenuation of the sus-
pension,c is the speed of sound within the suspension,x is
the position of the window after the front wall of the cham-
ber, andt is the gate duration.

In the above analysis, we have ignored the effect of
time-domain gating on the backscattered signal. Others have
shown that it is necessary to account for the convolution of
the time domain gate with the scattered spectrum.11 In the
case of long gate lengths, however, this effect becomes sub-
stantially weaker. For the measurements made in this paper,
we have employed a 2.56-ms Hamming windowing function
for our time-domain gate. The amount of spectral ‘‘smear-
ing’’ can be estimated to be roughly 400 kHz with this gate,
which is on the order of our frequency resolution due to the
digitization rate we employed. For this reason, we chose not
to compensate for the effect of time-domain gating.

The beam volume,V( f ), was calculated by setting the
measurements of backscatter coefficient for one distribution
equal to theoretical predictions. The calculated beam volume
was then used in the calculation of the backscatter coefficient
for the other distributions of micropheres. The beam volume
was independent of the choice of the particular distribution
used to calculate it. The frequency dependence of the beam
volume was found to agree well with the well-knownf 2

dependence of the diffraction pattern. This data reduction
method was used to compare experimental results with theo-
retical predictions of the scattering due to an ensemble of
spherical scatterers.

G. Data analysis

The apparent backscatter transfer function was calcu-
lated by applying a 2.56-ms Hamming window to the trace at
a position of 0.4ms after the echo from the chamber wall.
Other combinations of window position and length yielded
similar results when reduced to backscatter coefficient. The

power spectra of the gated traces were calculated, normal-
ized by the power spectrum of a polished stainless-steel
plate, and averaged.

The apparent attenuation coefficient was calculated from
ten measurements of the through-transmitted signal when the
suspension was in the chamber. Each measurement consisted
of 100 time domain averages of the waveform made possible
because of the stability of the through-transmitted pulse
while the microsphere suspension was being constantly agi-
tated. The averaged waveform has an increased signal-to-
noise ratio. In addition, the dynamic range was also in-
creased as a result of ‘‘bit dithering.’’42 A calibration trace
was taken by filling the chamber with Isoton™, a saline-
buffered solution, and measuring the through-transmitted
pulse. No time-domain gating was necessary for the through-
transmitted pulses. The power spectra of the ten averaged
suspension-path traces were subtracted from the power spec-
trum of the saline-path trace to yield signal loss as a function
of frequency. The attenuation coefficient was measured by
normalizing the signal loss by the chamber thickness which
was found using a standard pulse/echo method.43,44

III. RESULTS

Figure 2 shows the distribution of sizes of polystyrene
microspheres found by the optical particle sizer for the dif-

FIG. 3. The top panel shows the usable bandwidth of a typical apparent
backscatter transfer function for polystyrene microspheres with a mean di-
ameter of 49.5mm. The middle panel shows the corresponding measure-
ment of the attenuation coefficient. The bottom panel is the resulting back-
scatter coefficient. All error bars represent the standard deviation of the
measurements.
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ferent suspensions of microspheres used in this study. The
larger diameter microsphere suspensions have some particles
which are much smaller than the mean diameter. The scat-
tering cross section of these small particles is negligible in
comparison to those of the larger particles.

Figure 3 illustrates the measurements needed for the
data reduction method described in Sec. II F. The top panel
demonstrates the apparent backscatter transfer function for
the nominal 50-mm-diam microspheres. The center panel
shows the measured attenuation coefficient for the same dis-
tribution of microspheres. It is interesting to note that the
spectral resonances of the attenuation coefficient are easier to
recognize than those of the apparent backscatter transfer
function. This effect may be due to the fact that the back-
scattered signal is attenuated preferentially at the frequencies
of high scatter by the overlying material and material within
the gated volume. The overall effect is to damp out the fre-
quency variation of the backscattered signal. The effect of
compensating the backscatter for the attenuation of the mea-
surement is shown in the bottom panel. The backscatter co-
efficient demonstrates the same resonances that appear in the
measurements of the apparent backscatter transfer function
and attenuation coefficient.

Figures 4 and 5 compare the measured attenuation coef-
ficient for the suspension of microspheres along with the
theoretical predictions using Eq.~5!. Figure 4 illustrates the
theoretical attenuation coefficient for a shear velocity of
polystyrene of 1100 m/s. Figure 5 shows the results when the
shear velocity has been adjusted to 1180 m/s. This single
adjustment aligned the position of the theoretically predicted

spectral peaks to those of the experimentally measured data
for all distributions of microspheres. Both experimental re-
sults and theoretical predictions agree well for most of the
distributions of microspheres with some discrepancies for the
30- and 60-mm mean diam spheres. All error bars represent
the standard deviation of the measurements.

Figure 6 shows the measured apparent backscatter trans-
fer function which is the backscatter compensated for the
effects of the measurement electronics but not for attenuation
or any diffraction corrections. One can see the presence of
the resonance regions in the spectra although these features
are not as obvious as those in the through-transmitted attenu-
ation.

Figure 7 compares the experimentally measured back-
scatter coefficient and the theoretical predictions of the scat-
tering model for a variety of suspensions of narrowly distrib-
uted microsphere diameters. Agreement between experiment
and theory was quite good although there are several discrep-
ancies in the magnitude of the backscatter coefficient near
the resonances in the backscatter spectrum.

IV. DISCUSSION

A broadband, single transducer pair experimental system
has been developed for measuring the physical properties of
ultrasonic contrast agents. The system has been used suc-
cessfully to measure the attenuation coefficient and backscat-
ter coefficient of suspensions of polystyrene microspheres in
the frequency range from 5 to 30 MHz. The use of a single
transducer pair for broadband measurements is advantageous
for several reasons. It allows quick and reliable investiga-

FIG. 4. Comparison of the theoretically predicted values of the attenuation
coefficient with the experimental results for a polystyrene shear velocity of
1100 m/s. All error bars represent the standard deviation of the measure-
ments.

FIG. 5. Comparison of the theoretically predicted values of the attenuation
coefficient with the experimental results for a polystyrene shear velocity of
1180 m/s. All error bars represent the standard deviation of the measure-
ments.
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tions of time-varying substances such as contrast agents.
Also, the compensation for the effect of the transducer’s dif-
fraction pattern is similar for each set of measurements be-
cause knowledge of only one set of transducer characteristics
is necessary.

The ability to make reliable measurements of polysty-
rene microspheres over this broad bandwidth suggests that a
preparation of suspended and agitated spheres may be a use-
ful in vitro calibration device for high-frequency ultrasound
systems. This experimental system may serve as a calibration
device for several reasons, some of which have been previ-
ously investigated by others in connection with tissue-
mimicking phantoms. However, we have introduced a sus-
pension system with a novel mixing technique which leads to
improved ensemble averaging of the backscatter in contrast
to the spatial averaging required with the use of a conven-
tional phantoms with stationary scatterers. This mixing tech-
nique allows the averaging of many more scatterer arrange-
ments in substantially less time than would be required with
a conventional gelatin phantom with embedded scatterers.
This results in a more stable and convenient calibration tech-
nique.

There are several reasons why a suspension of particles
might provide a better calibration device than a planar reflec-
tor like a polished stainless-steel plate. The backscatter is
returned from a volume of the suspension while the back-
scatter from a planar reflector represents only surface reflec-
tion of the insonifying wave. Unlike the extremely high am-
plitude of the reflection from a polished steel plate, the

scatter from a suspension of spheres is of the same order of
magnitude as the scatter from within a volume of tissue. The
use of such microspheres thereby permits calibration of the
ultrasound system over the range of amplitudes for which it
will be usedin vivo. This may facilitate calibration of high-
frequency scan heads or intravascular ultrasound catheters
before each use and allow comparisons between studies con-
ducted at different times or by different investigators or cli-
nicians. Suspensions of solid, elastic spheres may also prove
useful in the area of acoustic microscopy. The current stan-
dard for calibration is the reflection from a polished
stainless-steel plate which is sensitive to alignment of the
surface of the plate. Alignment is not as crucial an issue
when measuring backscatter for a suspension of spheres be-
cause of the symmetry of the fundamental scatterer.

In the area of ultrasound contrast agents, tightly sized
polystyrene spheres provide a possible calibration for both
future in vivo and currentin vitro measurements of the ef-
fects of contrast agents. Suspensions of the spheres could be
used in anin vitro setting to calibrate the ultrasonic measure-
ment system before injection of the contrast agent. In addi-
tion, our techniques may be extendible to the measurement
of the properties of specific contrast agents. In fact, the use
of contrast agentsin vivoas a possible calibration tool for the
longitudinal study of a patient is an area of interest and may
even provide a method to compare acoustic measurements
between different patients if effects due to lung filtration and
bubble destruction can be taken into account.

The current study has several limitations. We examined
the backscatter from a suspension of polystyrene micro-
spheres with diameters ranging from 30 to 100mm. In the

FIG. 6. The apparent backscatter transfer function for a series of polystyrene
microsphere distributions. All error bars represent the standard deviation of
the measurements.

FIG. 7. Comparison of the theoretically predicted values of the backscatter
coefficient with the experimental results. The error bars represent propaga-
tion of the standard errors for the apparent backscatter transfer function and
the attenuation coefficient.
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field of medical ultrasonic contrast agents, sizes below 10
mm are required to pass through the vascular bed of the
lungs. However, the agreement between measurements of the
backscatter coefficient and theoretical predictions shows the
feasibility of making direct measurements of contrast agents
with our experimental setup. Multiple scattering effects were
also presumed to be minimal, though they may be important
at high concentrations and for frequency ranges where the
scattering cross section is especially large.45,46 It has been
shown by other researchers that the scatter from suspensions
of solid spheres exhibits temperature dependence.29 We
maintained the water bath at a constant temperature during
the course of a measurement for each size of microspheres,
although the temperature between measurements varied by
as much as 1.6 C. For the purpose of using suspended par-
ticles as a calibration standard, careful control of the tem-
perature would be necessary. Another possible limitation is
the fact that the beamwidth varies with frequency. Even
though all the spectral components of the insonifying pulse
are exposed to the same instantaneous configuration of scat-
terers in the suspension, the amount of power delivered to
each scatterer differs with frequency. However, the data re-
duction technique employed in this study attempts to account
for the effect of frequency-dependent beamwidth by using a
different insonified volume for each frequency. In the case of
high frequencies, the relatively small beamwidth may limit
the number of scatterers in the insonified volume to a smaller
number than for lower frequencies.

In the model, the positions of the resonances in the back-
scatter coefficient spectrum are very sensitive to the value
chosen for the transverse velocity of the material which
makes up the scatterers. In the case of polystyrene micro-
spheres, a range of transverse velocities has been reported
which varies from 1100 to 1120 m/s.30 In this study, we
chose a value of 1180 m/s in order to adjust the ‘‘theoreti-
cal’’ resonances to overlap with our measured resonances.
Independent of scatterer size, the same transverse velocity of
1180 m/s resulted in theoretical predictions that agreed with
experimentally measured resonances. This modified value
was chosen by shifting the shear wave velocity in steps of 10
m/s until the root-mean-square deviation between the simu-
lation and the experimental data for the 100-mm bead sus-
pension was minimized. The theory was less sensitive to
similar changes in the other physical constants~i.e., com-
pressional wave velocities and densities of the fluid and scat-
terers!. The discrepancy between the values of transverse
velocity for polystyrene reported in the previous literature
and those measured in this study could be due to the micro-
spheres having a mixed chemical make-up of polystyrene
and polystyrene divinylbenzene, a system which has not
been well characterized ultrasonically.

The data presented in this study also suggest that the use
of a simple, first-order, broadband reduction technique for
the backscatter coefficient yields quantitatively good agree-
ment with theoretical predictions. At different frequencies,
the depth of field of a focused ultrasonic transducer varies,
and has led many researchers to study the use of sophisti-
cated correction techniques for modeling the ultrasonic beam
as a function of frequency and space.11,47,48Comparisons be-

tween the simple reduction technique described in this paper
and other more sophisticated methods are the subject of on-
going study. The apparent agreement between the measure-
ments presented here and the theoretically calculated values
for backscatter suggests that a simpler approach to modeling
the beam volume might be adequate for many measurements
in this frequency range. However, although consistent in all
the measurements made in this study, the adjustment of the
diffraction compensation term remains an intriguing problem
for future study.

The ability to make reliable measurements of polysty-
rene microspheres over a broad bandwidth suggests that such
a preparation of suspended spheres may prove to be a useful
calibration device for high-frequency ultrasound systems.
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Harmonic amplitude distribution in a wideband ultrasonic
wavefront after propagation through human abdominal wall
and breast specimens
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The amplitude characteristics of ultrasonic wavefront distortion produced by transmission through
the abdominal wall and breast is described. Ultrasonic pulses were recorded in a two-dimensional
aperture after transmission through specimens of abdominal wall or breast. After the pulse arrival
times were corrected for geometric path differences, the pulses were temporally Fourier transformed
and two-dimensional maps of harmonic amplitudes in the measurement aperture were computed.
The results indicate that, as the temporal frequency increases, the fluctuation in harmonic amplitudes
increases but the spatial scale of the fluctuation decreases. The normalized second-order and
third-order moments of the amplitude distribution also increase with temporal frequency. The wide
range variation of these distribution characteristics could not be covered by the Rayleigh, Rician, or
K-distribution because of their limited flexibility. However, the Weibull distribution and especially
the generalizedK-distribution provide better fits to the data. In the fit of the generalized
K-distribution, a decrease of its parametera with increasing temporal frequency was observed, as
predicted by analysis based on a phase screen model. ©1997 Acoustical Society of America.
@S0001-4966~97!03402-4#

PACS numbers: 43.80.Vj, 43.80.Ev, 43.80.Qf@FD#

INTRODUCTION

Ultrasonic wavefront distortion produced by propagation
through inhomogeneities in tissue is a major obstacle to
large-aperture, high-resolution imaging of human body with
ultrasound.1–5Early studies of focus compensation have con-
centrated on the correction of arrival time fluctuation, using
either cross correlation6 or maximum brightness techniques.7

However, later studies8 have shown that correction of arrival
time fluctuation alone is not sufficient to compensate fully
for ultrasonic distortion caused by propagation through an
extended thickness of tissue. Measurements9–12 indicate that
the propagated wavefront contains not only time-shift aber-
ration, but also severe energy level fluctuation and significant
waveform changes. Based on these observations, an im-
proved wavefront distortion model that consists of a time-
shifting screen placed some unknown distance away from
the measurement aperture has been proposed.13 The results
obtained using this model suggest that a better way to com-
pensate for wavefront distortion is first to backpropagate the
wavefront by an appropriate distance, and then to time-shift
compensate the wavefront at that distance. To gain further
understanding of wavefront distortion, however, a close ex-
amination of the statistical distribution of harmonic ampli-
tudes is needed. This paper reports the results of such an
examination in which experimentally measured wavefronts
that have propagated through specimens of human abdomi-
nal wall or breast are analyzed.

A large body of literature exists on the study of wave
propagation in a random medium and wave scattering from a
random medium. Reference 14 and the literature cited
therein provide a good recent review of this subject. The
phenomena studied include radio wave propagation through

the atmosphere,15 sonic wave propagation in the ocean,16 la-
ser speckle caused by propagation through air17,18or by scat-
tering from a rough surface,19 and ultrasonic speckle caused
by random scattering from soft tissue.20–22Due to the com-
plicated and unknown variations in the medium, quantitative
studies are typically based on a statistical model of the me-
dium and results are obtained for the statistical properties of
the random wave field.

The consideration of harmonic amplitudes in our current
study of an ultrasonic pulse wavefront through tissue is mo-
tivated by three reasons. First, the pulse waveforms received
in the aperture have complicated and varying shapes. These
waveforms cannot be analyzed easily in the time domain.
However, once transformed into the frequency domain, each
measured waveform at a particular harmonic frequency
needs only an amplitude and a phase for description. Second,
the propagation of ultrasonic waves in tissue for imaging
applications is a linear phenomenon due to the low ampli-
tudes that are involved. Thus, each frequency component can
be analyzed independently as no interaction occurs among
different frequencies. Third, many statistical models are
based on a two-dimensional random walk, and such random
walks can be interpreted as the summation of complex num-
bers. Therefore, these statistical models are directly appli-
cable to the description of single frequency phenomena.

The rest of this paper is divided into four sections:
method, results, discussion, and conclusion. In the method
section, Sec. I, the flow of processing is described, and five
statistical models, i.e., Rayleigh, Rician, Weibull,K-, and
generalizedK-distributions, are introduced to represent the
data in this study. Also, the two-dimensional random walk
models on which the probability density functions are based
are described, as is the estimation of parameters for each
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distribution. Section II presents results that include represen-
tative amplitude maps, histograms, fitted probability density
functions, and statistics of amplitude fluctuation versus tem-
poral frequency. In Sec. III, discussion, the diffraction inte-
gral is analyzed using a zone division to relate distribution
parameters to physical propagation conditions. Additionally,
the connection between multipath propagation and random
walk models is considered. Finally, conclusions are drawn in
Sec. IV.

I. METHOD

A. Flow of processing

The measurement technique has been detailed else-
where,9 so only a summary is included here. Pulse wave-
forms were recorded in a two-dimensional aperture after
emission from a pointlike source and propagation through a
tissue path. The measurements were made by mechanically
translating a one-dimensional, 128-element array through 32
elevations. The pitch of the array elements was 0.72 mm.
Their effective dimension in the elevation direction was re-
stricted to 1.44 mm by a reflecting mask. The step of the
mechanical translation in the elevation direction was also
1.44 mm. The size of the two-dimensional aperture was thus
92.16346.08 mm2. The source–aperture distance was about
180 mm. The received pulse waveforms had a nominal cen-
ter frequency of 3.75 MHz and26-dB bandwidth of about
2.2 MHz. The waveforms were sampled over a 11.8-ms in-
terval at a 20-MHz rate that yielded 236 samples. Measure-
ments were made using 14 different specimens of human
abdominal wall9 and 9 different specimens of human breast10

obtained during autopsy. For the abdominal wall, the average
values of specimen thickness, rms arrival time fluctuation,
and energy level fluctuation, were 21.6 mm, 43.0 ns, and
3.30 dB, respectively, as given in Ref. 9 along with other
abdominal wall statistics, while the corresponding values for
breast tissue were 26.9 mm, 66.8 ns, and 5.03 dB, respec-
tively, as given in Ref. 10 along with other breast statistics.

The measured wavefront was first corrected for geomet-
ric delay. This was accomplished by estimating the arrival
time surface of the two-dimensional wavefront, fitting a
fourth-order polynomial surface to the estimated arrivals,
and using the fit for a reference to time-shift the wavefront as
described in Refs. 9 and 13. After geometric correction, the
wavefront is planar except for small fluctuations caused by
the tissue. The signal length was reduced from 236 samples
to 40 samples in this process. The rms amplitude of each
signal was obtained by taking the square root of the sum of
the squares of the signal amplitude over time. Therefore, the
square of the rms amplitude is proportional to the total signal
energy received by each element. The signals were ampli-
tude compensated for variations in element sensitivity, using
sensitivity data determined from water path measurements.
The signals were also amplitude compensated for geometric
factors through division byeP(x,y), where (x,y) denotes the
receive element position andP(x,y) is a fourth-order poly-
nomial fit to the logarithm of the rms amplitude of each
signal in the two-dimensional aperture.

The geometrically corrected and amplitude compensated

wavefront was then zero padded to 64 samples and tempo-
rally Fourier transformed. Thus, the temporal harmonic fre-
quency corresponding to a harmonic number can be obtained
by multiplying that number with 20 MHz~sampling rate! and
dividing by 64~FFT length!. The range of harmonic frequen-
cies that have been considered in this study was determined
by the bandpass nature of the signal. Based on the existence
of significant signal power, this range was set between har-
monic 9 and 16~inclusive!, corresponding to frequencies
from 2.8 MHz to 5.0 MHz, which is within the nominal
26-dB bandwidth. The nominal center frequency 3.75 MHz
of the transducer corresponds to harmonic 12.

At each temporal harmonic frequency, a matrix~with
dimensions of 128332! of complex amplitudes was thus ob-
tained. The harmonic amplitude was computed as the square
root of the sum of the squares of the real and imaginary parts
of the complex amplitude. A fourth-order polynomial was fit
to the logarithm of the amplitudes and the rms value of the fit
residual, calculated in dB units, was used to characterize the
level of the amplitude fluctuation. The spatial scale of the
fluctuation was characterized by the half-maximum, full-
width of the spatial autocorrelation function of the ampli-
tude. The calculation of these statistics is detailed in Ref. 9.

The histogram of the amplitude at each harmonic fre-
quency is the main subject of study in this paper. Several
statistical models were used to fit to the data and are de-
scribed below. These models have been considered because
of their connections with the two-dimensional random walk
model. The advantage of having a model behind a fit is that
the parameters of the fit have physical meaning. After a fit
was obtained, it was tested using thex2 goodness-of-fit.23

See Appendix A for a summary of this procedure.

B. Statistical models

All the statistical models considered in this paper may
be derived from consideration of a two-dimensional random
walk that is represented as the summation of complex steps
and can be written

Aeju5(
i51

M

aie
jf i,

whereM is the number of steps andaie
jf ı, denotes a single

random complex number of amplitudeai and phasefi .
Thus, Aeju is the summation ofM random complex num-
bers. All the random complex numbers are assumed to be
independent and identically distributed, and the number of
such termsM may also be randomly distributed. For the
amplitude of the sumA, the following is known:

~1! If fi are uniformly distributed,ai are independent and
identically distributed, andM→`, then A is Rayleigh
distributed.24

~2! If a15const is significantly larger than the rest of the
ai ’s, while other conditions are the same as in 1, thenA
is Rician distributed.24

~3! If A is Rayleigh distributed, thenA15A2/a is Weibull
distributed.25
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~4! If M is also a random variable and is negative binomi-
ally distributed with average approaching infinity, while
the other conditions are the same as in 1, thenA is
K-distributed.26

~5! If, in addition to the conditions in 4,fi are nonuniformly
distributed~biased random walk!, thenA has a general-
izedK-distribution.27,28

The probability density function with associated parameters
for each of the above statistical models is given explicitly in
Table I.

C. Distribution moments and parameter estimation

To prepare for parameter estimation, the following
quantities were first computed using a total ofN ~N54096 in
the present study! sample values of harmonic amplitudesai
that were available.

Average: mA5
1

N (
i51

N

ai

Standard deviation: sA5A1

N (
i51

N

ai
22mA

2

Even-order moments: Mn5
1

N (
i51

N

ai
n , n52,4,6.

The normalized intensity moments were also computed using
the definitions

I 25M4 /M2
2

and

I 35M6 /M2
3.

1. Rayleigh distribution (parameter: s)

The parameters is a scale factor and measures the mag-
nitude of the random variable. The relation

s25M2/2

was utilized to calculates. ~Note thats denotes the param-
eter of Rayleigh distribution whilesA denotes the standard
deviation of the sample data.!

2. Rician distribution 24 (parameters: s, s)

The parameters measures the magnitude of the fixed
vector while the parameters measures the magnitude of the
remaining random components. The ratiok5s/s was de-
fined and the following equations were solved fork ands2:

M252s2~11 1
2k

2!,

M458s4~11k21 1
8k

4!.

No real solution fork exists if I 25M4/M2
2 is greater than 2.

Thus, fitting the Rician model to given data is not possible in
general.

3. Weibull distribution 29 (parameters: a, a)

The parametera is a scale factor while the parametera
controls the shape of the probability density function.~A
smallera corresponds to a broader distribution.! The follow-
ing relations were utilized for parameter estimation:

mA5aGS 11
1

a D ,
sA5aFGS 11

2

a D2G2S 11
1

a D G1/2.
To obtaina anda from these equations, a curve of

mA

sA
5

G~111/a!

@G~112/a!2G2~111/a!#1/2

was computed as a function ofa. This curve is almost linear,
and, fora increasing from 1.0 to 20.0,mA/sA varies mono-
tonically from 1.0 to 16.1. A cubic spline interpolation30 was
utilized to solve the above equation fora. Specifically, val-
ues ofmA/sA at 200 points of evenly distributeda values
between 1.0 and 20.0 were computed. The spline interpola-
tion was performed withmA/sA being the variable anda

TABLE I. Probability density functions of five statistical models and the range of their normalized moments.

Model p(A) ~A.0! I25
^A4&

^A2&2
I35

^A6&

^A2&3

Rayleigh~s! A

s2 e
2A2/2s2

2 6

Rician ~s, s! A

s2 expS2A21s2

2s2 DI0SsAs2D @1, 2# @1, 6#

Weibull ~a, a! a

a SAaD
a21

expF2SAaD
aG @1, 6# @1, 90#

K-Dist ~a, b! 2b

G~a! SbA2 Da

Ka21~bA!
@2, 4# @6, 36#

GenK-Dist
~a, v, h!

2b

G~a! S2aA

bh2 Da

I0Svh ADKa21~bA!

where b5A4a1v2/h

@1, 6# @6, 36#
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being the function. Thus, for a givenmA/sA , the interpolated
value gives the desired value ofa.

The error of this scheme was investigated. For 2000 val-
ues ofmA/sA evenly distributed between 1.0 and 16.1, cor-
respondinga values were determined by this scheme and
used to compute newmA/sA values. The maximum error
between the computed and the originalm/sA values, occur-
ring in the neighborhood ofa51, was less than 0.001%. The
maximum error, e.g., fora.1.2, was another magnitude
smaller.

4. K-distribution 26 (parameters: a,b)

The parameterb is a scale factor while the parametera
determines the shape of the distribution. These parameters
were estimated by utilizing:

I 2521
2

a
, M25S 2bD

2

a.

For given input data withI 2<2, the value ofa becomes
negative or infinite. AK-distribution fit to the data, thus,
does not exist in this case. Noteworthy is that a given set of
data can always be fit by a Rician distribution if it cannot be
fit by a K-distribution, andvice versa.

5. Generalized K-distribution 27

The parameterh is a scale factor while the parametersa
and v control the shape of the distribution. The relations
between these parameters and the moments are:

M25„11 1
4g1~a!v2…h2,

M45„2g1~a!1g2~a!v21 1
16g3~a!v4…h4,

M65„6g2~a!1 9
2g3~a!v21 9

16g4~a!v41 1
64g5~a!…h6.

In these expressions,

gn~a!5)
i51

n S 11
i

a D .
The estimation of parameters for the generalized
K-distribution using given momentsM2, M4, andM6 is dis-
cussed in Appendix B. The generalizedK-distribution re-

duces to theK-distribution withv50, approaches the Rician
distribution with vÞ0 anda→`, and approaches the Ray-
leigh distribution withv50 anda→`.

II. RESULTS

A representative example of the rms amplitude distribu-
tion of the two-dimensional wavefront after propagation
through an abdominal wall specimen and the associated his-
togram are shown in Fig. 1. The energy level fluctuation
~which has the same value as the amplitude fluctuation when
presented in the units of dB! has a standard deviation of 3.4
dB and a correlation length of 2.6 mm. Also, the average-to-
standard deviation ratio of the rms amplitude distribution has
a value of 2.53.

A representative harmonic amplitude distribution and
the associated histogram derived from the same measure-
ment data as Fig. 1 are shown in Fig. 2 for three harmonic
numbers, 9, 12, and 15, that correspond to temporal frequen-
cies of 2.81, 3.75, and 4.69 MHz, respectively. The spatial
scale of the amplitude fluctuation decreases with temporal
frequency. This is characterized by a decreasing correlation
length. The magnitude of the fluctuation increases with the
temporal frequency. This is reflected in an increase in the
standard deviation of energy level fluctuation, as well as in a
reduction of the average-to-standard deviation ratio of the
amplitude histogram.

Statistics of the normalized moments of the amplitude
distribution at all the eight harmonic frequencies are pre-
sented in Table II for 14 sets of abdominal wall data and for
nine sets of breast data. These moments cover a wide range
of values. This implies that distributions with a limited range
of moments cannot fit all of the data. In particular, the cal-
culation of Rician andK-distribution parameters from mo-
ments of the data will not generally be possible as no real
solution exists in some cases. Therefore, these distributions
are excluded in further comparison studies. For the Rayleigh
distribution, which has fixed values of normalized moments
~I 252 and I 356!, the only parameter is a scale factor that
can always be calculated from the data. Thus, a fit of the
Rayleigh distribution is always obtainable, though the fit will

FIG. 1. Representative map of root-mean-square~rms! pulse amplitude~left! and the associated amplitude histogram~right!. In the map, the horizontal axis
is the array direction and spans 92.16 mm while the vertical axis is the elevation direction and spans 46.08 mm. The rms amplitude is shown on a logarithmic
scale, with white corresponding to 0 dB and black corresponding to222.9 dB. The title bar includes the correlation length~cl! and the rms value of energy
level fluctuation~elf!. In the histogram, the horizontal axis is the rms amplitude and the vertical axis is the number of occurrences. The ratio of the average
amplitude to the standard deviation of the amplitudes is given in the title bar.
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be poor as the data usually do not have either the fixed val-
ues of 2 and 6 for normalized momentsI 2 and I 3, respec-
tively, or the average-to-standard deviation ratio that is
Ap/(42p) ' 1.913 for Rayleigh distribution.

A comparison of the data in Table II shows that the
breast data has significantly larger moments than the ab-

dominal wall data, which is consistent with the larger energy
level fluctuations in the breast data.

The normalized moments are plotted in Figs. 3 and 4
and are overlaid with the moment curves of Weibull distri-
bution and of the generalizedK-distribution. The agreement
between the normalized moments of the data and of Weibull
distribution is good forI 2,2.5, but some deviation is seen
for I 2.2.5. The family of curves of the generalized
K-distribution generally follows moments of the measured
data well, but some deviation is noticeable in the region of
3.0,I 2,4.0.

Illustrative histograms together with probability density
functions that are fit to the histograms are shown in Fig. 5.
These plots illustrate the variability of the histograms and the
goodness-of-fit of the Rayleigh distribution, the Weibull dis-
tribution, and the generalizedK-distribution to the data.

The average and the standard deviation of various pa-
rameters that describe the harmonic amplitude distribution
are presented in Fig. 6 for abdominal wall data and corre-

FIG. 2. Representative maps of harmonic amplitude and the associated amplitude histogram. The top, middle, and bottom rows correspond to harmonics 9,
12, and 15, respectively. The format is the same as that of Fig. 1 except that the display dynamic range is truncated at230 dB.

TABLE II. Statistics of normalized second-order and third-order intensity
moments for eight harmonics measured from 14 abdominal wall specimens
and 9 breast specimens. The sample size~number of data points! is 112 for
abdominal wall data and 72 for breast data.

Avg Sd Min Max

I 2
Abd wall 2.10 0.34 1.40 3.22

Breast 3.07 0.59 2.10 4.68

I 3

Abd wall 7.60 3.67 2.60 26.0

Breast 19.4 9.7 6.9 48.6
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spondingly in Fig. 7 for breast data. The data show that, with
increasing temporal frequency~harmonic number!, the en-
ergy level fluctuation increases, the correlation length de-
creases, themA/sA ratio decreases, and the normalized mo-
mentsI 2 andI 3 increase. The curve ofE(A

2) has a peak near
harmonic 12, which corresponds to the nominal center fre-
quency 3.75 MHz of the signals. Further examination of the
variation of correlation length with temporal frequency re-
vealed that the correlation length varies more slowly than the
wavelength. In other words, the number of wavelengths con-

tained in a correlation length is fewer at lower frequencies
than at higher frequencies.

The following parameters are only scale factors of the
distributions:s in Rayleigh distribution,a in Weibull distri-
bution, andh in the generalizedK-distribution. The variation
of these parameters with harmonic frequency is, therefore,
about the same as the variation ofAE(A2). The variation of
the parametera in Weibull distribution is about the same as
that ofmA/sA , because of the approximately linear relation
between them. For these reasons, statistics for these param-
eters are not shown.

Statistics for the parametersa andv in the generalized
K-distribution are included in Figs. 6 and 7. For abdominal
wall data, botha and v showed a gradual decrease with
increasing temporal frequency. For breast data,a showed a
small decrease butv showed no significant change with fre-
quency.

Statistics of thex2 number computed in goodness-of-fit
tests are also shown in Figs. 6 and 7. The dashed threshold
line corresponds to an acceptance level of 95%~the meaning
of which is that, if the fit is the true probability density func-
tion, it will be accepted 95% of the time!. The results show
that the Rayleigh distribution is unable to fit the data most of
the time, the Weibull distribution fits most of the abdominal
wall data but few of the breast data, and the generalized
K-distribution fits almost all of the abdominal wall data and
about half of the breast data.

III. DISCUSSION

A noteworthy feature of the pulse amplitude histogram
in Fig. 1 is that the curve does not start from the origin. This
is not due to nonzero dc components because such compo-
nents have already been removed from the signals. On the
other hand, histograms of harmonic amplitude distribution
do start from origin~see Fig. 2!. This contrast exists in all the
data that have been analyzed here, and indicates that nulls
~close-to-zero energy! are unlikely to happen in pulse wave-
fronts but are likely to happen in harmonic wavefronts. Since
pulse energy is the summation of individual harmonic en-
ergy, the above observation leads to the conclusion that the
nulls of the different harmonics do not coincide in space.
This is reasonable because the spatial scales of amplitude
fluctuation varies~decreases! with temporal harmonic fre-
quency. Since the statistical models in Table I all have prob-
ability density functions starting from origin, the observation
also indicates that modeling the rms amplitude of the pulses
with those statistical models is inappropriate.

Besides the harmonic amplitude histogram, a scatter dia-
gram of the complex amplitudes at a certain harmonic fre-
quency can also be generated. In such a diagram, the hori-
zontal axis is the real part, the vertical axis is the imaginary
part, and each complex amplitude is represented by a point.
A speculation about the property of such a scatter diagram is
of interest. For an ideal wavefront with all the waveforms
being the same, all the complex amplitudes will be clustered
at one point. When the ideal wavefront is time shifted, the
complex amplitudes will be distributed on a circle because
time shifts correspond to phase rotations of the complex am-

FIG. 3. Normalized second-order and third-order intensity moments of ab-
dominal wall data~circles! and breast data~squares! with the moment curve
of the Weibull distribution. The number of abdominal wall points is 112~8
harmonics for each of 14 specimens! and the number of breast points is 72
~8 harmonics for each of 9 specimens!. As the parametera increases from
1.1 to 5.1, the position on the moment curve of the Weibull distribution
moves from right-top to left-bottom.

FIG. 4. Normalized second-order and third-order intensity moments of ab-
dominal wall data~circles! and breast data~squares! with moment curves of
the generalizedK-distribution. The data are the same as in Fig. 3. The
moment curves of the generalizedK-distribution are calculated with param-
eterv varying from zero to 19.0 anda varying from 1.25 to 100. For a given
value of v, increasinga moves position on the curve from right-top to
left-bottom; for a larger value ofv, the curve with the samea variation has
a higher starting point and a lower ending point.
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plitudes. For measured data that also contain amplitude
variations, the scatter diagram will be more complicated. Al-
though such a diagram could be used to study the distribu-
tions of the real and the imaginary parts of the complex
amplitude, the disadvantage of this kind of study is that, if
the wavefront is time shifted, all the points representing the
complex amplitudes will be rotated by varying angles, so
that the distributions of the real and the imaginary parts
could be changed drastically. However, the distribution of
the harmonic amplitude is not influenced by such rotations as
the harmonic amplitude is the distance from each point to the
origin and is not changed by rotation. In this sense, harmonic
amplitude distribution is more intrinsic than the distributions
of the real and the imaginary parts.

The relevance of random walk models in the analysis of
harmonic amplitude distribution may be understood by con-
sidering the received signals(t,x,y) to be a delayed sum of
the input signalg(t), i.e.,

s~ t,x,y!5(
i51

M

ai~x,y!g@ t2t i~x,y!#,

wherex,y denotes a point in space andt denotes time. This
can be viewed as anM -path propagation response in which
each path has a gainai and a delayti . Fourier transform of
the above equation yields

S~v,x,y!5(
i51

M

ai~x,y!e2 jvt i ~x,y!G~v!.

This equation indicates that, for a fixed temporal frequency
v, the response of this linear system formed by multipath
propagation can be viewed as the result of anM -step random
walk, provided that each path has a random delay and gain
that are independent of other paths.

The random walk model described above is appropriate
when the signal results from the summation of arrivals over
a number of ray paths. The representation has the same form

FIG. 5. Representative histograms~fluctuating curves! with different fitted probability density functions~smooth curves!. The data are from a representative
abdominal wall study~wfd056!. The top, middle, and bottom rows correspond to harmonic number 9, 12, and 15, respectively, while the left, center, and right
columns correspond to the Rayleigh, Weibull, and generalizedK-distributions. In each panel are shown the average-to-standard deviation ratio~Avg/Sd! and
the normalized momentsI 2 and I 3, as well as thex

2 value (chî 2) that measures the difference between the fit and the histogram. The upperx2 threshold
values for 95% acceptance level, determined by sample size and the number of fit parameters, are about 95, 94, and 93, for the Rayleigh, Weibull, and
generalizedK-distributions, respectively.
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as a first-order scattering model in which the received signal
is the sum of the signals from a number of scatterers. This
additive model is analogous to the result of the Born ap-
proximation.

Another model, analogous to the result of the Rytov ap-
proximation, employs a multiplicative form to represent the
distortion. In this model, expressions for the amplitude and
phase are obtained by writing the wave field as an exponen-
tial in which the unknowns are the real and imaginary parts
of the exponent. These unknowns are each expressed as a
summation of contributions from a number of paths, for
which a corresponding tapped delay line model can be pos-
tulated. If the contributions were large in number and inde-
pendent, the log of the amplitude would be normally distrib-
uted. However, computations showed that the so-called log-
normal distribution24 is a poor fit~as measured by thex2 test!
of the histogram of the harmonic amplitudes so investigation
along this line was not pursued.

Additional insight about the relation between the har-
monic amplitude distribution and physical propagation con-
ditions is obtained from consideration of the amplitude dis-
tribution caused by propagation of a time-shifted wavefront.
Assume that a plane wavefront passes through a phase screen
at z50 and continues to propagate over a distancez0~.0!.
The pressure at pointP0(x0 ,y0 ,z0) can be expressed in
terms of the Rayleigh–Sommerfeld diffraction integral of the
pressure at pointsP1(x,y,0) in the planez50 as

U~P0!5
1

jl E
2`

` E
2`

`

dx dyU~P1!
ejkr

r
cos~n,r !,

wherer is the vector fromP0 to P1 andn is a unit vector in
the 2z direction. Without loss of generality consider the
point atx050 andy050. Thenr 5 Ax21y21z0

2. Rewriting
the above integral in polar coordinates~x5r cosu and
y5r sinu! results in

U~P0!5
1

jl E
0

2p

duE
0

`

r drU~P1!
ejkr

r
cos~n,r !.

Next, define a series of circles withr n5nl in which n is an
integer. Sincer 25r21z0

2, the radius of the circle corre-
sponding tor n is rn5Ar n22z0

2. The smallest circle corre-
sponds to the smallest integern0 that satisfiesn0l>z0 . The
diffraction integral can then be written as a summation of
integrals in each concentric circular band defined by
rn,r,rn11, and the use ofr dr5r dr yields

U~P0!5
1

jl E
0

2p

du (
n5n0

` F E
r n

r n11
U~P1!e

jkr cos~n,r !drG .
When r goes fromr n to r n11, e

jkr completes a full cycle.
The corresponding variation ofU(P1) is found from exam-
ining the width of the circular band

Drn5rn112rn5A@~n11!l#22z0
22An2l22z0

2

FIG. 6. Statistics of abdominal wall data. In each plot, the horizontal axis is harmonic number and the curve shows the average of 14 different specimens. The
bars correspond to plus and minus one standard deviation. The units are dB for energy level fluctuation~ELF! and mm for correlation length~Corr Len!. The
units ofE@A ˆ2# are A/D converter counts~range:22048 to 2047!. The other plots are dimensionless.
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relative to the correlation length ofU(P1). The maximum of
Drn occurs atn5n0 , and equals approximatelyA2z0l,
while the minimum occurs whenn→`, and equalsl.

Two extreme cases can be identified in a comparison of
the widths of these bands and the correlation length of the
variation inU(P1).

~1! If the bands are much wider than the correlation
length, i.e., propagation distancez0 is large or correlation
length is small, then the diffraction integral has many small
components uniformly contributing, so that the amplitude
distribution approaches either the Rayleigh or the Rician dis-
tribution. ~The former is a special case of the latter.! Further-
more, if U(P1)5ejf(x,y) and f(x,y) is assumed to be
Gaussian distributed, the expected value ofU(P1) is
exp~2sf

2/2! in which sf
2 is the variance off(x,y). This

implies thatU(P0) will be Rayleigh distributed if the phase
screen is deep@exp~2sf

2/2!!1# because each contributing
component has virtually zero average. OtherwiseU(P0) will
be Rician distributed because each component has a nonzero
average. This agrees with the result obtained in Ref. 31.

~2! If the bands are much narrower than the correlation
length, i.e., propagation distancez0 is small or correlation
length is large, then most contributions to the diffraction in-
tegral cancel becauseejkr varies rapidly, and the major con-
tribution comes from a small number of locations where the
spatial variation ofU(P1) happens to have about the same
spatial scale as that ofejkr . This is similar to the evaluation
of an integral using the stationary phase approximation. In
such cases where the contribution could come from a vary-
ing, small number of independent factors, the distribution is

known to be better modeled with either theK- or the gener-
alized K-distribution since these models are based on the
assumption that the number of steps in the random walk
model is negative binomially distributed and can have larger
fluctuations.27 Since theK-distribution is based on unbiased
random walk while the generalizedK-distribution is based
on biased random walk, the latter has a wider range of ap-
plicability and can be used in the case of a shallow phase
screen.

In the case of tissue data analyzed here, the situation is
somewhere between the two extremes noted above. For ex-
ample, the nominal value of correlation length is 7.9 mm for
the abdominal wall specimen9 and 4.3 mm for the breast
specimen.10 At a frequency 3.75 MHz, the wavelength
l50.4 mm, and for a propagation distancez0520–40 mm,
the largest width of the circular band isA2z0l54–5.66 mm.
Thus, the width of the band is comparable to the correlation
length at the beginning and gradually gets smaller.

In both K- and generalizedK-distribution,a is the pa-
rameter that controls the distribution of the number of steps.
For a large, the negative binomial distribution approaches
Poisson distribution. This represents the limit of a uniformly
large number of steps. On the other hand, ifa is relatively
small, the negative binomial distribution exhibits a long tail
and a large variance. In this case, even if the average number
of steps is very large, the probability of having a small num-
ber of steps in a particular observation is not negligible. The
above reasoning indicates that a large propagation distance, a
large wavelength, and a small correlation length lead to the

FIG. 7. Statistics of breast data. The format is the same as that of Fig. 6 but the number of specimens is nine.
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contribution of many factors in the final amplitude, and to a
largea.

Using a homodynedK-distribution model,32 the positive
correlation between propagation distance and the parameter
a has been verified experimentally for laser light diffracted
by ground glass. The results in Figs. 6 and 7 show thata
decreases with increasing temporal frequency~or decreasing
wavelength!. Thus, even though a tissue specimen has a sig-
nificant thickness and differs from a single phase screen, the
expected tendency of largera values corresponding to larger
wavelengths has been confirmed.

Lastly, limitations to the study of amplitude distribution
using statistical models deserve comment. The presence of
large scale features~such as the stripes in Fig. 1! in ampli-
tude distribution indicates the existence of different tissue
structures, like muscle or tendon, in certain areas of some
specimens. Such specimens cannot be regarded as a statisti-
cally uniform medium, and the harmonic amplitude distribu-
tion across the whole measurement area is not likely to be
governed by a single probability density function. Further-
more, different specimens present different features and the
corresponding distorted wavefronts may need to be described
by different statistical models. However, in spite of these
limitations, the current study showed that the generalized
K-distribution is remarkably capable of fitting satisfactorily
more than three quarters of the data.

IV. CONCLUSION

Harmonic amplitude distributions of pulse wavefronts
after propagation through specimens of human abdominal
wall and breast have been analyzed. The results indicate that
these distributions show a wide range of variations. As the
temporal frequency increases, the fluctuation in harmonic
amplitudes increases but the spatial scale of the fluctuation,
characterized by the correlation length of the fluctuation, de-
creases. The normalized second-order and third-order inten-
sity moments also increase with temporal frequency.

Five statistical models based on the random walk have
been considered for fitting the data. Two of them, Rician and
theK-distribution, cannot fit all of the data because of their
limited coverage of the moment space. Fitting results were
presented for the other three statistical models. Based on a
95% acceptance level, the Rayleigh distribution fits the data
poorly, the Weibull distribution fits most of the abdominal
wall data but few of the breast data, and the generalized
K-distribution fits all of the abdominal wall data and about
half of the breast data.

A phase screen model has been analyzed using the dif-
fraction integral. Insights have been gained about the quali-
tative relation between physical propagation parameters
~such as propagation distance, wavelength, depth, and corre-
lation length of the phase screen!, and the parametersa and
v of the generalizedK-distribution that can be used to de-
scribe the amplitude distribution. The analysis provides an
explanation why the generalizedK-distribution models the
observed amplitude fluctuation in tissue data analyzed here.
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APPENDIX A: x2 GOODNESS-OF-FIT TEST

GivenN realizations of a random variableX and a sug-
gested probability density function~pdf! p(x), the problem is
to determine whetherp(x) provides a good description of the
data. The first step is to divide thex axis intoK intervals of
equal probability using the given distribution function

F~x!5E
2`

x

p~ t !dt.

In the current study, the integration is carried out numeri-
cally using Simpson’s formula, and the number of intervals
K is empirically set to 1.2AN based on recommendations in
Ref. 23. The points that define intervals of equal probability
are found using spline interpolation, withF(x) going from
zero to 1.0 as the variable, andx being the function. The
values interpolated atk/K, k51,2,...,K21, define the break
points of the intervals. Next, form

J5 (
k51

K
~ f k2Fk!

2

Fk
,

where f k is the number of samples that fall into thekth
interval, andFk5N/K. The J so formed obeys approxi-
mately thex2 distribution, with the number of degrees of
freedomn being equal toK21 minus the number of param-
eters inp(x) that have been estimated from the data.23 Thus,
n equalsK22 for the Rayleigh distribution,K24 for the
generalizedK-distribution, andK23 for the rest of the dis-
tributions.

To test whether a fit can be the true pdf of the sample
data, a criterion such asJ , xn;0.95

2 can be used as follows: if
is true, then accept the fit as being the true pdf, otherwise
reject. The meaning of this acceptance is that, if the fit is the
true pdf, then 95% of the time the pdf will be accepted while
only 5% of the time it will be rejected. A larger number~say
0.99! means that the pdf is more likely to be accepted.

APPENDIX B: PARAMETER ESTIMATION FOR THE
GENERALIZED K-DISTRIBUTION

To estimate parameters for the generalized
K-distribution using given momentsM2, M4, andM6, first
note thath is a scale factor, and oncea and v have been
obtained,h can be computed using

h5AM2 /„11 1
4g1~a!v2….
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Next, from the relations between moments and parameters of
the generalizedK-distribution, expressions for normalized
momentsI 2 and I 3 are obtained as

I 25
2g1~a!1g2~a!v21 1

16g3~a!v4

„11 1
4g1~a!v2)2

,

I 35
6g2~a!1 9

2g3~a!v21 9
16g4~a!v41 1

64g5~a!

„11 1
4g1~a!v2…3

.

Using these expressions, a family of curves ofI 3 vs I 2, with
v anda as parameters, can be plotted. See Fig. 4 as well as
Ref. 27.

In the plot, the given moment pair (I 20,I 30) is repre-
sented by a point, and because the calculation employs a
finite number of samples, random error is always present and
causes the point (I 20,I 30) to not fall exactly on any one of the
curves. Thus, an exact solution to the above moment equa-
tions may not always exist, and, even if it exists, it is not
more meaningful than an approximate solution. Also note-
worthy is that many curves lie close to each other, so that
many pairs of~a,v! exist that will result in similar distances
between computed and given normalized moments. So the
problem of finding~a,v! using given (I 20,I 30) is ill-posed. In
our study, we first search for pairs of~a,v! that produce
points close to the given (I 20,I 30), and then for each pair of
~a,v!, we compute the corresponding probability density
function and use thex2 criterion as described in Appendix A
to pick the best pair.

Based on the known variations ofI 2 andI 3 vsa andv,27

the range of search fora is set between 1.0 and 200.0 and
spanned by 200 numbers that form a geometric series. The
range of search forv is set between 0.1 and 15.0 and
spanned by 400 numbers that form again a geometric series.
Then, define the distance measure to be

d~a,v !5A@ I 2~a,v !2I 20#
21@ I 3~a,v !2I 30#

2.

For each fixed value ofv,d(a,v) is a function ofa, anda is
searched to locate the minimum positionamin(v). This is
relatively easy becaused(a,v) as a function ofa contains
only one minimum either at the ends of thea interval, or
within the interval. The search is made using a one-
dimensional cubic spline interpolation. The next step is to
eliminate the pairs of~amin ,v! in whichamin is at the ends of
the a interval ~i.e., close to 1.0 or 200!. These pairs corre-
spond toI 3 vs I 2 curves that are too short and do not cover
the input data point.~See Fig. 4.! All the remaining pairs of
parameters result in similar normalized moments, and further
comparison is made using the thex2 goodness-of-fit test de-
scribed in Appendix A, and the pair with the lowestJ value
is chosen.
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On the Mie potential and the acoustic nonlinear parameter B/A
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Canada
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The set of two coupled equations of Hartmann connecting the acoustical nonlinear parameterB/A
with the reciprocal sound velocity 1/c, for liquids, through the parameters of the Mie potential, is
replaced by a simple empirical equation linear and near quadratic in linear combinations ofB/A and
1/c. The latter equation contains an exponentm which is a function of the Mie exponentsm andn.
It is shown that this empirical relation closely approximates the pair solution over a significantly
wider range of variables than the purely linear equation posited by Hartmann to explain the
empirical Ballou’s rule. ©1997 Acoustical Society of America.@S0001-4966~97!01502-6#

PACS numbers: 43.25.Ba@MAB #

INTRODUCTION

The nonlinear acoustic properties of liquids is a subject
that is becoming of increasing importance in a number of
areas, particularly in medical imaging,1 cavitation,2 and
shock wave lithotripsy.3 The high acoustic power densities
associated with focused acoustic beams lead to strong har-
monic generation, and this can be of concern for aspects such
as tissue damage, image contrast, and medical diagnostics.

The subject was formalized by Beyer4 who defined the
nonlinear parameter from the adiabatic equation of state:

B

A
52rcS ]c

]pD
T

1S 2acT

Cp
D S ]c

]TD
p

. ~1!

For liquids,B/A is known asthe nonlinear acoustic param-
eter.

There have been many measurements ofB/A in liquids,
ranging from early measurements ofp andT derivatives of
the sound velocity by Beyer and co-workers to more recent
methods such as finite amplitude,5 constant entropy,6 and
optical methods.7 B/A generally lies in the range 5–12, with
extreme variations 2 and 13 being reported. An early obser-
vation was made by Ballou8 regarding the approximate linear
variation of B/A with 1/c. Further experimental work by
Madigoskyet al.9 showed, for a wide range of liquids, that
althoughB/A generally does increase with 1/c, the scatter is
so large that there does not seem to beany universal curve
that would truly fit the existing data; a straight line would
describe the behavior only very roughly.

In order to understand theB/A vs 1/c data, therefore, the
best that one can do is divide the acoustic materials into

families, and attempt to provide a theoretical treatment for
each family separately. A pioneering effort in this direction
was made by Hartmann10 who considered families of liquids
with characteristic intermolecular Mie potentials, each with
its own set of Mie parameters. Starting with a pair of coupled
equations incorporating neglect of a small thermal pressure
term, Hartmann,~inspired by Ballou’s rule! assumed linear-
ity for each family, and showed how to calculate the slopes
and intercepts, carrying this out explicitly for a specific po-
tential. TheB/A data then, on this model, would be repre-
sented by a set of straight lines, one for each family.

The need for a more complete theory has long been
recognized ~see, e.g., the thermodynamic approach of
Sharma11!, but no effort has heretofore been made to extend
the calculations in the direction laid out by Hartmann. To
this end, it is here proposed to take the next step in the
analysis of Hartmann’s molecular approach, namely, to in-
vestigate the shape of theB/A vs 1/c curves flowing from
the coupled equations when the linearity assumption is not
made. It will be shown in this paper that the coupled equa-
tions lead numerically to substantial nonlinear behavior. As
well, for the specific potential chosen by Hartmann, a simple
empirical nonlinear equation is found that represents this be-
havior over a wide range of the variables.

I. THEORY

Hartmann’s molecular approach was based on the theo-
retical framework developed by Moelwyn–Hughes12 ~MH!.
In this framework, an intermolecular Mie potential in the
form
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U/U05~n2m!21@m~V/V0!
2n/32n~V/V0!

2m/3#

is assumed, where2U0 is the minimum value of the poten-
tial, andV0 corresponds to the molecular separation at which
U is at a minimum. Hartmann uses the equation

c25
U0gmn

9~n2m! F ~n13!S VV0
D 2n/3

2~m13!S VV0
D 2m/3G ,

~2a!
where nearV5V0 he has neglected a termgRT(n1m11)/
2M as contributing less than 10% toc2 at room temperature.
This term, arising from the thermal pressure, appears on the
right-hand side of the corresponding equation of MH.

With the assumptions~i! thatg is a constant;~ii ! that the
intermolecular potential is a central force potential that de-
pends only on the distancer between two molecules; and
~iii ! that the thermal pressure can be neglected, Hartmann
notes thatB/A can be expressed asB/A522~d ln c/d ln V!.
The differentiation is carried out using theV dependence of
c in ~2a! to give

B/A5@m~m13!2n~n13!~V/V0!
2~n2m!/3#/3@~m13!

2~n13!~V/V0!
2~n2m!/3#. ~2b!

Elimination ofV/V0 from Eqs.~2a! and ~2b! could in prin-
ciple yield B/A as a function ofc. However, at this point
Hartmann, effectively assumingB/A to be linear in 1/c, pro-
ceeds to calculate the slope and intercept of this linear rela-
tionship, using zero temperature and pressure~i.e.,V5V0! as
the reference point. Form59 and n56, he arrives at the
following linear equation:

B/A521~96gU0!
1/2/c. ~3!

For differentm, n, andgU0, the numbers 2 and 96 in the
above equation would be appropriately replaced and the re-
sulting equation would then describe a different family of
materials.~Provided that these replacements do not substan-
tially alter the slope and intercept, and to the extent thatgU0
is approximately the same for all liquids, this equation may
be said to have the general form of Ballou’s rule.!

We now ask how closely linearity serves to describe the
full curve of Eqs.~2!. It is observed that one need not make
any assumption about the linearity or otherwise ofB/A as a
function of 1/c, as it is a simple matter to compute the graph
of B/A vs (gU0)

1/2/c, for a given family of potentialsm, n.
This is most easily done by replacing the variableV/V0 in
the equations by the variableh given by

h5~V/V0!
2~n2m!/3,

and using, e.g., the two-variable Newton–Raphson proce-
dure. We have computed Eqs.~2! for the choicem59, n56
in order to compare with Hartmann’s linear~m56, n59!
result. The resulting graph is shown in Fig. 1, where the
exact solution of Eqs.~2! used by Hartmann is superimposed
on Hartmann’s linear solution equation~3!. It is seen that in
the range 5,B/A,7, the curve of~2! is indeed almost linear.
However, outside this range, deviations from linearity are
evident.

A simple nonlinear fit to Eq.~2! may be devised by
examining Fig. 1. There, if we set up a new, rotated coordi-
nate frame with origin at the reference point (B/A)056,
(96gU0)

1/2/c054 and abscissax8 along the linear curve~3!,
then the curve of Fig. 1 would to good accuracy be sym-
metrical about the new ordinatey8. It would look, in fact,
roughly quadratic, prompting a trial function of the form
y85const~x8!m with m.2. Transforming back to the original
coordinate frame, ensuring that the trial curve passes through
the point@which satisfies Eqs.~2!# B/A58.186, 1/c50.0006
s m21, and experimenting with different values ofm, we find
that the following curve gives a very accurate representation
of Fig. 1:

y2x50.0246~y1x!1.8, ~4a!

where

y5B/A26, x5~96gU0!
1/2/c24. ~4b!

Table I compares the values obtained from Eqs.~2!, ~3!, and
~4!.

Higher accuracy can no doubt be obtained by doing a
least-squares fit, to selected points on curve~2!, of

y2x5c8~y1x!m8

with parametersc8 andm8 to be determined. However, at this
stage in the comparison with experiment, this would not be
of special interest.

FIG. 1. Dimensionless graph ofB/A vs 10(gU0)
1/2/c. Equation~3! is rep-

resented by symbols at selected points, rather than by a continuous curve, in
order to render it visually distinguishable from Eq.~4!.

TABLE I. B/A vs 10(gU0)
1/2/c from Eqs.~2!, ~3!, and~4!.

10(gU)1/2/c B/A @Eq. ~4!# B/A @Eq. ~2!# B/A @Eq. ~3!#

0 2.849 3.000 2.000
1 3.511 3.651 2.979
2 4.233 4.283 3.959
3 5.028 5.030 4.939
4 5.920 5.920 5.919
5 6.975 6.968 6.899
6 8.816 8.186 7.879
7 9.557 9.583 8.859
8 11.110 11.165 9.839
9 12.877 12.935 10.819
10 14.907 14.898 11.799
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II. CONCLUDING REMARKS

We have in this paper taken the next logical step in the
solution of the coupled equations of the molecular model,
realizing that it is not necessary to make, as does Hartmann,
an assumption of linearity~or of any other functional depen-
dence! in order to find the solution. A numerical treatment of
these equations has yielded an exact set of solution points for
a wide range of values of 1/c. A comparison of the results of
Hartmann’s linear model with our exact set shows that the
former is indeed accurate, but only over a relatively very
small energy range. We have also found a simple expression,
resulting from a two-parameter trial function, which closely
represents the exact solution for the choicem59, n56. It
does so over almost the full range of 1/c; i.e., whereverB/A
.3.
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Understanding the periodic driving pressure in the
Rayleigh–Plesset equation
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The Rayleigh–Plesset equation is the basis of most theoretical analyses of bubble dynamics.
Surprisingly, experiment and theory do not agree on the spatial location and the value of the periodic
driving pressure. In the experiment the driving pressure is located near the bubble, whereas, the
theory assumes that the driving pressure is far from the bubble. The paradox is resolved by deriving
a modified equation that is valid for compressible flows in a finite spherical geometry. The modified
equation is identical to the incompressible Rayleigh–Plesset equation with the driving pressure at
infinity replaced by the actual driving pressure, which is located within 25 bubble radii of the
bubble. We show that a hydrophone at the center of the flask measures this driving pressure, which
is why the theory and experiment agree when an incompressible Rayleigh–Plesset equation is used
to describe compressible flows. ©1997 Acoustical Society of America.@S0001-4966~97!03002-6#

PACS numbers: 43.25.Yw@MAB #

The Rayleigh–Plesset equation~RPE! describes the ra-
dial growth and collapse of a gas bubble in a periodically
driven incompressible liquid. It was formalized in 1950,
based on the work of Rayleigh,1 Plesset,2 and Noltingk and
Neppiras.3 Although the RPE and its subsequent
modifications4–8 remain the basis of almost all theoretical
analyses of bubble dynamics, there is some confusion among
experimentalists and theorists about the location and magni-
tude of the pressure that actually drives the motion of the
bubble. Experimentalists place a hydrophone at the location
of a bubble~thus destroying the bubble! and use the mea-
sured pressure as the driving pressure in the RPE. There
usually is good agreement between the resulting solution of
the RPE and the experimental data. Theoretical derivations
of the RPE~and its modifications!,3–8 with the exception of
Plesset,2 define the driving pressure as the liquid pressure far
from the bubble. The theoretical and experimental locations
of the driving pressure are not the same, which creates a
paradox. This paradox was recognized by Mosset al.,9 who
analyzed the growth and collapse of a sonoluminescing
bubble, by solving numerically the full hydrodynamic equa-
tions, including nonlinearly compressible liquids and gases.
These numerical solutions required much smaller driving
pressures than the RPE solutions to obtain the same maxi-
mum bubble radii. The difference was attributed to the com-
pressibility of the liquid and/or spherical convergence, but
was not discussed by the authors. This letter shows that the
paradox arises primarily from the assumption that the far-
field pressure is the same as the effective pressure that drives
the motion of the bubble. Although this assumption is correct
for an incompressible fluid, it is not correct for a compress-
ible fluid. We review first the standard derivation of the RPE
in an incompressible flow, then we show that the RPE can be
modified to account for the pressure that actually drives the
radial motion of a bubble in a compressible flow. This theo-

retical approach resolves the paradox and yields results that
are consistent with experimental practice.

The RPE may be derived3 by considering a bubble of
radiusR in an incompressible liquid of densityr and uni-
form hydrostatic pressureP0. A time-dependent pressure,
P`(t)[2PA sin 2pyt, is applied att50. AlthoughP`(t) is
applied infinitely far from the bubble, the assumption of in-
compressibility allows the bubble to respond immediately to
P`(t). The RPE is obtained by equating theP dV work at
the boundaries of the liquid to the kinetic energy acquired by
the liquid. The internal energy of the liquid is ignored. The
kinetic energy acquired by the liquid is

KEtot5
r

2 E
R

`

ṙ 24pr 2 dr52prR3Ṙ2, ~1!

where incompressibility requiresr 2ṙ5R2Ṙ.
We assume the gas in the bubble is ideal, has a constant

specific heat ratiog, and compresses isentropically and uni-
formly. Consequently, the gas pressurePg is only a function
of R:

Pg~R!5P0~R0 /R!3g. ~2!

The change in the size of the bubble is the only volume
change that can occur, so theP dVwork done to the liquid as
the radius of the bubble changes from an initial valueR0 toR
is done by the net pressurePg(R)2„P01P`(t)…. We ignore
surface tension and viscosity and write

IE5E
R0

R

„Pg~R!2P02P`~ t !…4pR2 dR. ~3!

The RPE is obtained by equating the internal and kinetic
energies@Eqs.~1! and~3!# and differentiating with respect to
R:

P0~R0 /R!3g2P02P`~ t !

r
5
3Ṙ2

2
1RR̈, ~4!

wheredṘ/dR5R̈/Ṙ.a!Electronic mail: wmoss@llnl.gov
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Equation~4! is solved forR(t) by numerical integration
with initial conditionsR(0)5R0 andṘ~0!50. It is important
to note that the derivation of Eq.~4! assumes that all the
P dV work is converted to kinetic energy. There is no inter-
nal energy stored in the liquid, because it is incompressible.

The RPE@Eq. ~4!# is valid for a globally incompressible
flow in an infinite medium. Unfortunately, real liquids are
compressible and real experiments have boundaries. Even
modified RPE that have first-order corrections for
compressibility5–8 do not account for the actual pressure that
drives the bubble, or finite boundaries. These modified equa-
tions are derived by considering only the differences of ther-
modynamic quantities at the bubble wall and infinity. The
pressure that drives the bubble in a compressible flow is not
located at infinity.

We rederive the RPE in the following paragraphs, for a
compressible flow in a finite spherical geometry. We de-
scribe the kinetic energy usinglocally incompressibleflow,
and we replaceP`(t) with a linear elastic standing wave
solution that accounts for the spherical geometry and the
finite boundaries.

The radius of the bubble changes in response to pressure
waves in the liquid. The bubble can respondonly to waves
that reach it. During an incrementdt, the bubble motion is
influenced by the pressure fieldP(r ,t) in a shell of liquid of
thicknesscdt5(a21)R that surrounds the bubble, wherea
is a number greater than one. We consider theP dV work
done to the bubble by the net pressure
Pg(R)2(P01P(aR,t)) at the boundaries of the region that
can influence the bubble during the timedt. We may equate
the totalP dV work to the kinetic energy acquired by the
liquid, by analogy to the derivation of Eq.~4!, if P(aR,t)
andR do not change appreciably duringdt, that is, if the
liquid is locally incompressible.

The two main time scales for the dynamics are set by the
drive frequency~1/ndrive'40ms! and the Minnaert resonance
frequency10 for bubble oscillations~1/nMinnaert'1–30 ms!.
Consequently, the Minnaert frequency sets the time scaledt
and the distance scalea. Estimates fordt and a can be
obtained by equatingdt to a small fractionb of the natural
period of a freely oscillating bubble, i.e., the reciprocal of the
Minnaert resonance frequency. We write

dt5
~a21!R

c
5

b

yM
5b2pRA rL

3gP0
, ~5!

whererL is the liquid density, anda21 is the thickness of
the liquid shell in units of the bubble radius. We must com-
promise between adt that is small enough to ensure incom-
pressibility and ana that is large enough to account for most
of the kinetic energy in the flow. The latter requirement is
necessary for our theoretical analysis to be consistent with
experimental practice.

We relatea to the total kinetic energy by replacing the
upper limit in the integral in Eq.~1! with aR, which yields11

KE~a!5
r

2 E
R

aR

ṙ 24pr 2 dr5KEtotS 12
1

a D . ~6!

Equation~6! shows that most of the kinetic energy in the
liquid is located near the bubble, e.g., 96% of the kinetic
energy is contained within a shell that is 25R thick ~a526!;
whenR5100 mm, 26R52.6 mm. Equation~5! shows that
b50.05, whena526 ~P051 bar,r51 g/cc, andg51.4!. A
small value ofb, that is, a time that is a small fraction of the
natural oscillation period, ensures the pressure has sufficient
time to reach the bubble before significant incremental mo-
tion occurs. Consequently, the driving pressure is located
within 25 bubble radii from the bubble whena526. Fully
compressible hydrodynamic numerical simulations confirm
this result.12

We substitute Eq.~6! for Eq. ~1! and replaceP`(t) in
Eq. ~3!, with the as yet unknown pressureP(aR,t). The
same procedure that was used to obtain Eq.~4! from Eqs.
~1!–~3! yields a modified RPE that accounts for the finite
sound speed in the liquid. The condition of local incompress-
ibility allows the relevant part of the globally compressible
flow to be modeled using an RP energy analysis. We write

P0~R0 /R!3g2P02P~aR,t !

r
5S 3Ṙ2

2
1RR̈D S 12

1

a D ,
~7!

whereP(aR,t) remains to be determined. The factor in Eq.
~7! that containsa may be neglected, whena526, so that the
modified RPE@Eq. ~7!# differs from the RPE@Eq. ~4!# only
in the value of the time-dependent driving pressureP(aR,t).

We use Euler’s equation13

rS ]v

]t
1v–“vD1“P50, ~8!

to obtain an approximate linear elastic standing wave solu-
tion for P(aR,t), by superposing two solutions that give the
desired boundary conditions. The first piece is the lowest-
order term of an incompressible solution of Eq.~8! with the
boundary conditionsP(R,t)5Pg(R)2P0 and P(RL ,t)50,
where RL is the radius of the liquid that surrounds the
bubble. We assume for convenience that a flask having the
same impedance as the liquid and infinitesimal thickness sur-
rounds the liquid. The second piece is a linearized
solution14–16 of Eq. ~8! with the boundary conditions
P(R,t)50 andP(RL ,t)52PA sin 2pyt. We obtain

P~r ,t !5
RP0~~R0 /R!3g21!

r

2
PARL

r

2coskr1cot kR sin kr

2coskRL1cot kR sin kRL
sin 2pyt,

~9!

wherek52py/c. The first term is always small for the val-
ues ofr (r.10R) we are considering, so we neglect it in the
subsequent discussion. The second term in Eq.~9! differs
from the RPE driving pressureP`(t) only by a time inde-
pendent multiplicative factor. Figure 1~lines! shows the am-
plification factorP(r ,t)/~PA sin 2pyt! as a function ofr , for
constant bubble radii of 4, 40, and 100mm. Spherical con-
vergence amplifies the pressure that is applied at the flask
boundary. The peak pressure is located within a few mm of
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the center of the flask. The solid symbols in the figure show
the amplification factors atr526R, which is the location of
the driving pressure. These values are relatively insensitive
to the bubble radius, which helps validate our use of a locally
incompressible RP analysis.

Although Eq. ~9! and Fig. 1 show the standing wave
solution in the presence of a bubble, there is no bubble
present when a hydrophone is used to measure the driving
amplitude. The pressure near the hydrophone and the bubble
will differ, because the boundary conditions for a standing
wave solution in the presence of a bubble differ from those
for a hydrophone. We obtain a linear elastic standing wave
solution for the pressure in the presence of a hydrophone, by
linearizing14 and solving15,16 Eq. ~8!. The boundary condi-
tions arev(R,t)50 andP(RL ,t)52PA sin 2pyt. We write

P~r ,t !52
PARL

r

3
kRH cosk~r2RH!1sin k~r2RH!

kRH cosk~RH2RL!2sin k~RH2RL!

3sin 2pyt, ~10!

whereRH is the radius of the hydrophone. The open symbols
in Fig. 1 show the radial dependence of the amplifiction fac-
tor P(r ,t)/~PA sin 2pyt! for the hydrophone solution@Eq.
~10!#. Solutions for hydrophones having radii of 0~open
squares! and 2.6 mm~open circles! are shown. The calcu-
lated pressure at either hydrophone~open symbols atr50
andr52.6 mm! is nearly the same as the pressure atr526R
with the bubble present, for the three different bubble radii.
We conclude that a hydrophone measures the correct driving
pressure.

Equations~9! and~10! can be simplified, because we are
concerned only with the value measured by the hydrophone

near the center of the flask.Both equations reduce to the
same form, whenkr and kR!1, r.10R, andRH50. We
obtain

P~r ,t !'@2kRL csckRL#@PA sin 2pyt#, ~11!

where the amplification factor is2kRL csckRL . Equation
~11! is exact toO[RH

2 ]. The amplification results from
spherical convergence and depends only on the driving fre-
quency, the sound speed in the liquid, and the radius of the
flask ~liquid!. This approximate but simple expression shows
the relationship between the boundary pressure and the pres-
sure near the bubble, which drives the radial motion. Figure
2 replots the graphs in Fig. 1, as a function ofa~vr /R!. The
thick dashed line shows the amplification factor from Eq.
~11!, which is a constant. A hydrophone that is placed near
the center of the flask measures the entire r.h.s. of Eq.~11!,
whereas, the second bracketed term is the pressure applied to
the flask. Equation~11! and the RPE become identical~the
amplification factor equals 1! askRL→0, which occurs in the
limit of large sound speeds, small flask radii, or small fre-
quencies. Substituting Eq.~11! for P(aR,t) in Eq. ~7!, and
settinga526, we obtain a modified RPE that is valid for a
compressible flow in a finite spherical geometry. This modi-
fied RPE is identical to the incompressible RPE@Eq. ~4!#
with P`(t) replaced by the pressure that is measured by a
hydrophone at the center of the flask. Thus, we have derived
theoretically the equation for the radial motion of a bubble
that experimentalists use routinely to analyze their data.

Our results show that the Rayleigh–Plesset equation,
which has been used for nearly 50 years to describe bubble
dynamics, has been misinterpreted by theorists in its appli-
cation to liquids under typical experimental conditions, i.e.,
compressible liquids in a finite geometry. We have shown
that the periodic driving pressurePA , which is assumed by
theorists to be~i! applied at an infinitely distant boundary
and~ii ! responsible for driving the bubble motion, isonly the
pressure that is applied at the boundary of the system.PA is
amplified near the bubble by spherical convergence, and it is
the amplified pressure within 25 radii of the bubble that

FIG. 1. Radial dependence of the~analytic! standing wave amplification
factor, for constant bubble radii of 4, 40, and 100mm. The solid symbols
show the values of the amplification factor atr526R for each bubble. The
driving pressure~solid symbols! is insensitive to the radius of the bubble.
The open symbols show the radial dependence of the analytic standing wave
amplification factor, for hydrophone radii of 0~open squares! and 2.6 mm
~open circles!. Either hydrophone measures the correct driving pressure.

FIG. 2. Same as Fig. 1. Curves are shown as a function ofa~[r /R!. The
thick dashed line is the amplification factor from Eq.~11! @kr!1, kR!1,
r.10R, andRH50#.
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drives the radial motion of the bubble. This resolves the
paradox of the location and the magnitude of the pressure
that drives the motion of the bubble.

We derived a modified RPE@Eq. ~7!# for a compressible
liquid in a finite spherical geometry, using ‘‘local incom-
pressibility’’ and the actual driving pressure near the bubble.
The modified RPE is identical to the incompressible RPE
@Eq. ~4!# with the far-field pressureP`(t) replaced by the
amplified pressure near the bubble. We showed that a hydro-
phone measures this amplified pressure, so that our modified
RPE is completely consistent with the experimental practice
of using hydrophone measurements of the driving pressure in
the incompressible RPE@Eq. ~4!# to describe the motion of
bubbles in compressible liquids with finite geometries. Our
analysis unites theory and experimental practice.

It is important to note that the inconsistencies in the
interpretation of the RPE would have remained hidden with-
out the compressible hydrodynamic numerical simulations,
which illuminates the intrinsic strengths and value of hydro-
dynamic numerical simulations.
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An empirical relation to predict ultrasonic velocity
in electrolytic solutions
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An empirical relation to predict ultrasonic velocity in an electrolytic solution in terms of the surface
tension and density of and ultrasonic velocity in water and surface tension, density and a function
f ~a! of degree of dissociation of the solution is suggested. The relation may be used to predict
ultrasonic velocity at any concentration of the solution, provided the ultrasonic velocities at two
other concentrations are known. The agreement between the predicted and observed values is good.
© 1997 Acoustical Society of America.@S0001-4966~97!00701-7#

PACS numbers: 43.35.Bf@HEB#

INTRODUCTION

Ultrasonic studies in electrolytic solutions provide us
with information regarding their structure as well as physical
and chemical processes taking place in them. Extensive stud-
ies are available on the dependence of quantities like ultra-
sonic velocity, adiabatic compressibility, molar sound veloc-
ity and hydration number of electrolytic solutions on their
concentrations.1–3 Many empirical as well as theoretical re-
lations based on Debye–Huckel theory1 are used in the study
of parameters like Bachem’s constants, Molar compressibil-
ity and Rao’s constant to cite a few.4 But there is no relation
available for the satisfactory prediction of ultrasonic velocity
in electrolytic solutions.

Many theories, like collision factor theory of Schaaffs,5,6

statistical theory of Flory7 combined with Auerbach’s em-
pirical relation,8 and free length theory of Jacobson9 are
available for the prediction of ultrasonic velocity in pure
liquids and their mixtures.10–13But none of these theories are
successful in the prediction of ultrasonic velocities in elec-
trolytic solutions.1,2 It seems that any expression for the ul-
trasonic velocity in electrolytic solutions must take into ac-
count the number of ions partaking in the transfer of acoustic
energy and hence should involve some function of the degree
of dissociation. Debye–Huckel theory, which takes into ac-
count the number of ions per unit volume of the ionic atmo-
sphere, has been found successful in the determination of
acoustic parameters like apparent molar compressibility and
apparent molar volume of low as well as high
concentrations.1,2

Prompted by Auerbach’s relation,8 and making use of
Debye–Huckel theory, an attempt has been made here to
obtain an empirical relation for the ultrasonic velocity in
electrolytic solutions.

I. THEORY AND METHOD

According to Oka’s relation14 based on Debye–Huckel
theory, the surface tension~sc! of an electrolytic solution at
a temperaturet, and concentrationc is given by

sc5sw1~Ne2Z2c/4000D !,

wherec5concentration of the electrolytic solution in moles
per liter,sc5surface tension in cgs units at temperaturet and
concentrationc, sw5surface tension of water in cgs units at
temperaturet, D5dielectric constant of water at temperature
t, Z25Z1Z2 , where Z15valency of the positive ion,
Z25valency of the negative ion,e5electronic charge in esu,
andN5Avogadro’s number.

For various electrolytic solutions,sc is calculated using
Oka’s relation for different values ofc for which the values
of ultrasonic velocityvc and densityrc are available from
the literature.15,16 sw andD along with vw , the ultrasonic
velocity in water andrw , the density of water at temperature
t are taken from international critical tables. Then

~swrw /vw!/~scrc /vc!5g ~1!

is calculated. Temperature remaining constant,g is found to
decrease at different rates for different electrolytes from a
value of approximately unity asc increases~Table I!. g and
c are found to have an approximate inverse linear relation
between them~Fig. 1!.

For the present calculations, we assume an exact inverse
linear relationship betweeng andc. Using calculated values
of g for two extreme concentrations for whichvc andrc are
available from the literature, values ofg for other intermedi-
ate values ofc are graphically interpolated. The mean square
deviations of the interpolated values ofg from those calcu-
lated using relation~1! are found to be extremely small in all
the systems studied~Table II!, justifying the assumption of
an inverse linear relationship betweeng and c. From the
interpolated values ofg, vc is calculated using relation~1!.

II. RESULTS AND DISCUSSION

Auerbach8 observed that the addition of a salt increases
both the surface tension of and ultrasonic velocity in water in
the same sequence. But his relation8 yielded a value which is
only 50% of the observed value for the surface tension of
water when he used measured values of density and ultra-
sonic velocity. The relation failed in the case of aqueous
solutions of electrolytes also. Auerbach’s relation8 has been

a!Department of Physics, University College, Thiruvananthapuram 695034,
India.

b!To whom correspondence should be addressed.
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applied successfully in the case of liquids10 and their
mixtures,11–15the surface tension being calculated on the ba-
sis of Flory’s statistical theory.7,10

In the empirical relation~1! for vc ,sc has been calcu-
lated using Oka’s relation which is based on Debye–Huckel
theory. So the relation has a direct dependance on Debye–
Huckel theory. A detailed analysis using literature values of
sw , rw , rc , andvc and calculated value ofsc shows that at
a temperaturet, the ratio (swrw/vw)/(scrc/vc)5g, de-
creases approximately from a value of 1 asc increases. The
calculated values ofsc , literature values ofsw , rw , rc , and
vc and the calculated values ofg are given in Table I. It may
be noted thatsw , rw , andvw are the values for water att °C
and not at 0 °C or any other temperature, since the modifi-
cation of ultrasonic velocity att °C due to the addition of an
electrolyte in water is to be accounted for. The relation~1! is
found to hold good for twelve 1–1 and 2–1 electrolytic so-
lutions in a wide range of concentration of about 0.1 to 5
mole/liter, the molecular weights of the salts used ranging
from about 58 in the case of NaCl to 331 in the case of
Pb~NO3!2 ~Table I!. To save space data of only six systems
are included in Tables I and II.

It is but logical to argue that any modification of the
ultrasonic velocity in water due to the addition of an electro-
lyte must depend on the molecular weight of the electrolyte,
concentration of the solution and the number of ions in the

FIG. 1. Variation of gamma with concentration,d KCl, 1 NaBr, * calcium
nitrate,j NaI, 3 lead nitrate.

TABLE I. Calculation ofg anda8.

Electrolyte
c

mol/liter
vc

obs m s21
rc
g/cc

sc

cgs units g

L
ohm21 m2

31024

L0

ohm21 m2

31024 a8

NaCl 0 1483.0 0.9982 72.92
M558.44~20 °C! 1.0690 1554.5 1.0413 73.38 0.9986 76.5 113.9 0.6716

1.8308 1600.5 1.0707 73.71 0.9953 68.5 0.6014
3.0572 1673.0 1.1162 74.24 0.9909 58.0 0.5092
3.9248 1772.5 1.1478 74.62 0.9872 52.5 0.4609
4.8461 1771.5 1.1804 75.01 0.9820 47.0 0.4126

KBr 0.0830 1486.5 1.0054 72.96 0.9945 114.5 136.5 0.8388
M5119.0~20 °C! 0.5271 1495.0 1.0426 73.15 0.9622 109.0 0.7985

0.9002 1502.5 1.0740 73.31 0.9367 106.0 0.7766
1.9464 1521.5 1.1601 73.76 0.8727 100.0 0.7326
3.1730 1545.5 1.2593 74.29 0.8108 95.0 0.6960
4.6173 1573.0 1.3746 74.91 0.7498 90.5 0.6630

NaI 0.4180 1483.0 1.0463 73.10 0.9517 89.5 109.4 0.8180
M5149.9~20 °C! 0.7220 1483.0 1.0808 73.23 0.9196 85.0 0.7769

1.5669 1486.5 1.1769 73.60 0.8423 76.5 0.6992
2.5794 1494.0 1.2907 74.03 0.7673 68.5 0.6261
3.8083 1509.0 1.4271 74.57 0.6960 61.0 0.5575
4.5201 1524.0 1.5062 74.87 0.6633 57.0 0.5210

KNO3 0.2500 1516.0 1.0179 71.35 0.9791 123.0 125.8 0.9777
M5101.1~30 °C! 0.5000 1524.0 1.0287 71.47 0.9724 114.0 0.9062

1.0000 1539.0 1.0613 71.70 0.9489 102.5 0.8148
2.0000 1569.0 1.1112 72.15 0.9180 86.0 0.6836
2.5000 1584.0 1.1309 72.38 0.9077 79.0 0.6280
3.5000 1598.0 1.1806 72.84 0.8718 67.0 0.5326

Ca~NO3!2 4H2O: 0.2640 1524.0 1.0311 71.48 0.9700 95.5 112.6 0.8481
M5236.2~30 °C! 0.5280 1541.0 1.0612 71.72 0.9498 85.0 0.7549

0.8000 1552.0 1.0867 71.97 0.9309 78.0 0.6927
1.0600 1568.0 1.1166 72.21 0.9123 72.5 0.6439
1.6000 1600.0 1.1812 72.70 0.8740 63.0 0.5695
2.0000 1618.0 1.2207 73.07 0.8509 56.0 0.4973

Pb~NO3!2 0.1210 1510.0 1.0332 71.35 0.9609 92.0 122.6 0.7504
M5331.2~30 °C! 0.2500 1501.0 1.0731 71.47 0.9180 84.5 0.6892

0.5000 1491.0 1.1392 71.70 0.8563 74.0 0.6036
1.0000 1469.0 1.2687 72.15 0.7528 60.0 0.4894
1.5380 1459.0 1.4038 72.65 0.6711 48.0 0.3915
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solution. Tracing a physical meaning forg, we see that the
degree of dissociation of an electrolyte decreases with in-
crease of concentration.a85L/L0 ~Table I! is calculated
whereL and L0 are, respectively, the equivalent conduc-
tances of aqueous electrolytic solutions at concentrationc
and at infinite dilution, at temperaturet ~available from in-
ternational critical tables!. a8 gives the approximate value of
the degree of dissociationa. Although the numerical value
of a8 is slightly less thang, it has the same decreasing ten-
dency as that ofg, with increase ofc. This prompts us to
conclude thatg must be a function,f ~a!, of the degree of
dissociation, the exact nature of which is presently not
known. Once this functional relation is found out, the ultra-
sonic velocity in electrolytic solutions may be predicted by
the relation

vc5scrcf ~a!/~srw /vw!.

In this work, usingg in the place off ~a!, it is shown
that this relation is valid for a number of systems for which
ultrasonic velocity has been reported in the literature.

The values ofvc calculated using the interpolated values
of g for intermediate concentrations agree fairly well with
observed values~Table II!. It may be noted that the use of
Debye–Huckel theory for the calculation ofsc even at high
concentrations does not cause a great deviation in the calcu-
lated values ofvc from the observed values. The literature
values ofvc for KI show first a decreasing and then an in-
creasing tendency with increase ofc. In the case of Pb~NO3!2
there is a decreasing tendency forvc as c increases. Even
though such tendencies cannot be predicted using relation

~1!, the calculated values ofvc in these cases have only small
deviations from the literature values.

The use of the expression~1! for vc demands an exact
knowledge off ~a! which is presently not available.g should
be effectively obtained froma8 directly or through combina-
tions involving the molecular weightM of the electrolyte,c,
rc , and ionic radius. Our attempt to find an exact expression
for g in terms ofa8 continues. In spite of the above short-
comings, the present relation forvc is attractive partly due to
the absence of a similar expression to predict ultrasonic ve-
locity in electrolytic solutions and partly in view of the fact
that, given the ultrasonic velocity at two concentrations, the
ultrasonic velocity at any other concentration can fairly ac-
curately be predicted.

III. SUMMARY

A new parameterg is defined in terms of surface tension
and density of and ultrasonic velocity in water, and surface
tension and density of and ultrasonic velocity in an electro-
lytic solution at concentrationc. An almost inverse linear
relationship is found to exist betweeng andc. Knowing the
value ofg at two concentrations and assuming an exact in-
verse linear relationship betweeng and c, g value corre-
sponding to any otherc can be obtained by interpolation.
Then the ultrasonic velocity in an electrolytic solution at any
concentration can be calculated. The calculated values of ve-
locity are found to agree closely with measured values for
the 12 systems studied. The essence of this method is the
assumption of an inverse linearg-c relation, to testify the
validity of which more systems are to be studied.

TABLE II. Mean square deviation ofg and calculated values ofvc .

Electrolyte
c

mol/liter

vc
~obs!
m s21

g
~graphically
interpolated!

Mean square
deviation of

g

vc
~cal!
m s21

NaCl:M558.44~20 °C! 1.8308 1600.5 0.9953 1600.5
3.0572 1673.0 0.9899 8.1131027 1671.3
3.9248 1722.5 0.9860 1720.7

KBr: M5119.0~20 °C! 0.5271 1495.0 0.9700 1507.0
0.9002 1502.5 0.9500 2.5331024 1524.0
1.9464 1521.5 0.8950 1560.0
3.1730 1545.5 0.8275 1577.0

NaI: M5149.9~20 °C! 0.7220 1483.0 0.9325 1504.0
1.5669 1486.5 0.8700 5.6931024 1535.0
2.5794 1494.0 0.8000 1557.0
3.8083 1509.0 0.7125 1545.0

KNO3: M5101.1~30 °C! 0.5000 1524.0 0.9705 1521.0
1.0000 1539.0 0.9540 1.2231025 1548.0
2.0000 1569.0 0.9210 1574.0
2.5000 1584.0 0.9045 1578.0

Ca~NO3!2 4H2O:M5236.2~30 °C! 0.5280 1541.0 0.9510 1543.0
0.8000 1552.0 0.9330 7.2931026 1556.0
1.0600 1568.0 0.9150 1573.0
1.6000 1600.0 0.8780 1607.0

Pb~NO3!2: M5331.2~30 °C! 0.2500 1501.0 0.9325 1525.0
0.5000 1491.0 0.8825 5.4531024 1537.0
1.0000 1469.0 0.7800 1522.0

1193 1193J. Acoust. Soc. Am., Vol. 101, No. 2, February 1997 S. S. Iyer and M. Abdulkhadar: Letters to the Editor



1H. S. Harned and B. B. Owen,The Physical Chemistry of Electrolytic
Solutions~Reinhold, New York, 1958!, 3rd ed.

2J. Stuehr and E. Yeager, ‘‘The propagation of ultrasonic waves in electro-
lytic solutions,’’ in Physical Acoustics, Principles and Methods, edited by
W. P. Mason~Academic, New York, 1964!, Chap. 6, Vol. IIA.

3S. P. Tandon and S. Gambhir, J. Acoust. Soc. Am.88, 1837–1841~1990!.
4A. K. Das and B. L. Jha, J. Pure Appl. Ultrason.11, 67–72~1989!.
5W. Schaaffs,Molecular Akustik~Springer-Verlag, Berlin, 1963!, Chaps.
XI and XII.

6S. Parthasarathy and N. N. Bakshi, J. Sci. Ind. Res.12A, 448–453~1953!.
7P. J. Flory, J. Am. Chem. Soc.87, 1833–1838~1965!.
8R. Auerbach, ExperientiaIV , 473–474~1948!.

9B. Jacobson, Acta Chem. Scand.6, 1485–1497~1952!.
10J. D. Pandey, J. Chem. Soc. Faraday Trans. I75, 2160–2124~1979!.
11M. S. Khanwalkar, J. S. Murty, and D. D. Deshpande, Acoust. Lett.13,
121–126~1990!.

12M. S. Khanwalkar, Acoust. Lett.14, 229–234~1991!.
13A. N. Kannappan and V. Rajendran, Acustica75, 192–195~1991!.
14J. R. Partington, ‘‘The properties of liquids,’’ inAn Advanced Treatise on
Physical Chemistry~Longmans, London, 1962!, Vol. II ~3rd imp.!, p. 198.

15E. B. Freyer, J. Am. Chem. Soc.53, 1313–1320~1931!.
16S. V. Subrahmanyam and J. Bhimsenachar, J. Acoust. Soc. Am.32, 835–
838 ~1960!.

1194 1194J. Acoust. Soc. Am., Vol. 101, No. 2, February 1997 S. S. Iyer and M. Abdulkhadar: Letters to the Editor



The frequency response of the ER-2 speaker at the eardrum
M. L. Whitehead, I. Simons, B. B. Stagner, and G. K. Martin
University of Miami Ear Institute, Miami, Florida 33101
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Distortion-product otoacoustic emissions are often measured using ER-2 speakers and the ER-10B
microphone probe~Etymotic Research!. The frequency response at the eardrum of the ER-2 speaker
used in this configuration has not been described. An indirect estimate of the average eardrum
frequency response of the ER-2 speaker used with the ER-10B probe has been obtained. The
average eardrum frequency response varies less than65 dB from 0.3 to 10 kHz. ©1997
Acoustical Society of America.@S0001-4966~97!05002-9#

PACS numbers: 43.64.Jb, 43.64.Yp, 43.66.Yw, 43.80.Vj@RDF#

INTRODUCTION

Measurements of distortion-product otoacoustic emis-
sions~DPOAEs! are often made using ER-2 speakers~Ety-
motic Research! with an ER-10 or ER-10B microphone
probe. The frequency response of the ER-2 speaker in a
Zwislocki coupler is flat up to 10 kHz, when used with a
292-mm length of 1.35-mm-i.d. sound-delivery tubing and
an EAR foam eartip, i.e., conditions similar to those with the
ER-10 probe~see Etymotic Research literature!. To a first
approximation, the flat response in a Zwislocki coupler sug-
gests a flat response at the eardrum in an average human ear
canal. However, the Zwislocki coupler does not~and was not
designed to! accurately simulate the average human ear canal
above 4 kHz.

The ER-10B probe is more commonly used for DPOAE
measurements than the ER-10. When used with the ER-10B,
the ER-2 speaker is coupled to the ear canal via 228 mm of
tubing, consisting of 76-mm lengths of 1.35-mm, 0.86-mm,
~ER-10B-3!, and 0.5-mm~ER7-14C! i.d. tubing. Relative to
the tubing used with the ER-10, the tubing used with the
ER-10B attenuates stimulus sound-pressure levels~SPLs! in
the ear canal, and alters the frequency response of the ER-2
within the stimulus-frequency range of DPOAE studies
~0.5–10 kHz!. The purpose of this study was to estimate the
average frequency response of the ER-2 at the eardrum, in
real ears, when used with the ER-10B.

I. ESTIMATION OF EARDRUM SPL

The procedure consists of two steps, which are summa-
rized in this paragraph, and described in more detail below.
Step A determines the average SPL at the eardrum at hearing
threshold in a group of subjects. Thus, the average hearing
threshold curve was measured by conventional swept-
frequency audiometry, using TDH-49 headphones. This av-
erage threshold curve was compared to Killion’s~1978!
minimum audible pressure at the eardrum curve, to deter-
mine the average SPL at the subjects’ eardrums at hearing
threshold. Step B determines the average voltage level at the
ER-2 speaker at hearing threshold. Thus, swept-frequency
audiometry was repeated using an ER-2 speaker instead of a
TDH-49 headphone, and the average voltage at the ER-2
speaker~not the SPL! at hearing threshold was measured.
This mean voltage is the input to the ER-2 required to pro-

duce the average SPL at threshold at the subjects’ eardrums,
which is known from step A. Thus, subtracting the dB volt-
age values from the eardrum dB SPL values of step A yields
the SPL frequency response of the ER-2 at the average ear-
drum.

A. The average SPL at our subjects’ eardrums at
hearing threshold

Data were obtained from 23 ears of 8 male and 5 female
adults ~mean 61 s.d., age 25.163.9 years! with normal
middle-ear function, as assessed by standard tympanometry
and acoustic-reflex testing, and hearing thresholds of,20
dB HL, as determined by standard clinical audiometry
~0.25–8 kHz!, and Bekesy swept-frequency audiometry
~0.25–10 kHz!. All data were obtained in a soundproofed
booth. For swept-frequency audiometry~TDH-49 head-
phone, Demlar model 120 audiometer, calibrated as ANSI-
1969!, the frequency-sweep rate was 1.3 oct/min, and the
attenuation rate was 2.5 dB/s. Thresholds were read from the
audiometer plots by measuring the midpoint of the trace ex-
cursions at frequencies of threshold maxima and minima,
and at frequencies at which threshold deviated from an oth-
erwise constant value, and extrapolating between these
points in 100-Hz steps over regions of constant threshold, or
of uniformly increasing or decreasing threshold. Figure 1~a!
shows the mean~61 s.d.! dB HL thresholds obtained in this
manner for the 23 ears.

The minimum audible pressure~MAP! curve of Killion
~1978, his Fig. 1! describes the average stimulus SPL at the
eardrum at hearing threshold in normal human ears, derived
from the data of several studies that employed free-field or
headphone stimulation. It is emphasized that this MAP curve
is distinct from the ‘‘minimum audible pressure in a cou-
pler’’ curve, which is the basis of the audiometer calibration.
Adding the mean dB HL values of Fig. 1~a! to the MAP
curve of Killion ~1978! produces a ‘‘group-specific MAP’’
curve ~not shown!, which was assumed to give the average
SPL at the eardrum at hearing threshold in the 23 ears tested.

B. The average voltage at the ER-2 speaker at
hearing threshold

Swept-frequency audiometry was repeated, in the same
manner as with the TDH-49 headphone, but using an ER-2
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speaker to deliver the stimuli. An ER-10B probe was
coupled to the ear canal using a standard rubber immittance
eartip, in a fashion identical to its use for DPOAE testing.
The ER-2 sound-delivery tubing passed through the ER-10B,
and extended 5 mm beyond the probe tip, as recommended
by the manufacturer. The ER-2 threshold-dB values were
read from the Bekesy tracing, as described above, and aver-
aged. In this case, however, the mean voltage~dB re: 1 V!
delivered by the audiometer to the ER-2 speaker at threshold
was determined,not the mean SPL at threshold. The result-
ing mean voltage curve~not shown! gives the voltage input
to the ER-2 required to produce the mean SPL at the eardrum
at hearing threshold, i.e., the SPL values of the group-
specific MAP curve.

C. The frequency response of the ER-2 at the average
eardrum

The voltage dB values measured in Sec I. B are the
mean input to the ER-2 required to produce the SPL values
of the group-specific MAP curve. Thus, subtracting these
voltage dB values from the group-specific MAP dB SPL
values yields the mean SPL frequency response of the ER-2
at the eardrum for an iso-voltage input. This curve is plotted
as a bold line in Fig. 1~b!, normalized to 0 dB SPL at 1 kHz.
The average eardrum SPL frequency response is relatively
flat, in that it varies by a maximum of64.6 dB over the
0.3–10 kHz range. There is a pronounced SPL maximum at
1 kHz, broad minima around 0.7 and 2.7 kHz, a gradual
increase from 2.7 to 8 kHz, and a rapid decline above 8.5
kHz. The standard deviations of these mean SPLs are equal
to those of the mean Bekesy-tracking hearing thresholds ob-
tained using the ER-2 speaker, and were approximately 6.5
dB between 0.8 and 6 kHz, increasing to around 8.5 dB
below 0.8 kHz and above 6 kHz.

II. DISCUSSION

A. Comparison of SPL at the eardrum and probe

The mean~61 s.d.! stimulus SPL measured at the ER-
10B microphone upon iso-voltage stimulation of the ER-2 is
also shown in Fig. 1~b! ~open circles6 dotted lines!. These
data were obtained from the 23 ears during the same fit of the
probe as the Bekesy-tracking threshold measurements. The
speaker command-voltage level was that which produced 65
dB SPL at 1 kHz at the ER-10B microphone, but the data
have been normalized to 0 dB SPL at 1 kHz to facilitate
comparison with the estimate of eardrum SPL. Below 2 kHz
the fine structure of the estimated mean stimulus SPL at the
eardrum~bold line! was very similar to that directly mea-
sured by the ER-10B. At these low frequencies, where stand-
ing waves in the ear canal have little influence, stimulus
SPLs are expected to be similar at both ends of the ear canal.
Thus, the similarity of the average SPLs at the eardrum and
the ER-10B in this frequency region suggests that the indi-
rect measurement of average eardrum SPL is quite accurate.

Above 2 kHz, two major factors cause SPLs at the ER-
10B to deviate from those at the eardrum. The first factor is
standing-wave effects. Between 2 and 6 kHz, stimulus waves
reflected from the eardrum partially cancel in-going pressure
waves, resulting in standing-wave minima at the emission
probe, but not at the eardrum~Siegel, 1994; Siegel and Hi-
rohata, 1994; Whiteheadet al., 1995!. When averaged across
ears, the minima result in a broad reduction between 2 and 6
kHz of the mean SPL at the probe below that at the eardrum,
which is clear in Fig. 1~b!. Figure 1~c! shows the dB differ-
ence of mean stimulus SPL between the eardrum and the
ER-10B. The difference, reaching 11 dB around 4.5 kHz, is
consistent with previous descriptions of the effects of
standing-wave minima~Siegel, 1994; Siegel and Hirohata,
1994; Whiteheadet al., 1995!. In the 6–9 kHz region,
standing-wave maxima occur. In Fig. 1~b! it is difficult to
assess the contribution of the standing-wave maxima, as they
tend to be ‘‘smoothed out’’ by averaging across ears, and are
partially superimposed on the steep decline of stimulus SPL

FIG. 1. ~a! Mean61 s.d.~n523 ears! behavioral hearing threshold~dB HL!
measured by swept-frequency Bekesy-tracking audiometry using a TDH-49
headphone.~b! Bold 6 standard continuous lines; mean61 s.d. stimulus
SPL at the eardrum upon iso-voltage input to the ER-2 speaker, derived as
described in the text. Note that the data have been normalized to 0 dB SPL
at 1 kHz. Open circles6 dashed lines; mean61 s.d. stimulus SPL mea-
sured by the ER-10B upon iso-voltage input to the ER-2 speaker, in 100-Hz
steps, in the same 23 ears. The ER-2 was coupled to the ear canal by the
three-stage sound-delivery tubing used with an ER-10B probe. The speaker
command-voltage level was that which produced 65 dB SPL at 1 kHz at the
ER-10B microphone, but the data have been normalized to 0 dB SPL at 1
kHz to facilitate comparison with the estimate of eardrum SPL.~c! The ratio
of the mean stimulus SPL estimated at the eardrum to that directly measured
at the ER-10B, i.e., the difference of the two mean curves in~b!.
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above 8.5 kHz. From acoustical theory, and measurements in
cylindrical cavities, stimulus SPLs are expected to be of
similar magnitude at both ends of the occluded ear canal in
the region of standing-wave maxima~Siegel, 1994!. The
similarity of the mean SPLs in the 6–9 kHz region@Fig. 1~b!
and ~c!# is consistent with this expectation.

The second factor causing stimulus SPLs at the ER-10B
to deviate from those at the eardrum is that the microphone
elements of the ER-10B probe directly pick-up some of the
stimulus energy from the ER7-14C sound-delivery tubes that
pass through the probe. As noted by Siegel~1994, his foot-
note 1! this direct pick-up can be of similar amplitude to the
ear-canal stimulus levels above 4 kHz. Thus, the SPLs mea-
sured at the ER-10B microphone above 4 kHz are deter-
mined by the complex interaction between the SPLs in the
ear canal at the microphone port~which are influenced by
ear-canal standing-wave effects! and the direct pick-up of
stimulus energy from the sound-delivery tubes. This factor
may reduce the apparent depth of the standing-wave minima
at the ER-10B ~particularly in those ears in which the
minima occur at higher frequencies!, and complicates inter-
pretation of stimulus levels measured by the ER-10B at high
frequencies.

The pronounced fine structure of stimulus SPL below 3
kHz, that is apparent both at the eardrum and at the ER-10B
in Fig. 1~b!, consists primarily of a peak at 1 kHz, and broad
minima around 0.7 and 2.7 kHz. Measurements~not shown!
in a hard-walled, 9-mm i.d., cylindrical plastic cavity, using
an ER-7C probe microphone at the ‘‘eardrum’’ position, sug-
gest that this fine structure is associated with the three-stage
sound-delivery tubing used with the ER-10B probe. This fine
structure is not present in the cavity or in real ears when the
ER-2 speaker is used with the 292-mm length of 1.35-mm-
i.d. sound-delivery tubing used with the ER-10 probe.

B. Stimulus levels during DPOAE measurements

Two stimulus-presentation strategies have been used for
DPOAE measurements~see Whiteheadet al., 1995, for re-
view!. In the ‘‘iso-voltage’’ strategy, the voltage presented to
the speakers is held constant across frequency, on the basis
of the assumption that the frequency response of the speakers
is approximately flat at the average human eardrum. The
bold line of Fig. 1~b! gives an estimate of theaverageear-
drum stimulus frequency response for the iso-voltage
stimulus-presentation strategy, used with an ER-2 speaker
and ER-10B probe. In individual ears there will be idiosyn-
cratic variations of the eardrum frequency response, particu-
larly at high frequencies, because of across-ear variations of
eardrum impedance~Stinson, 1990; Keefeet al., 1993; Voss
and Allen, 1994; Siegel and Hirohata, 1994!.

In the more commonly used ‘‘in-the-ear adjustment’’
strategy, the voltage command to the speakers is adjusted to
maintain a constant stimulus SPL across frequency at the
DPOAE-measurement microphone. Figure 1~c! shows the
dB difference of mean stimulus SPL between the eardrum
and the ER-10B. Because the in-the-ear adjustment strategy
holds the SPL at the emissions probe constant, the curve of
Fig. 1~c! is an estimate of theaverageeardrum stimulus
frequency response for the in-the-ear adjustment strategy,

used with an ER-2 speaker and ER-10B probe. Across indi-
vidual ears, there will be large variations of the eardrum
frequency response above about 2.5 kHz, depending on
standing-wave effects in the ear canal, and on the interaction
at the microphone of ear-canal sound pressure with direct
pick-up of stimulus energy from the sound-delivery tubes.

It is clear that the average eardrum stimulus frequency
response differs between the two stimulus-presentation strat-
egies. Because the differences are primarily determined by
ear-canal standing waves, and to a lesser extent by direct
pick-up of stimulus energy from sound-delivery tubes, they
will vary greatly across individual ears and also across probe
designs~Siegel, 1994; Siegel and Hirohata, 1994; Whitehead
et al., 1995!.

C. The estimate of eardrum SPL

The method used to measure eardrum SPL in the present
study is indirect, and inaccuracies could arise from several
sources. The MAP function is an estimate that may contain
errors of up to 4–6 dB at 500 Hz and around 4–6 kHz,
although it is thought to be accurate to within61 dB at
intermediate frequencies~Killion, 1978!. Moreover, some in-
accuracy is inherent in Bekesy swept-frequency audiometry,
even at the relatively slow frequency sweep and attenuation
rates used in the present study. Most of the subjects in this
study were inexperienced at swept-frequency audiometry.
However, the criteria the subjects used to judge threshold
were presumably the same for both the TDH-49 headphone
and the ER-2 speaker. Thus, for present purposes, any effects
of these criteria should have effectively canceled. The excel-
lent agreement of the mean SPL curves at the eardrum and
the ER-10B below 2 kHz@Fig. 1~b!# suggests that the indi-
rect estimate of average eardrum SPL is quite accurate.

It is emphasized that the present study estimatedaver-
ageeardrum SPLs. This technique cannot be applied to in-
dividual ears. The eardrum frequency response of the ER-2
will differ across ears, particularly at high frequencies, be-
cause of variations of ear-canal geometry and eardrum im-
pedance~Stinson, 1990; Keefeet al., 1993; Voss and Allen,
1994!. Siegel and Hirohata~1994, their Fig. 5! used a probe-
tube microphone near the eardrum to measure the output of
an ER-1 speaker in five ears. The ER-1 was coupled to the
ear canal via a 1-mm o.d. sound-delivery tube passed
through a hole drilled in the immittance eartip used to seal
the ER-10B probe to the ear canal. The frequency response
was highly repeatable across ears up to 5 kHz, but quite
variable at higher frequencies. At low frequencies, direct
measurement of SPL near the eardrum is expected to be
more accurate than the technique used in the present study.
However, because the eardrum is positioned at an angle to
the plane of the ear canal, at frequencies above 6-kHz stimu-
lus SPLs may vary across the eardrum, and the pattern of
variation across the eardrum will be frequency dependent.
Stimulus SPLs measured near the eardrum at high frequen-
cies can vary substantially as the probe-tube tip position var-
ies by a couple of millimeters across the surface of the ear-
drum, or away from the eardrum parallel to the axis of the
ear canal~Stinsonet al., 1982; Chan and Geisler, 1990; Sie-
gel and Dreisbach, 1995!. Thus, at high frequencies, SPLs
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measured by a probe tube near the eardrum may not accu-
rately indicate the SPLs effectively ‘‘seen’’ by the eardrum.
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A demonstration apparatus of the cochlea
[43.10.Sv, 43.64.Kc]

Robert M. Keolian
Department of Physics, Naval Postgraduate School, Code PH/Kn,
Monterey, California 93943-5117

The passive tonotopic traveling wave seen by von Be´késy in his experiments
on the cochlea is demonstrated with a hydrodynamic analog. The model
apparatus consists of an 85-cm-long, 1.6-cm-i.d. horizontal tube represent-
ing the scala, closed at one end and driven by a diaphragm at the other.
Projecting above this are about 120 closely spaced transparent vertical
channels representing the cochlear partition, whose length varies exponen-
tially from 21 cm near the diaphragm to 84 cm near the closed end. Water
poured into the apparatus fills the horizontal tube and rises up the vertical
channels to a height of 20 cm. The tops of the channels are then sealed, and
the air trapped above the water surface acts like a place-dependent spring.
By driving the diaphragm at various frequencies, a wave on the free surface
can be seen traveling towards the channel that is resonantly excited, where
most of the energy will be deposited. A derivation of the wave is presented.
© 1997 Acoustical Society of America.@S0001-4966~97!04702-4#

INTRODUCTION

Part of the mystery of the mammalian cochlea is how it distinguishes
different frequencies from one another so well. Even though it is small,
filled with fluid, and made from tissue, its frequency selectivity corresponds
to a quality factorQ which can be quite high—on the order of 100. The
answer partially lies with an unusual traveling wave, first seen by von
Békésy,1 that passively deposits the energy of different frequencies at dif-
ferent positions along the basilar membrane. Starting with Zwislocki,2 there
have been numerous mathematical models of this wave throughout the
years.3 This paper describes a lecture demonstration, shown in Fig. 1, which
pedagogically displays the essential physics of the wave and many of the
properties of the models.

I. APPARATUS

Several theoretical models of the cochlea include a basilar membrane
that has a uniform mass but has a stiffness that decreases exponentially with
distance from the oval window. A membrane of this type is represented by
a vertical 6.0-mm-thick LEXAN THERMOCLEAR sheet.4 Usually used for
architectural glazing, it is a hollow polycarbonate structure in the form of
two thin sheets held apart by thin parallel ribs. In effect, it comprises many
parallel rectangular channels, each of area 3.231025 m2 and spaced apart by
6.5 mm. The sheet is cut with the channels oriented vertically into a piece 76
cm across, with a heighth that varies exponentially with the horizontal
distance x given by the formulah5h01H10x/D, where h0520 cm,
H50.63 cm, andD538 cm. The overall size is limited by the desire for
portability. The mass of the basilar membrane is represented by water which
fills the channels up to a height ofh0. The channels of the vertical sheet are
sealed at the top by a metal strip that has a small hole drilled in it above each
channel. After filling, these holes are covered with vinyl electric tape to
form a seal. The air trapped above the water columns, varying in length by
a factor of 100, represents the stiffness of the basilar membrane.

The vertical sheet is glued into a slot cut along the length of a 85-cm-
long horizontal plastic tube representing the scalas of the cochlea. Water
flows freely between the horizontal tube and the vertical channels of the

vertical sheet. The inside diameter of the tube is 16 mm, but smaller may be
better~see below!. A single vertical 0.95-cm-i.d. tube, about 40 cm long and
open at the top, branches from the horizontal tube past the sheet to represent
the helicotrema. A cap at the end of the horizontal scala tube allows for
draining the fluid and cleaning. An aluminum frame supports the plastic
pieces and protects the joint between the vertical sheet and the horizontal
tube.

In the ear, the fluid in the scala is oscillated by the stapes pressing on
the oval window. This function is represented by a 7-cm-diam 1.6-mm-thick
rubber diaphragm driven in its center by a small plate. A connecting rod
attached to the plate joins with an eccentric, flywheel, gearbox, and hand
crank mechanism through a spring. The spring gives a little compliance to
the coupling, so that approximately a frequency-independent reciprocating
force, rather than displacement, is applied to the rubber diaphragm.5 A small
electromechanical shaker has been used to drive the diaphragm as well. It
allows more control over the force, plus various waveforms can be applied,
but with its electronics it is not nearly as portable.

Water mixed with food coloring and about 1/2 cc of Kodak Photo-Flo
200 solution6 per liter is poured into the apparatus through the helicotrema
tube while the seals at the top of the vertical sheet are open. Too much
Photo-Flo and the water foams up; too little and the water does not slide
freely and theQ is poor. After air is worked out of the drive mechanism, the
level is topped off and the top of the vertical sheet is sealed with tape,

FIG. 1. The demonstration apparatus, driven by a hand crank, shows the
cochlear wave on the surface of colored water contained within a hollow,
ribbed plastic sheet.

1199 1199J. Acoust. Soc. Am. 101 (2), February 1997 0001-4966/97/101(2)/1199/3/$10.00 © 1997 Acoustical Society of America



trapping air in the vertical columns. With a turn of the crank a traveling
wave appears on the water surface similar to the numerical results described
below.

II. WAVE EQUATION WITH VARYING MODULUS

The derivation of the wave equation for the demonstration apparatus
can proceed similarly to the derivation for sound in an ordinary fluid. As-
suming harmonic time variations, lety(x,t)5Y(x)ejvt be the horizontal
displacement of the fluid from equilibrium in the horizontal tube,
z(x,t)5Z(x)ejvt be the vertical displacement of the fluid in the THER-
MOCLEAR sheet, andp(x,t)5P(x)ejvt be the excess oscillatory pressure
at the base of the THERMOCLEAR sheet, as shown in Fig. 2. Neglecting
dissipation in the horizontal tube,7 Newton’s force equation can be written

]p

]x
1r

]2y

]t2
50, ~1!

wherer is the density of water.
The equation of continuity would normally relate the divergence of the

horizontal flow to a compression of the fluid. But here, as in the cochlea, the
fluid is essentially incompressible and is allowed instead to move up the
THERMOCLEAR sheet—the sheet acting as a yielding side wall to the
horizontal tube. If we letDx be a short length of horizontal tube such that
d<Dx!l, d being the distance between vertical channels in the THER-
MOCLEAR sheet~we are imagining that the channels in the sheet are close
enough that they can be treated as a continuum! and l being the local
wavelength, then the volume of fluid entering the short section atx is
Sy(x,t), the volume leaving atx1Dx is Sy(x,t)1SDx ]y(x,t)/]x, and
volume leaving through the top isz(x,t)Dxa/d, whereS is the area of the
horizontal tube anda is the area of each vertical channel. The continuity
equation then becomes a statement that the net volume change is zero, or

S
]y

]x
1
za

d
50. ~2!

Third in the derivation for sound, an equation of state for the medium
is used to relate the pressure fluctuations to the density fluctuations. Here,
the mechanical properties of the vertical sheet performs this function, as
does the basilar membrane in the cochlea. The pressure at the base of the
vertical channels is given by the force per channel area needed to move the
water column in the channel and compress the gas, given by

p5~K~x!1 jvR2v2M !z/a, ~3!

whereK(x) is the position dependent spring constant of the gas spring,R is

the mechanical resistance of the column, andM5rah0 is the water mass in
the column. If isothermal compressions of the gas are assumed for simplic-
ity, a little manipulation of the ideal gas law givesK(x)5P0a/h(x), where
P0 is the ambient atmospheric pressure. The lengthsh(x) andh0 are picked
to make the local side wall resonant frequencyf5(2p)21(K(x)/M )1/2 rea-
sonably low. With the lengths given above,f is calculated8 to range from
about 45 to 4.5 Hz. The damping termR can be estimated9 by considering
the effect of the dynamic viscosityh on the water oscillating in the vertical
channels. Because the viscous penetration depthdh5~2h/rv!1/2 is small
compared to the size of the channel—dh is 0.15 mm for f514 Hz, the
resonant frequency at the center of the apparatus—the resistive force per
channel wall area is given10 approximately by h/dh , so that
R5h0P(hrv/2)1/2, whereP is the inside perimeter of the channel cross
section.

We now have three differential equations, Eqs.~1!–~3!, for the three
unknowns,y, z, andp. Taking the derivative of Eq.~3! with respect tox and
substituting into Eq.~1!, we obtain

1

a

]z

]x
~K~x!1 jvR2v2M !1

z

a

]

]x
~K~x!1 jvR2v2M !1r

]2y

]t2
50. ~4!

For gradual enough variations inK(x), the second term is negligible com-
pared to the first and can be neglected. We do not want the variations to be
too gradual, though, or the apparatus will be unnecessarily long. On the
other hand, if the variations inK are too quick, a substantial amount of
energy would be reflected back to the drive, which would not be so bad
here, but in the ear it would mean that the cochlea was not absorbing all the
energy that it could. So we will be guided by the ‘‘cochlear compromise’’
condition,11 which is essentially the limit of validity of the WKB approxi-
mation, which states12

Nd1/25D~4 lne 10!
21~R/vh0

2rSd!1/2.1/4, ~5!

whereN is approximately the total number of cycles of the wave, and
d5R/vM51/Q is the damping function. This condition helps determineS
in the design of the apparatus.

Continuing, by taking the derivative of Eq.~2! with respect tox and
substituting into Eq.~4! with its second term dropped, we obtain

2~K~x!1 jvR2v2M !S d a22
]2y

]x2
1r

]2y

]t2
50, ~6!

or if rewritten in the form

FIG. 2. Schematic detail of the vertical sheet and horizontal tube. Equilib-
rium positions of the liquid are shown with a dotted line; displaced positions
with a solid line.

FIG. 3. Numerical results for the surface wave heightz ~heavy line! and its
envelope~thin line! at progressive eighth cycles of the wave, fromx50 to
0.76 m, using, in mks units,v520p, S51.9831024, a53.1631025,
d56.4531023, h050.203,H56.3531023, D50.381,R50.0257,r51000,
andP051.013105.
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]2Y

]x2
1

v2

c2~x!
Y50, ~7!

a position-dependent complex wave speedc(x) and effective bulk modulus
B(x) can be identified, given by

c2~x!5r21B~x!5r21@K~x!1 jvR2v2M #S d a22. ~8!

Thus it can be seen that the essential difference between the passive classi-
cal cochlear wave in this model and ordinary sound is the varying wave
speed, in this case due to the apparent bulk modulus given by the side wall.
Other parameters such as the membrane mass or the scala area could be
varied as well.

Equation~7! was solved numerically using parameters from the appa-
ratus, and the surface heightz was obtained from this solution with Eq.~2!
and plotted at eight phases of the wave in Fig. 3. Near the driven end, the
effective modulusB is spring-like, as in the case for ordinary sound, and a
traveling wave is seen going from left to right. But asK(x) gets softer the
wave slows down and grows in amplitude because of the increased compli-
ance and the compression of energy—much like ocean waves approaching a
beach. At some point the mass inertia cancels the stiffness, leaving only the
dissipative part, and the wave deposits its energy at this resonant position.13

Further down,B is negative,c is imaginary, and the wave becomes evanes-
cent, giving the cochlea an enhanced frequency selectivity because of the
exponentially rapid falloff. The rapid falloff and the phase shifts from the
traveling wave depend on the narrowness of the horizontal scala tube. The
tube area chosen above for the apparatus is already somewhat large com-
pared to the valueS54.231025 m2 ~a 7-mm-i.d. tube! given by the cochlear
compromise condition, Eq.~5!, at 10 Hz. Had the scala tube been much
wider, all parts of the side wall would have been driven with the same
pressure resulting in much larger displacements at the farther end. A smaller
tube would give more cyclesN of the traveling wave before reaching the
resonant point, making for a better demonstration of the physics of the
wave, although at the cost of increased dissipation in the horizontal tube.

III. CONCLUSIONS

The apparatus described here demonstrates von Be´késy’s classical pas-
sive wave, which still forms the foundation for understanding the mamma-
lian cochlea. With additional machining of the horizontal tube, the apparatus
could be modified to include the effects of variable basilar membrane mass
or scala cross-sectional area. But the classical wave does not possess suffi-

cient frequency selectivity to account for the tuning found in the healthy
living ear. It remains a challenge to incorporate into the apparatus the active
processes14 included in more modern theories of the cochlea.

1G. v. Békésy, Experiments in Hearing~McGraw-Hill, New York, 1960;
republished by the Acoustical Society of America, New York, 1989!.

2J. Zwislocki, ‘‘Theorie der Schneckenmechanik,’’ Acta Otolaryngol.
~Stockholm! Suppl.72 ~1948!.

3For reviews, see: E. R. Lewis, E. L. Leverenz, and W. S. Bialek,The
Vertebrate Inner Ear~CRC, Boca Raton, FL, 1985!; or C. D. Geisler,
‘‘Mathematical Models of the Mechanics of the Inner Ear,’’ inHandbook
of Sensory Physiology, Vol. V/3: Auditory System, edited by W. D.
Keidel and W. D. Neff~Springer-Verlag, Berlin, 1976!.

4General Electric Company, One Plastics Avenue, Pittsfield, MA 01201.
5At high enough frequencies, the accelerations of the vertical water col-
umns are large enough that surface waves are parametrically excited at the
water-air interface, foaming the water@M. Faraday, ‘‘On the Forms and
States assumed by Fluids in contact with vibrating elastic surfaces,’’ Phi-
los. Trans. R. Soc. London, 319–340~1831!#. The spring helps with this
problem.

6Eastman Kodak Company, Rochester, NY 14650, USA.
7Dissipation can be included with another term in Eq.~1!, or by lettingr
here be complex.

8Slight deviations off from these values occur because the gas compres-
sions are actually somewhat in between being isothermal and adiabatic,
which also adds some dissipation. Contributions due to gravity are negli-
gible. A larger apparatus and lower frequencies would make a more im-
pressive demonstration.

9This calculation neglects several other effects, such as turbulence gener-
ated by the sharp turn at the bottom and the slip-stick friction of the
water–air interface which is being decreased by the Photo-Flo.

10L. D. Landau and E. M. Lifshitz,Fluid Mechanics~Pergamon, Oxford,
1959!, p. 90, Eq. 24.6.

11G. Zweig, R. Lipes, and J. R. Pierce, ‘‘The cochlear compromise,’’ J.
Acoust. Soc. Am.59, 975–982~1976!

12To make connection to Zweiget al.’s Eq. ~21!, let theird 5 R/2vM , their
d5 D/ lne10, theirL1 5 r/S, and theirL 5 Md/a2.

13Numerical results withR about doubled give better agreement with the
apparatus. The peak in the envelope is rounded a bit.

14T. Gold, ‘‘Hearing II. The physical basis of the cochlea,’’ Proc. Phys. Soc.
London, Ser. B135, 492–498~1948!.
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200 words, must include the appropriate PACS classification numbers, and
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copies.

Characterization of cylindrical objects placed in a
plane-stratified acoustic waveguide for shallow water
applications [43.30.Pc, 43.20.Fn, 43.60.Pt]-—Christophe Rozier,
Laboratorie des Signaux et Systemes (CNRS-SUPELEC), Plateau de
Moulon, 91192 Gif-sur-Yvette Cedex, 16 October 1996 (French doctorate,
University Denis Diderot, Paris).The inversion of closed cylindrical objects
of smooth cross-sectional contours in a planar acoustic waveguide is inves-
tigated. Time-harmonic contour integral formulations of the pressure are
derived for both vibrating bodies and passive-penetrable or -impenetrable
obstacles immersed in a homogeneous water layer of finite depth above a
hard or penetrable bottom, which models a shallow water configuration.
Pressure values follow by the Nystrom method, the Green’s function being
calculated via a hybrid ray-mode representation. At one given frequency,
two inversion problems are attacked from the resulting synthetic data:~i! the
normal velocity distribution on the contour of a vibrating body is retrieved
by SVD with a Tikhonov filter whose regularization parameter is found by
theL curve;~ii ! the contour of a convex or concave obstacle illuminated by
line sources at a large range in water is constructed iteratively by a complete
family approach where the scattered pressure is represented as a sum of
Green’s functions whose source locations evolve with the retrieved contour.
The mathematical basis and the numerical machinery of the solution meth-
ods are detailed. Simulations are carried out for several objects from low-
and high-frequency exact and noisy data, in near-field and far-field measure-
ment configurations, and with partial or full coverage of water column.

Thesis advisor: Dominique Lesselier.

Frequency specificity of the auditory brainstem (ABR) and the
middle latency (MLR) responses [43.64.Qh, 43.64.Ri]—Margaret A.
Oates,Doctoral Program in Speech and Hearing Sciences, Graduate
Center, City University of New York, New York, NY 10036, February 1996
(Ph.D.).Three issues concerning the frequency specificity of the ABR and
MLR to tonal stimuli were examined:~1! recording the ABR to high-
intensity low-frequency stimuli;~2! the suggestion that the MLR provides a
more frequency-specific response to low-frequency tones compared to the
ABR; and ~3! the use of nonlinear- versus linear-gated stimuli to improve
the frequency specificity of these responses. The frequency specificity of
these evoked potentials was investigated~12 normal subjects! using the

high-pass noise~HPN! masking/derived response~DR! technique. Stimuli
were 500- and 2000-Hz exact-Blackman and linear-gated tones presented at
80 dB peak-to-peak equivalent SPL. Cochlear contributions to ABRV-V8
and MLRNa-Pa were assessed by:~1! effects of HPN masking on ABR/
MLR amplitudes and latencies; and~2! response amplitude profiles as a
function of derived-band center frequency. The HPN and DR results indi-
cate good frequency specificity for both the ABR and MLR. Maxima in the
amplitude profiles occurred in the 500- and 707-Hz derived bands for re-
sponses to the 500-Hz tones and in the 1410- and 2000-Hz derived bands in
response to the 2000-Hz stimuli. No significant differences were found in
the frequency specificity of:~1! ABR versus MLR;~2! responses to 500- vs
2000-Hz tones; and~3! responses to exact-Blackman versus linear-gated
tones.

Thesis advisor: Dr. David R. Stapells.

Thesis may be obtained from University Microfilms International, 300
North Zeeb Road, Ann Arbor, MI 48106-1346. Publication number:
9618088 in Dissertation Abstracts International Vol.~57!, issue 2B, p. 973.

Critical and uncritical low-frequency relaxation processes in
mixtures near the critical point of stratification [43.35.Bf] (in
English and Russian)—Sirojiddin Mirzaev, Heat Physics Department
Academy of Sciences Republic of Uzbekistan, Chilonzor ‘‘C,’’ Katartal 28,
700135, Tashkent, Uzbekistan, 16 May 1996 (Ph.D.).The aim of this thesis
is the experimental study of critical and uncritical low-frequency relaxation
processes in mixtures with small values of critical sound absorptions. In the
first chapter of the thesis a review of experimental and theoretical works on
investigation of acoustical properties of liquids having critical point strati-
fication ~CPS! was made. Works which study chemical reaction kinetics
near CPS are analyzed separately. The influence of closeness to critical
points on the rate of a molecular reaction, is discussed. In the second chapter
a brief description of the experimental technique is given. A description of
the experimental installation aimed to study liquid–liquid phase diagrams
near the boiling temperature of solutions having CPS is presented. The
results of this investigation, consisting of two main parts is dealt with in
chapters three and four. The third chapter describes the basic results of
investigation by means of acoustical spectroscopy of mixtures, methanol–
heptan, methanol–cychlohexane, and methanol–benzene–water in a wide
region of temperatures near the critical one. A description of the analysis of
acoustical absorption spectra is also presented. The critical attenuation is
analyzed in terms of the dynamic scaling theory of Ferrell–Bhattachardjee.
In the fourth chapter the results of investigation of the kinetics of mono- and
bimolecular reactions near CPS of three-component mixtures:
cyclohexanol–water–methanol and acetic acid–heptane–water are given.
Kinetical parameters characterizing mono- and bimolecular reactions were
established not to depend on the closeness to the critical point.

Thesis advisor: Academician, Prof. P. Khabibullaev.

1202 1202J. Acoust. Soc. Am. 101 (2), February 1997 0001-4966/97/101(2)/1202/1/$10.00 © 1997 Acoustical Society of America


